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FOREWORD

Ionizing radiation is employed in a wide variety of applications and 
processes in technologically advanced countries. Dosimetry is the science of 
measuring ionizing radiation and understanding it is essential for the safe and 
effective use of nuclear technology. Medical radiation dosimetry deals with those 
applications in which patients are irradiated.

These proceedings embody a selection of refereed papers that were 
presented at the International Symposium on Standards, Applications and Quality 
Assurance in Medical Radiation Dosimetry held in Vienna from 9 to 
12 November 2010. More than 370 delegates representing 66 Member States, 
45 observers and 12 international and professional organizations attended the 
meeting, at which 75 oral presentations were delivered, 4 round table discussions 
were held and 187 posters were presented.

Owing to its dual role in disseminating radiation measurement standards 
and verifying the accuracy of dosimetry applied at the hospital level, the IAEA is 
well positioned to convene international meetings focused on dosimetry. The 
previous meeting was held in Vienna in November 2002. Since then, three major 
developments have helped progress medical radiation dosimetry. Firstly, Member 
States have rapidly adopted new treatment technologies, e.g. intensity modulated 
radiotherapy (IMRT), and they have continued to acquire sophisticated diagnostic 
capabilities, e.g. computed tomography (CT) and positron emission tomography 
scanning. Unfortunately, the adoption of these technologies has not always been 
trouble-free. News stories in various countries have highlighted radiation 
accidents during IMRT due to dosimetric errors. In addition, overuse of CT 
scanning and failure to adopt clinical protocols appropriate to patient size, 
particularly in paediatric cases, have caused concern. Measurement of radiation 
dose properly necessitates adoption of new technologies and, consequently, much 
research has been devoted to improving dosimetry, particularly for the small 
fields typically used in IMRT.

Secondly, dosimetry protocols based on standards of absorbed dose to 
water, which simplified the translation of basic dosimetry from the standards 
laboratory to the hospital level, are 10 years old and need reviewing. There have 
been advances in dosimetry for both graphite and water calorimetry for external 
beam therapy and the strengthening of dosimetry for beams of protons and light 
ions, as their use is implemented clinically. Advances have also been made at 

primary laboratories to develop absorbed dose to water standards for 
brachytherapy sources that are inserted directly into patients. All these issues 
were addressed during the symposium.

Thirdly, there has been a rapid expansion in the level of diagnostic 
information for therapy planning, delivery and patient follow-up. New paradigms 



have been created for more comprehensive quality assurance. Since auditing 
physical dosimetry is an integral part of quality auditing for the whole process of 
treating patients, one session focused on it. The ongoing need to optimize 
radiation doses justified a session on radiation protection dosimetry.

In addition to oral and poster presentations, four interactive, round table 
discussions were held, focusing on the consequences of dosimetry errors, 
dosimetry knowledge gaps for new technologies, the role of education and 
training to improve dosimetric understanding and the meaning of traceability in 
the dosimetric chain. A CD-ROM of the contributed papers accompanies these 
proceedings.

The IAEA gratefully acknowledges the contributions made by the 
Programme Committee, the collaborating organizations, and the session chairs, 
co-chairs and scientific reviewers.

EDITORIAL NOTE

The papers in these Proceedings (including the figures, tables and references) have 
undergone only the minimum copy editing considered necessary for the reader’s assistance.
The views expressed remain, however, the responsibility of the named authors or participants. 
In addition, the views are not necessarily those of the governments of the nominating Member 
States or of the nominating organizations.

Although great care has been taken to maintain the accuracy of information contained in 
this publication, neither the IAEA nor its Member States assume any responsibility for 
consequences which may arise from its use.

The use of particular designations of countries or territories does not imply any 
judgement by the publisher, the IAEA, as to the legal status of such countries or territories, of 
their authorities and institutions or of the delimitation of their boundaries.

The mention of names of specific companies or products (whether or not indicated as 
registered) does not imply any intention to infringe proprietary rights, nor should it be 
construed as an endorsement or recommendation on the part of the IAEA.

The authors are responsible for having obtained the necessary permission for the IAEA 
to reproduce, translate or use material from sources already protected by copyrights.
This publication has been prepared from the original material as submitted by the 
authors. The views expressed do not necessarily reflect those of the IAEA, the governments of 
the nominating Member States or the nominating organizations.

The IAEA has no responsibility for the persistence or accuracy of URLs for external or 
third party Internet web sites referred to in this book and does not guarantee that any content 
on such web sites is, or will remain, accurate or appropriate. 
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Abstract

Kerma area product (KAP) meters used in X ray imaging for monitoring patient 
exposure were calibrated using different reference meters. Typically, the reference KAP value 
is the product of the air kerma and the X ray field size. In the tandem method, the reference 
value is measured with another KAP meter; in this study, a large KAP meter of novel type, the 
patient dose calibrator (PDC), was used for this purpose. The properties of the PDC meter were 
studied and the use of the meter as a reference meter was reviewed throughout the whole train 
of events from calibration in a secondary standard dosimetry laboratory to using the meter in 
clinical situations. Compared to conventional KAP meters, the advantages of the PDC are the 
lower energy dependence of response and the possibility to use larger field sizes. In laboratory 
measurements, the properties of the PDC meter were proved suitable to be used as a reference 
meter. The uncertainty related to the differences in X ray tube output used in calibration at the 
laboratory and in measurements at the clinic is highlighted. The calibration coefficients for 
field KAP meters calibrated by the PDC meter and by other meters were congruent on the 
average within 4%. Clinical measurements emphasized the need for in situ calibration of 
clinical KAP meters. Particularly in the under-couch situation, the calibration should be 
performed with the couch in the beam.

1. INTRODUCTION
3

Kerma area product (KAP) meters are used for monitoring patient exposure 
during X ray imaging. In many studies, it has been observed that there is a real 
need for a calibration of KAP meters [1–7]. Field KAP meters are attached to the 
X ray system, and their calibration should preferably be performed using this 
clinical set-up [3, 8]. Internationally, a relative uncertainty not higher than 7% 
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(confidence level 95%) is recommended for air kerma and KAP measurements 
[8, 9]. To achieve an appropriate measurement accuracy and comparable results, 
the use of an adequate calibration method is essential.

The IAEA introduces three options for calibrations of field KAP meters [9]: 
  (i) Calibration of a KAP meter in laboratory;
 (ii) Calibration of a KAP meter in situ using a reference air kerma meter;
(iii) Calibration of a KAP meter in situ using a reference KAP meter.

The use of a reference KAP meter was studied by Toroi et al. and named as 
a tandem calibration method [3]. The main drawback of the tandem method is the 
relatively large uncertainty produced by the pronounced energy dependence of 
the response of conventional type of KAP meters used as a reference instrument 
[4]. The patient dose calibrator (PDC) meter has a lower energy dependence, and 
a reduced uncertainty can be expected for the calibration of field KAP meters 
when using a PDC as a reference instrument [10]. In this study, the use of a large, 
novel PDC meter as a reference KAP meter in tandem method is studied and 
compared to the other calibration methods. 

2. MATERIALS AND METHODS

2.1. Reference meters

The patient dose calibrator PDC (Radcal, USA) version 1.10 is a large 
transmission ionization chamber with a cross-sectional area of 30 cm × 30 cm 
that can be used to measure either the air kerma or the KAP. In this study, only the 
KAP measurement mode was used. The transmission windows of the PDC are 
not light transparent. The meter is designed to be used for quality assurance 
measurements of the X ray equipment, without the patient. The PDC detects 
radiation both from the front and the rear sides so it cannot be used directly on the 
patient couch without the effect of backscatter from the support. The meter has 
separate measurement modes for low and high KAP rates, and the technical 
specifications of the PDC (manual 2008) quote a rated KAP rate range of 
1–11 040 μGy·m2·min-1 for the low rate mode and from 2103 to 

2 –1
4

910 500 μGy·m ·min  for the high rate mode. The other types of reference 
meters in this study were a cylindrical ionization chamber (Radcal, model 
10X5-6, 6 cm3) and a conventional type of KAP meter (PTW, Diamentor M4, 
dimensions 15 cm × 15 cm). For the reference PDC and the conventional KAP 
meter, the central electrode of the chamber was used as the reference plane for the 
measurements
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2.2. Calibration of reference meters

All reference meters were calibrated for incident beam in the secondary 
standards dosimetry laboratory (SSDL) of STUK. The X ray system at the 
laboratory consists of a Seifert Isovolt 160 HS X ray generator and an MB 161/4 
X ray tube with a tungsten anode of 20º target angle and an inherent filtration of 
1 mm Be. The system includes also a set-up for added filtration and a 
transmission monitor chamber (PTW 786). The reference distance from the focal 
spot is one meter and the diameter of the radiation beam, without separate KAP 
collimation, at this distance is 14.5 cm. Radcal 10X5-6 air kerma chamber was 
calibrated at that distance and in an open field. The reference air kerma rates at 
1 m focus distance were measured using STUK’s working standard, an A3 
Exradin Shonka-Wyckoff spherical ionization chamber (Standard Imaging, USA) 
with a calibration traceable to PTB (Germany). 

An additional set-up was used for calibration of PDC and Diamentor 
meters. More details on the calibration method for conventional KAP meters can 
be found in other publications [3, 9]. For the calibration of the PDC reference 
chamber, an additional 5 mm thick lead collimator (KAP collimator) was used at 
the distance of 100 cm from the focal spot. The distance between the KAP 
collimator and the front surface of the PDC chamber was 5 cm. The diameter of 
the circular aperture of the KAP collimator was 56.6 mm. For the PDC, apertures 
of 40 mm and 80 mm and larger, and 10 cm and 20 cm collimator–detector 
separations, were also used to study the effects of the field size. In these 
measurements, the diameter of the circular X ray field on the surface of the PDC 
ranged from 42 mm to 96 mm. The scatter to the PDC meter from outside the 
collimated X ray beam was measured with closed beam aperture at the KAP 
collimator.

High KAP rates could not be reached in the calibration laboratory and all 
laboratory measurements were made using the low KAP rate mode of the PDC. 
The calibration was performed with IEC standard RQR radiation qualities [11], 
with tube voltages from 40 kV to 150 kV and filtrations from 2.6 mm Al to 
4.5 mm Al. Clinical radiation qualities were produced by using two fixed 
filtrations: of 5 mm Al and 4 mm Al + 0.2 mm Cu with tube voltages of 50, 70, 
90, 120 and 150 kV. To test the repeatability of the PDC meter, the measurement 
with the radiation quality RQR 5 were repeated ten times. RQR 5 radiation 
5

quality was also used for the measurements with different field sizes.
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2.3. Calibrations of clinical KAP meters

2.3.1. Methods

Reference meters were used for calibrations of the field KAP meters of 
clinical X ray equipment. Three field KAP meters in three clinical type X ray 
equipment were investigated and different calibration methods were compared.

The laboratory method was applied for a portable field KAP meter, which 
was calibrated in the laboratory for transmitted beam, and a correction for extra 
focal scattered radiation and specific to the clinical X ray unit was used. This 
correction requires measurements with the KAP chamber attached to the clinical 
X ray system in the position where it is normally used and in another position 
further down the beam (in this case at 30 cm distance from the focus). In this 
paper, only the unit specific corrected results from the previous study [3] were 
used.

In a beam area method, the KAP reference value was determined as a 
product of the measured air kerma and the beam area at the same focus distance. 
The air kerma was measured at the centre of the radiation field with the Radcal 
10X5-6 chamber, and the beam area was obtained from a digital image. A scale 
rod was used to calculate the beam size from the resized image. The inverse 
square law was applied to convert the beam area and air kerma values to their 
values in the reference plane. 

As the tandem method was used, the reference KAP value was either 
measured with the Diamentor KAP meter or with the PDC and the X ray beam 
was centred inside the collecting area of the reference meter used.

2.3.2. Clinical systems

2.3.2.1. STUK system

A clinical type of X ray equipment was used in the SSDL of STUK. The 
X ray equipment has a CPI, Indico 100 generator with a Comet DI 10 
HS-22/52-150 X ray tube. The type of the field KAP meter was a Diamentor M4 
(PTW, Germany). In the previous study by Toroi et al. [3], the calibration for this 
meter was performed with laboratory and beam area methods and the tandem 
6

method with a conventional KAP meter as a reference meter. In this study, the 
calibration is performed for the same set-up with the tandem method, but now 
using the PDC meter as a reference meter. 

The total filtration of all radiation qualities was 4.8 mm Al, and tube 
voltages were in the range 40–150 kV. The tube current was 100 mA and the 
irradiation times varied from 20–400 ms generating KAP rates in the range 
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770–23400 μGy·m2·min–1. The distance between the central electrodes of the 
field KAP chamber and the reference chamber was 30 cm. For the PDC the field 
size was 10 cm × 10 cm at the reference chamber position. For X ray tube 
voltages from 60 kV to 100 kV, the PDC was used in both the low and the high 
KAP rate modes.

To determine the repeatability of the PDC measurements in the low and 
high KAP rate modes, the measurements with a 80 kV radiation quality were 
repeated ten times in both modes. The KAP rate was close to 6000 μGy·m2·min–1, 
which is according to the manufacturer’s instructions, a suitable rate to be 
measured with both modes. In these measurements, the field meter was used to 
monitor the X ray beam stability.

Compared to the previous work by Toroi et al., the field size dependence 
test was extended to larger field sizes [3], as square fields from 2.5 cm to 25 cm 
were used. The field size was varied by the collimator aperture, while keeping the 
distance between the chambers at 30 cm. The tube voltage was 80 kV.

The effects of the distance between the field KAP chamber and the 
reference PDC were studied over a range from 1.7 cm to 100 cm. At a 30 cm 
distance from the field meter, the field size was 10 cm × 10 cm. For comparison, 
the attenuation in air was estimated using the Spektripaja program [12]. The low 
KAP rate mode and a tube voltage of 80 kV were used in these measurements. 

2.3.2.2. KUH 1

The measurements were performed at the University Hospital of Kuopio 
(KUH) using an interventional X ray system, Siemens Axion Artis Zee Ceiling, 
which is mainly used for peripheral angiography and vascular interventions. The 
typical tube voltage range is 70–125 kV. The fixed filtration is 2.5 mm Al, and the 
available additional filtrations range is 0.1–0.9 mm Cu. Typically, the system is 
used in under-couch conditions in which vase the beam is attenuated and filtered 
by the couch and the mattress. The Diamentor KAP meter (PTW, Germany) is 
included and fixed into the system.

The calibration was performed with the beam area method and the tandem 
method with the PDC. Tube voltages of 60, 70, 81 and 96 kV with no additional 
copper filtration and with a small focal spot size were used. Measurements were 
made in the low KAP rate mode of the PDC. The calibration with this system was 
7

performed in the under-couch position with the table and mattress between the 
field and the reference meter, and in horizontal beam direction when the couch 
was not in the beam. The foam support provided together with the PDC meter 
was used to place the PDC meter at 17 cm distance from the table top. The focal 
spot to the reference chamber distance was 70 cm. 
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For the beam area method, the field size (12.3 cm × 12.3 cm) was measured 
with a CR cassette placed on the table at a distance of 53 cm from the focal spot. 
The field size was converted to that at the distance of air kerma measurements 
using the geometry from the focus. In the calibration without the patient couch, 
the distance of the reference meter from the focal spot was 78 cm.

2.3.2.3. KUH 2

The other clinical system at KUH was the Kodak Directview DR 7500 
direct digital X ray equipment with an X ray tube of type Varian RAD-60. This 
system is used for general native X ray examinations. The fixed filtration was 
3.34 mmAl and additional filtrations of 0, 1 mm Al, 1 mmAl + 0.1 mm Cu and 
1 mm Al + 0.2 mm Cu were available and in use. In this system, the KAP meter 
(Diamentor, PTW) is permanently built into the system.

The calibration was performed with the beam area method and the tandem 
method using the PDC and the Diamentor as reference meters. In the calibration 
with the PDC all available filtrations and tube voltages of 50, 70, 90 and 120 kV 
were used. The PDC was used in the high KAP rate mode. Calibration with other 
reference meters was performed with the same tube voltages and no added 
filtration. The distance of the reference meter was 60 cm from the focal spot and 
30 cm from the front window of the collimator housing. The field size at this 
distance was 10 cm × 10 cm.

3. RESULTS

3.1.  Calibration and properties of PDC

In laboratory measurements, the repeatability of the PDC measurements 
with a RQR 5 radiation quality is 0.1%. 

When measuring with the closed beam aperture, the scattered radiation 
outside the KAP collimator area has an effect on the large area PDC ionization 
chamber. The contribution by the scattered radiation to the reference KAP value 
is 2.5–5.5%, depending on the radiation quality. All results were corrected based 
on these measurements. 
8

The maximum difference of the calibration coefficients of the PDC is 1.2% 
when using different distances between the KAP collimator and the meter. 
However, when the distance from the collimator is increased, the air attenuation 
will also affect the results. At a 5 cm distance and at different apertures, the 
maximum difference in calibration coefficients is 0.3%, which is within the 
uncertainty of the measurement.
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The calibration coefficients of the PDC are presented in Fig. 1 for different 
radiation qualities. Within the presented range of radiation qualities, 
interpolations based on the half value layer (HVL) can be made with a maximum 
deviation of 2%. 

3.2. Calibrations of clinical KAP meters

3.2.1. STUK

In the repeated measurements, the field KAP meter of STUK system gives 
almost constant results; it can therefore be assumed that the output the X ray 
system is stable from one shot to another. The maximum deviation for these KAP 
values is 0.02 μGy·m2·min–1 and the relative standard deviation for 
20  measurements is 0.06%. Concerning the PDC, it was observed that the 

FIG. 1.  Calibration coefficients for PDC meter for incident X ray beam as a function of the 
HVL and with different beam qualities.
9

average KAP value is 2% higher for the high KAP rate mode 
(10.40 μGy·m2·min–1) than for the low KAP rate mode (10.19 μGy·m2·min–1). 
Also, the standard deviation is higher for high KAP rate mode (2.4%) than for 
low KAP rate mode (0.1%).

In Fig. 2, the calibration coefficients of the field KAP meter from the 
calibration with the PDC are compared with the previous results of the other 
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calibration methods. For the intermediate KAP rates 
(2103–11 040 μGy·m2·min–1), either of the selectable the KAP rate modes can be 
used for the PDC. The calibration in the low KAP rate mode gives very similar 
results with respect to other methods, while the results for high rate mode are on 
the average 4% higher. The PDC meter was calibrated in the SSDL laboratory in 
the low rate mode; the calibration coefficients obtained in this mode were also 
used for the high rate mode. 

The variation of the calibration coefficients of a field KAP with field size 
when using the PDC as a reference instrument is presented in Figure 3. The 
standard and maximum deviations are 1.4% and 6.2%, respectively. In these 

FIG. 2.  Calibration coefficients for a field KAP meter (Diamentor) calibrated with different 
methods: tandem method with a conventional KAP meter as a reference meter (TaC), beam 
area method (K*A) and laboratory method (LAB) (see description of the equipment and 
methods in the text). Results for the PDC were obtained in this study and the other results are 
from a previous study [3]. Calibration was performed in the low and high KAP rate modes of 
PDC, total filtration is 4.8 mm Al.
10

measurements, the air kema rate is relatively constant, but the KAP rate is 
changing. The field size dependence of the calibration coefficient is affected both 
by the reference and the field instruments. With the largest field size 
(25 cm × 25 cm), a large variation (8%) was observed, which may be related to 
small differences in placement of the PDC. With the largest field size, the 
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penumbra area and possible other tails in the beam may easily lay outside of the 
collective area of the PDC.  

The results at different distances between the field KAP meter and the PDC 
are shown in Fig. 4. For both the field KAP meter and the PDC, the KAP value 
decreases with increasing distance, as expected because of the decrease of 
scattering between the meters. The effect of backscattering from the PDC to the 
field meter is <1% at 30 cm and negligible at a distance of 50 cm. The decrease of 
the value with the PDC meter is a combination of decreased scattering and the 
attenuation in air.

3.2.2. KUH 1

The results of the calibration at the KUH 1 system with the beam area 

FIG. 3.  Calibration coefficients of field KAP meter (Diamentor) for different field sizes. Low 
and high KAP rate modes are used for the reference meter (PDC). Tube voltage is 80 kV and 
total filtration is 4.8 mm Al.
11

method and the tandem method with the PDC as a reference are presented in 
Fig. 5. The difference of calibration coefficients of the field KAP meter between 
the two methods is 3.5% on the average. The calibration coefficients are close to 
0.5 with the X ray tube in under-couch position and close to 0.8 in over-couch 
situation, indicating air kerma attenuation of 35–40%.    
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3.2.3. KUH 2

The calibration coefficients for field KAP meter of KUH 2 system obtained 
with three different methods for a large range of clinical radiation qualities are 
presented in Fig. 6. The maximum difference between the methods, when no 
additional filtration is used, is on average 3.1%. The results for different 
filtrations and PDC as a reference meter highlight the energy dependence of the 
response of the field KAP meter.   

3.3. Uncertainties

FIG. 4.  Calibration results of KAP meters for different distances between the field (Diamentor) 
and reference chamber (PDC). KAP values are normalized by 9.68 μGy·m2. The STUK system 
with a tube voltage of 80 kV and total filtration of 4.8 mm Al is used. The field size is 
10 cm × 10 cm at 30 cm distance from field meter.
12

The estimated uncertainties are expressed as expanded total relative 
uncertainties, k = 2 (confidence level 95%) [13]. The estimated uncertainties for 
different methods are summarized in Table 1. Individual numbers are discussed 
here only as a comparison to the previous estimation [3].   
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FIG. 5.  Calibration coefficients for the field KAP meter (Diamentor) of KUH 1 system for 
under- and over-couch X ray tube positions. Calibration was performed with the beam area 
method and the tandem method using the PDC as a reference meter. 
13

FIG. 6.  Calibration coefficients for KUH 2 field KAP meter (Diamentor) with different 
additional filtrations (in brackets) and tube voltages. With no additional filtration, the 
calibration was performed with the beam area method and with the tandem method using both 
the PDC meter and the conventional KAP meter as a reference. TaC: tandem method with a 
conventional KAP meter as a reference meter, K*A: kerma area method.
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TABLE 1.  RELATIVE UNCERTAINTIES FOR THE CALIBRATION OF THE 
FIELD KAP METERS WITH DIFFERENT METHODS

Relative uncertainty (%) k = 2

Source of uncertainty Tandem method:
PDC

Tandem method:
Conventional KAP meter

Beam area method

Calibration coefficient
of the reference meter

3.0 3.0 3.0

Difference between the
radiation qualities in the
calibration and use of the
reference meter

3 5 1

Reading of the reference
meter

1.5 1.5 1.5

Reading of the field
KAP meter

1.5 1.5 1.5

Deviations from the
applied air density
corrections
(two different chambers)

2 2 2

Field area measured
from the digital image

4

Distance correction factor 2

Effects of field
inhomogeneities

4

Stray radiation and
other uncontrolled
factors of the method

1.5 1.5 1.5

Total relative expanded
uncertainty

5.4 6.7 7.5

Note: See main text for full description of the methods and equipment.
14

Based on the previous calculations [3], the relative uncertainty of the 
calibration coefficient for the PDC is 3%. The results of this study confirm this 
estimation. The calibration coefficients and the energy dependence pertain only 
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to low KAP rate mode. To be able to estimate the uncertainties for the high KAP 
rate mode, more measurements are needed. 

Indicated by the results, the HVL can be used as a radiation quality specifier 
for the PDC with an uncertainty of 2%. However, in clinical situations, the HVL 
is not necessarily known, and the determination of the calibration coefficient may 
need to also take into account the total filtration and the X ray tube voltage. This 
determination is not straightforward. For example, the filtration and beam 
hardening effects due to the patient couch are not well known. Therefore, it is 
estimated that the difference between the radiation qualities in the laboratory and 
in clinical situation produces an uncertainty of 3% when selecting the appropriate 
calibration coefficient for the PDC meter. For the tandem method with a 
conventional KAP meter, the uncertainty associated with differences in 
calibration and clinical radiation qualities is estimated at 5% for the entire range 
of radiation qualities. However, to achieve this accuracy level with a conventional 
KAP meter, a comprehensive calibration for clinical radiation qualities is needed. 
This does not include the uncertainties related to interpolations by HVL alone as 
the radiation quality specifier.

For the beam area method, all the uncertainty values are the same as in the 
previous study [3]. However, in clinical situations, accurate measurements of the 
distance and the beam area are not always very accurate. For an assessment of the 
uncertainty of a measurement, the uncertainties associated with these input 
parameters need to be considered appropriately. 

4. DISCUSSION

4.1.  Calibration and properties of PDC

Based on the measurements at the SSDL, the basic dosimetric properties of 
the PDC indicate that the meter is suitable for reliable dosimetry. However, only 
characteristics of one individual PDC were studied.

The energy dependence of the response is similar to what was found 
previously [10]. The dependence is much lower than that of conventional KAP 
meters, and the HVL can be used to interpolate the calibration coefficient with 
uncertainties within 2%. This means that measurements with an acceptable 
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uncertainty can be performed for practically all clinically used radiation qualities 
with an instrument calibrated for standard radiation qualities and performing the 
required interpolations of calibration coefficients based on HVL. However, for 
use in clinical radiation, qualities with higher energies extended over an energy 
range of radiation qualities are needed [14].
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There are some special issues in the calibration of the large PDC meter 
compared to that of air kerma meters and conventional KAP meters. In this study, 
a small range of field sizes was used and the range of the field size should be 
expanded to be able to test the large ionization chamber of the PDC meter more 
comprehensively. The uniformity of the response of the PDC meter could be 
tested with a smaller field moved to various locations. However, these results 
should not be used as a basis for a calibration because, typically, the X ray beam 
is centered in the KAP ionization chamber and the possible variations in response 
at the border area of the chamber could influence the measured KAP value only 
in a minor way.

Owing to the large area of the PDC chamber, it has also strengthened 
sensitivity to scattered radiation. Although the air kerma rate is low outside the 
primary beam, this may cause up to a 5.5% effect on measurements. The size of 
the KAP collimator or the distance between collimator and PDC should be larger 
than that used in this study to avoid this scattered radiation. Furthermore, the 
scattered radiation produced by the whole X ray facility should be minimized.

4.2. Calibrations of clinical KAP meters

The proper set-up parameters for the geometry used in tandem calibration 
with the PDC were studied with the STUK X ray system. In calibrations at 
different distances between the field and reference meter, it was observed that the 
field KAP meter detects backscattered radiation from the PDC even at a 30 cm 
distance. Using larger distances, e.g. 50 cm, would reduce the influence of 
scattered radiation. In a previous study, 30 cm was recommended as a minimum 
distance for conventional reference KAP meters. The higher amount of 
backscatter with the PDC meter than with the conventional KAP meter as a 
reference meter could be due to larger field sizes used for PDC and differences of 
materials and dimensions of these two types of KAP ionization chamber. Because 
the same X ray beam passes through both the field and the reference KAP 
chambers, the nominal size of the beam in the calibration is not critical for the 
accuracy of calibration. However, it is important to ensure that the whole beam, 
including the penumbra area, is inside the effective area of the PDC meter. The 
generally recommended field size of 10 cm × 10 cm is an appropriate choice for 
this meter. 
16

For intermediate KAP rates, up to 5% difference was detected between the 
results of the high and low KAP rate modes. This must be considered by the user 
in the actual clinical measurements. The effect may even be larger for KAP rates 
under calibration conditions in a laboratory and in clinical situations. As a 
consequence, in the high KAP rate mode, several repeated measurements may be 
required for lower KAP rates to get an acceptable statistical uncertainty. 
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Generally, the calibration coefficient for a dosimeter is valid only for the 
specified range or mode and this fact applies also to the PDC and the KAP rate 
mode used.

In all clinical calibrations, the results with different methods were 
congruent within 4%. For calibrations of a field KAP meter, the use of a reference 
KAP meter allows to decrease the uncertainty of the calibration coefficient below 
7% (2 SD), and with the PDC, even lower due to the relatively low energy 
dependence of the response of the PDC.

Independently of the calibration method and the reference dosimeter, the 
recommended accuracy of 7% [8, 9] may be difficult to achieve in the actual 
clinical KAP measurements. The need for in situ calibration is highlighted. Large 
enhancement in accuracy is achieved in measurements if the calibration is 
performed at least with one radiation quality in situ. In the KUH 1 system, and for 
a radiation quality with 60 kV, the presence of the couch in the beam caused up to 
40% air kerma attenuation. For the under-couch position, the calibration 
coefficient was close to 0.5. This system is typically used as an under-couch 
system, but since the KAP meter of the system was not adjusted to this situation, 
the patient exposure is overestimated. A proper adjustment of the KAP range 
prior to the patient exposure is especially important if the KAP is used as a 
limiting value for the irradiation of the patient. 

For the KUH 2 system, the adjustment of the meter was performed in such 
a way that the calibration coefficient was close to one. The energy dependence of 
the response of this field meter was about 20% for the range of clinically used 
radiation qualities. If more accurate results are required in calculations of patient 
exposure, the use of different calibration coefficient for different radiation 
qualities is needed. 

5. CONCLUSIONS

Three different calibration methods gave similar results. The need for 
clinical in situ calibrations of KAP meters is emphasized and a more extensive 
calibration with a range of calibration coefficients is needed for accurate 
calculation. In calibrations of field KAP meters with the PDC the field size could 
be extended to larger sizes. Also, for the tandem method and for comparing the 
17

use of conventional KAP meter as a reference instrument, a larger distance 
between the field and the reference PDC meter should be chosen. The effect of 
differences in the air kerma and the KAP rates under calibration and in clinical 
use should be studied at greater depth for this PDC and other KAP meter types. 
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Abstract

Pencil type ionization chambers are being used in several diagnostic radiology 
applications, for the measurement of the air kerma length product, PKL. This work investigates 
several aspects of the pencil chamber calibration. The air kerma behind the apertures that are 
used for the partial irradiation of the pencil chambers depends on the irradiation set-up and 
equals to the air kerma free in air only under ‘good geometry’ irradiation conditions. 
Appropriate correction factors, kw, may be needed for this. The residual signal of four pencil 
chamber models was measured using various apertures widths. The residual signal should be 
subtracted from chamber signal in order to improve accuracy. Twenty-three commercial pencil 
type chambers were calibrated at RQT radiation qualities. The variation of performance 
between chambers of the same model and between different models is discussed, while the 
energy dependence of their response is presented. Finally, a comparison of the two calibration 
methods (total and partial irradiation of chamber) showed that both methods deduce similar 
calibration coefficients. The uncertainties of the measurements are assessed and discussed.

1. INTRODUCTION

Pencil type ionization chambers are being used in several diagnostic 
radiology applications for the measurement of the air kerma length product, PKL. 
For the last few decades, these chambers have mainly been used in computed 
tomography (CT) dosimetry. Recently, in the light of new CT technologies, the 
standards of CT dosimetry and methods have been reviewed, and new types of 
detector have been proposed to be used, replacing the pencil type chambers [1]. 
However, before these new standards will be fully reviewed, adopted and 
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implemented, the pencil type chambers will remain in use. Furthermore, pencil 
type chambers are being or could be used for dose measurement in other 
applications, such as orthopantomograph dental (OPG) systems and cone beam 
CT, bone densitometry fan beams. 

In practice, two methods for calibration of the pencil type ionization 
chambers are applied at calibration laboratories:



HOURDAKIS et al.

Method A: The whole sensitive volume of the pencil chamber is irradiated 
by a uniform X ray beam with a cross section that totally covers the chamber 
dimensions. The calibration coefficient, NPKL

 is determined by means of the 
equation NPKL

 = Ki × L/R, where Ki is the reference value of the air kerma 
pertaining to the point of measurement (i.e. at the point where the centre of the 
pencil chamber is placed), L is the rated length of the pencil chamber, and R, its 
reading corrected for all influence quantities (i.e. temperature, pressure, etc.). The 
main disadvantage of this method is that the limits of the sensitive volume are not 
precisely known, because they do not always coincide with the markers on the 
chamber body; therefore, the quantity L may not be determined accurately. 
However, the absence of apertures close to the pencil type chamber eliminates the 
influence of the scattered radiation. 

Method B: This method is proposed in the IAEA TRS 457 Code of Practice 
as the standard method for pencil type chambers calibration [2] and has been 
applied in several studies [3, 4]. A fraction of the effective chamber length is 
irradiated by placing a rectangular lead aperture with a width perpendicular to the 
chamber axis in front of the pencil chamber. The width of the aperture parallel to 
the chamber axis, w, is between 20 mm and 50 mm and known to within 0.01 mm. 
The calibration coefficient, NPKL

 is determined by means of Eq. (1) 

(1)

where 

Ki is the reference air kerma behind the aperture;
 dr is the distance between the focal spot and the point of test (1000 mm); 
da is the distance between the focal spot and the plane of aperture; 
and the term w(dr/da) corresponds to the chamber irradiation length.

The main advantages of this method are that the reference value of 
PKL = Kiw(dr/da) is determined according to its metrological definition, and all the 
quantities used are derived from measurements and therefore their values may be 

N
K w d d

RP
i r a

KL
=

◊ ◊ ( )/
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accurately determined and the associated uncertainties are known. Furthermore, 
the partial irradiation of the chamber resembles the clinical irradiation conditions 
in which the pencil chamber is used (e.g. CT, OPG, etc.). 

However, there are a few practical problems and drawbacks associated with 
this method. First, the air kerma may not always be directly measured behind the 
aperture, due to the small X ray field size at this point, and it may not completely 
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cover the reference ionization chamber used. Normally, the air kerma, Ki, is 
determined in the plane of measurement in the absence of the aperture, w, and this 
value are used for the air kerma, Ki,w behind the aperture. Theoretically, Ki and 
Ki,w should be the same under ‘good geometry’ irradiation conditions. However, 
in practice, Ki,w may include scattered radiation from the aperture that Ki does not, 
or the slit may absorb extrafocal radiation or scattered radiation from other 
components of the X ray system, which may contribute to Ki but not to Ki,w. 
Second, not being irradiated, the remaining volume of the chamber is sensitive to 
scattered radiation from the apertures and contributes to the chamber signal. The 
situation is similar to the stem effect for conventional ionization chambers, but on 
a larger scale. For this extra signal, often referred to as ‘residual signal’, an 
appropriate correction must be introduced [3]. 

This work presents the calibration results of a number of commercial pencil 
type chambers and demonstrates the variation of performance between chambers 
of the same model and between different models. It also explores the chambers’ 
performance in various irradiation conditions and highlights some specialties of 
their calibration. The tests and measurements were performed at the Ionizing 
Radiation Calibration Laboratory of the Greek Atomic Energy Commission, 
which is a secondary standards dosimetry laboratory network run by the IAEA. It 
has been accredited since 2003 under the terms of ISO 17025 by the Hellenic 
Accreditation System.

2. MATERIALS AND METHODS

The calibrations of the pencil type chambers were performed with radiation 
qualities of the RQT series of IEC 61267 [4] following the above mentioned 
method B, at the PANTAK 225 HF high frequency X ray system. The X ray beam 
cross-section was defined by three apertures (each 10 mm thick): (a) the initial 
permanent circular aperture of the X ray tube housing, 100 mm in diameter 
placed at a distance of 226 mm from the focal spot of the X ray tube (FAD), 
(b)   the first removable circular aperture (A1), 50 mm in diameter at 
FAD = 335 mm, and (c) the second removable rectangular aperture (A2), 
33.5 mm × 33.5 mm at FAD = 501 mm. For the partial irradiation of the pencil 
chambers, additional 5 mm thick apertures were used (hereafter ‘slits’), 
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rectangular in shape, which were placed at a distance da of 950 mm from the focal 
spot. This distance, da, was determined by measuring the distance, dic, between 
the aperture end plane and the centre of the chamber using a caliper with an 
uncertainty of 0.005 mm; then da = dr – dic. Six slits with different widths were 
available. The slit widths, i.e. the dimension that was parallel to the pencil 
chamber axis, were 10, 20, 30, 50, 80 and 100 mm, while the other slit dimension 
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(vertical to pencil chamber) was 50 mm for all slits. The pencil chambers were 
placed vertically to the X ray anode to cathode direction in order to eliminate the 
influence of the heel effect. 

2.1. Measurement of the air kerma Ki,w behind the slits

The air kerma behind the slit, Ki,w may differ from the air kerma free in air, 
Ki. Therefore, corrections factors, kw, should be introduced to convert Ki to Ki,w by 
means of the relation Ki,w = Ki × kw, where the factor kw depends on the irradiation 
set-up. In order to quantify the kw factors, the PTW 31014 therapy PinPoint 
ionization chamber with an effective volume of 0.015 cm3 and an inner diameter 
of the cavity of 2 mm was used to measure the air kerma behind the slits. The size 
of this chamber was small enough that even the narrowest X ray field produced 
by the 10 mm slit had a much larger cross-section than the chamber’s dimension. 
The irradiation was performed with the RQT9 beam quality [4] for all available 
slits, under three aperture arrangements: (a) no aperture in place, i.e. with the 
presence of the initial tube housing aperture only, (b) aperture A1 in place but 
without the aperture A2, and (c) apertures A1 and A2 in place. For each aperture 
arrangement and slit size, kw, was determined as the ratio of Ki,w and Ki, where Ki

was the respective pinpoint chamber reading without the presence of the slit. 

2.2. Residual signal of the pencil chambers

Following Ref. [3], the residual signal of a pencil chamber was determined 
by partially irradiating the chamber for various lengths of the X ray field. Four 
models of commercial pencil chambers were tested: PTW (TM 30009) RADCAL 
(20x5-3CT), RTI (DCT 10) and VICTOREEN (660, 500). The irradiations were 
performed with the RQT9 beam quality, with the apertures A1 and A2 in place, 
using the 10, 20, 30, 50, 80 and 100 mm slits. A graph of the chamber reading, R, 
versus irradiation length was obtained. The extrapolation of this graph 
intercepted the ordinate at a positive value R0, which corresponded to the residual 
chamber signal.

2.3. Calibration of pencil type chambers
24

Twenty-three pencil chambers have been calibrated at RQT series beam 
qualities [5]; five from PTW (TM 30009), eight from RADCAL (20x5-3CT), five 
from RTI (DCT 10) and five from VICTOREEN (660, 500). All chambers had an 
active volume with a length of 100 mm. They were connected to their 
electrometer/measuring device. All PTW devices measured PKL in mGy·cm. One 
of the Radcal instruments measured PKL; instead, they measured either the 
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exposure, in mR, or the air kerma, in mGy. The RTI devices measured PKL in 
mGy·cm or μGy·m. The Victoreen instruments measured PKL in μGy·m, the air 
kerma in mGy or the exposure in mR. Given the diversity of the measurement 
quantities and units of the test objects, all instruments were calibrated in terms of 
the air kerma length product in units of mGy·cm.

The calibrations were performed in ‘good geometry’ with apertures A1 and 
A2 in place, while the 50 mm slit was placed close to the pencil chamber. The 
reference value of Ki was measured using the A3 Exradin ionization chamber 
connected to PTW UNIDOS electrometer. For the determination of Ki,w, the 
readings of the A3 reference ionization chamber, Rref, were corrected for the 
influence of beam quality, kQ, air density, kPT, slit presence, kw and ion 
recombination, ks; PKL

ref was obtained by PKL
ref = Ki,w·w·(dr/da) = 

Rref·NK·kQ·kPT·ks·kw·w·(dr/da), where the NK is the calibration coefficient of the 
reference chamber for the RQT9 beam quality. 

The calibration coefficient of the pencil chamber being tested was obtained 
by means of the relation NPKL

 = PKL/(R-R0) where R was the reading of the 
instrument corrected for the influence of air density, kPT. 

Furthermore, the energy dependence of response of few pencil chamber 
models was determined at the RQT and RQR (50–150 kV) series beam qualities 
through the kQ correction factor; kQ is defined as the ratio of the calibration 
coefficients at radiation quality Q to that of the radiation quality RQT9 (for the 
RQT series) or RQR5 (for the RQR series). By definition, kQ equals 1 at RQR 5 
or RQT9.

2.4. Comparison of the calibration methods A and B

Seven pencil chambers incorporating measuring devices that measured the 
air kerma in mGy (i.e. not PKL) were calibrated with both methods A (total 
irradiation of chamber) and B (partial irradiation) at RQT9 quality. In method A, 
the calibration coefficient, NPKL

 in terms of PKL was deduced from the ratio of the 
product Ki × L and the chamber reading, where L was the rated effective chamber 
length, 10 cm. The calibration coefficients deduced by each method were 
compared to each other. 
25

3. RESULTS AND DISCUSSION

3.1. Measurement of the air kerma Ki,w behind the slits

Figure 1 presents the kw correction factors, for the three different irradiation 
geometries. 
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The results showed that when appropriate collimation was used, i.e. both 
apertures A1 and A2 in place, the air kerma behind the slit, Ki,w was equal to the 
air kerma Ki free in air without the slit. Under this ‘good geometry’ irradiation 
condition, no correction was needed (kw = 1.000). However, an associated 
uncertainty of 0.2% was incorporated in the evaluation of the calibration 
coefficient uncertainty. When ‘good geometry’ was not realized, differences up to 
2% between Ki,w and Ki were observed. In such cases, correction factor kw was 
applied.  

The energy dependence of response of the PinPoint chamber did not 
influence the measurement of the primary beam. However, since the energy of 
scattered X rays was not known, associated corrections were not feasible. An 
uncertainty of 0.5 % (at 1 SD) was assigned to the influence of this effect. 

The overall uncertainty of the kw factors was 1.2% at 2 SD (at about 95% 
confidence level, k = 2) and took into account the stability of the X ray output, 
changes of temperature and pressure, the reproducibility of measurement, the 

FIG. 1.  The kw correction factors for various irradiation lengths for the three different aperture 
arrangements.
26

energy dependence of chamber response, the resolution of the display and the 
geometrical conditions (slit widths, distances, etc.). 
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3.2. Residual signal of the pencil chambers

Figure 2 shows the chamber reading versus the irradiation length (mm) for 
the four models of pencil chambers: PTW (TM 30009, RADCAL (20X5-3CT), 
RTI (DCT 10) and VICTOREEN (660-6). The relationships were linear for all 
chamber models; the regression coefficient R2 was better than 0.995 in all cases. 

The residual signals of the four commercial pencil chamber models being 
studied are presented in Table 1. The ratios (as percentages) of the residual signal 
to the chambers’ signal for 100 mm and 50 mm irradiation lengths are also 
shown. 

It appears that the residual signal depends on the pencil chamber design and 
performance characteristics. According to Table 1, the Victoreen 660-6 shown 
larger residual signal than for the other chambers, due to its larger effective 
chamber volume (10 cm3) and inner cavity radius, which result in higher chamber 

FIG. 2. The relationship of the pencil chamber readings in arbitrary units versus the chamber 
irradiation length for the four models: PTW (TM 3000), RADCAL (20X5-3CT), RTI (DCT 10) 
and VICTOREEN (660-6). The ordinate interception of each extrapolated curve represents the 
residual signal of the chamber (the curve for the PTW chamber is shown as an example).
27

sensitivity. The other chambers had similar residual signal values due to their 
construction similarities (6 cm3 volume, same radius and length).

The residual signal depends on the irradiation geometry as well and mostly 
on the ‘shadow’ of the slits and the subsequent ‘penumbra’ on the pencil chamber 
plane.  
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During the calibration, the residual signal R0 should be measured and 
subtracted from the chamber reading, R, that is used for the calculation of the 
calibration coefficient. The percentage values of the third and fourth columns of 
Table 1 corresponded to the error that would be introduced to the calibration 

TABLE 1.  THE RESIDUAL SIGNAL OF THE PENCIL TYPE CHAMBER/ 
METER MODELS 

Chamber model
Residual signal Residual to actual signal (%)

(A.U.) 100 mm slit 50 mm slit

PTW TM 3000 0.060 1.0 1.9

RADCAL 20X53-CT 0.067 1.2 2.2

RTI DCT 10 0.053 0.8 1.6

VICTOREEN 660-6 0.141 2.5 4.4

FIG. 3. The distribution of the calibration coefficients at RQT9 beam quality of the 23 pencil 
chambers being tested. The left distribution applies to chambers measuring exposure, and the 
right one to those measuring air kerma. 
28

coefficient if the residual signal had not been taken into account. 

3.3. Calibration of pencil type chambers

The calibration results of the tested dosimeters (pencil chamber and 
electrometer) are presented in Fig. 3.  



SESSION 4

Due to the differences of the units displayed by the tested dosimeters, the 
reading of the dosimeters that measured in units of roentgens were converted to 
air kerma by applying the conversion factor of 8.76 × 10–3 mGy/mR; the 
multiplication factor ×10–2 has not been taken into account. Accordingly, the 
average values together with the relative standard deviations of the calibration 
coefficients NPKL

 of the pencil chamber models at RQT9 beam quality are given in 
Table 2. 

The energy dependence of response of the pencil chamber models being 
tested in terms of the kQ correction factors at the RQT and RQR series beam 
qualities are presented in Fig. 4 and Table 2 (for RQT series). 

The typical combined relative uncertainty of the calibration coefficient NPKL

was 3.7% with coverage factor k = 2. The major contribution was the uncertainty 
of the X ray irradiation length determination (1.4% with k = 1). Other influence 
quantities were: the calibration coefficient and the energy dependence of the 
reference chamber; temperature and pressure; the reproducibility of

TABLE 2.  THE CALIBRATION COEFFICIENTS FOR THE RQT9 BEAM 
QUALITY AND THE ENERGY DEPENDENCE OF RESPONSE OF THE 
PENCIL CHAMBER MODELS BEING TESTED

All chambers PTW RADCAL RTI VICTOREEN

Mean NPKL (± sd) 0.982 ± 0.117 0.983 ± 0.009 0.934 ± 0.089 0.899 ± 0.030 1.005 ± 0.120

Median 0.976 0.984 0.923 0.896 1.005

Energy dependence — 3.7% 19% .8% 1.5%

Note: The energy dependence is given in terms of peak-to-peak values.
29

FIG. 4.  The kQ correction factors of the pencil chambers as a function of beam quality (half 
value layer) at the RQT and RQR series; this relationship corresponds to the energy 
dependence of response of the pencil chambers. 
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measurements; the stability of the X ray output; the uniformity of the X ray beam; 
the positioning of the reference and the pencil chamber at the same distance from 
the focal spot; and the resolution of the display of the instruments.  

3.4. Comparison of the calibration methods A and B 

Table 3 presents the calibration coefficients of the seven pencil chambers, 
which were deduced by applying the calibration methods A and B, as described in 
Section 2.4. The uncertainties (with k = 2) as well as the percentage difference of 
the calibration coefficients are also shown. 

In method A, the uncertainty of the rated effective length of the chamber 
was not known because it was not stated in the chamber specifications and 
manuals. Chamber manufacturers are advised to include the effective length 
uncertainty in the chamber specification data, since some calibration laboratories 
follow this calibration method. Another way to deduce the effective length is by 
taking a radiograph, which was not performed in this study. For purposes of 
comparison, a reasonable arbitrary value of 1.0% (at 1 SD) was assigned to it, 
resulting to an overall combined uncertainty of the calibration coefficient of 2.6% 
(with k = 2). 

According to Table 3, methods A and B were comparable. The resulting 
calibration coefficients differed by less than their uncertainties (2.6% and 3.7%, 
respectively). Table 3 provides the relative comparison of the two methods 

TABLE 3.  COMPARISON OF THE CALIBRATION METHODS A AND B 
FOR SEVEN OF THE PENCIL CHAMBERS 

Chamber
NPKL

 (method A)
total irradiation

 (mGy·cm/reading)

NPKL
 (method B)

partial irradiation
 (mGy·cm/reading)

 Difference
(%)

RADCAL 1.00 ± 0.03 1.01 ± 0.04 1.19

RADCAL 0.99 ± 0.03 0.97 ± 0.04 2.36

RADCAL 1.06 ± 0.03 1.07 ± 0.04 1.30

RADCAL 0.97 ± 0.03 0.99 ± 0.04 2.17
30

RADCAL 0.97 ± 0.03 0.98 ± 0.04 1.08

VICTOREEN 1.32 ± 0.03 1.30 ± 0.05 1.29

VICTOREEN 1.07 ± 0.03 1.09 ± 0.04 1.38
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performed for the purposes of this study and does not refer to the manufacturer 
calibration data.

4. CONCLUSION

The calibration of the pencil type ionization chambers in terms of PKL by 
partial irradiation of the chamber is the method suggested by several scientific 
committees and organizations. Special attention should be paid to the 
determination of the air kerma in the plane of measurement behind the apertures 
as well as to the evaluation of the residual signal of the pencil chambers. The 
energy dependence of the chamber response may need to be considered in case 
the chamber is used in beams of significantly different radiation quality. 
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Abstract

The results are presented of a performance test of four different types of semiconductor 
based, multi-parameter measuring devices used for measurements in the technical quality 
assurance of X ray diagnostic radiology. The response of such instruments was determined with 
respect to the parameters dose, the X ray tube voltage, the half-value layer and the total 
filtration as a function of selected reference radiation qualities typical of conventional 
diagnostic radiology and mammography. The results are compared with the technical 
specifications given by the manufacturers and with requirements defined in international 
standards. It resulted that a remarkably high amount of all measured data points (20–50%) fall 
beyond the limits of accuracy stated by the manufacturers. The measured dose results of the 
four devices comply with the requirements in international standard IEC 61674, but only half 
the measured X ray tube voltage measurements were within the limits required by international 
standard IEC 61676. The results of this performance test suggest that possible users should be 
careful with the application of such devices if quantities other than dose are measured. 
Furthermore, it has become obvious that there is a need for the international standardization of 
the performance of semiconductor based, multi-parameter measuring devices, especially for 
those quantities that are essential for quality assurance in diagnostic radiology.

1. INTRODUCTION

Semiconductor based multi-parameter measuring devices (MMD) are 
frequently used for measurements necessary in the quality assurance (QA) of 
medical X ray imaging devices, e.g. for acceptance and constancy tests. Such 
33

instruments are capable of measuring the X ray tube voltage, the exposure time, 
the dose, the dose rate, the half-value layer (HVL) and the total filtration (TF) 
from a single shot exposure when placed in the beam of a radiographic or a 
mammographic X ray unit. The requirements on the performance of such 
instruments with respect to the parameters dose and the dose rate are given in 
international standard IEC 61674 [1] and those for the non-invasive 
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measurements of X ray tube voltage in IEC 61676 [2]. Unfortunately, there are no 
standards that define requirements on the performance of measurements of the 
total filtration or HVL. The purpose of this work is to examine the performance of 
MMDs with respect to their indication of the dose in terms of air kerma, the X ray 
tube voltage, the HVL and the total filtration as a function of reference radiation 
qualities as defined in IEC 61267 [3] and used for studies in general radiography 
and mammography. The question was how these systems comply with the 
manufacturers’ technical specifications and with requirements of international 
standards.

2. MATERIALS AND METHODS

Frequently used MMDs from four different manufacturers were bought: 
RTI Piranha S/N CB2-09050138 (A), Quardt dido 2100 — S/N 02065 (B), 
Unfors Xi Platinum with Base 8201011-B–S/N 157751 and detector 8202031-C 
Xi RF&MAM — S/N 157039 (C) and Radcal Rapidose Model RAPD-W–S/N 
01B-09-10238 and Model RAPD-M — S/N 01B-09-20205 (D). These devices, in 
the following referred to as A, B, C and D, were examined at the X ray facilities 
of the Physikalisch-Technische Bundesanstalt (PTB). These facilities are 
otherwise used for the calibration of secondary standard dosimeters and non-
invasive meters of the X ray tube voltage. Table 1 summarizes the specifications 
given in the manuals for the measuring quantities of dose, tube voltage, HVL and 
total filtration. Selected radiation qualities listed in Table 2 according to IEC 
61267 [3] and additional mammographic qualities based on W-, Mo- and 
Rh-anode X ray tubes operated with constant potential high voltage generators 
were used. The X ray tube voltage was measured by means of voltage dividers 
produced and calibrated at PTB. The photon fluence spectra of all PTB radiation 
qualities were measured with a high purity germanium detector. The measured 
spectra were used to calculate parameters characterizing the beam quality, such as 
the mean photon energy and the first and second aluminium HVLs with respect to 
air kerma rate. 

 Air kerma rates were measured with the PTB primary standard free-air 
chambers for low and medium energy X rays. The relative expanded uncertainties 
(k = 2) of the measured air kerma rates were less than 1% and those of the 
34

measured X ray tube high voltages, less than 0.3%. Aluminium HVLs were 
determined from the measured photon fluence spectra with expanded 
uncertainties (k = 2) of less than 0.02 mm Al. The thicknesses of the filters used 
for the radiation qualities were measured with an uncertainty of less than 1 μm. 
The homogeneities of the filters were measured with a digital X ray imaging 
device and were found to be within less than 1% for all the aluminium filters, 
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TABLE 1.  SPECIFICATIONS OF THE LIMITS OF ACCURACY STATED IN 
THE MANUALS OF THE TESTED DEVICES

Quantity Application Device A Device B Device C Device D

Air kerma R&Fa, MAMb 5% 2% 5% 5%

Tube voltage R&F 1.5% 5% 2% 2%

MAM 2% or 1 kV 5% 2% or 0.5 kV 2%

HVL/( mm Al) R&F 10% or 0.2 mm n.s.c 10% or 0.2 mm 10% or 0.5 mm

MAM — — 5% —

Total filtration R&F 10% or 0.3 mm n.s.c — 10% or 0.5 mm

a RF: Radiography and fluoroscopy.
b MAM: Mammography.
c Not specified.

TABLE 2.  RADIATION QUALITIES USED FOR THE PERFORMANCE 
TEST  

Quality code Tube Voltage Total filtration 1st HVL Mean energy (fluence)

W-anode kV mm Al mm Al keV

RQR 2 40 2.49 1.42 28.4

RQR 5 70 2.83 2.57 40.3

RQR 8 100 3.36 3.96 50.8

RQR 10 150 4.38 6.55 64.5

RQA 3 50 12.5 3.74 39.1

RQA 5 70 23.8 6.73 52.4

RQA 7 90 33.2 9.21 63.5

RQA 10 150 49.4 13.23 88.6
35

Mo-anode kV mm Mo mm Al mm Al keV

MMV 25a 25 0.03 0.29 16.1

MMV 28 28 0.03 0.32 16.7
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0.7 µm for the molybdenum filter, and 2.4 µm for the rhodium filter. These 
uncertainties of the conventional true values of the corresponding quantities are 
only about a tenth of the limits of accuracies shown in Table 1 and therefore 
sufficiently low for the intended performance test.

MMV 30 30 0.03 0.33 17.1

MMV 35 35 0.03 0.37 18.1

MMH 25b 25 0.03 2.0 0.56 18.8

MMH 28 28 0.03 2.0 0.61 19.8

MMH 30 30 0.03 2.0 0.64 20.7

MMH 35 35 0.03 2.0 0.73 23.2

W-anode kV mm Rh mm Al mm Al keV

WRV 25 25 0.05 0.48 18.6

WRV 28 28 0.05 0.51 19.1

WRV 30 30 0.05 0.52 19.4

WRV 35 35 0.05 0.56 20.5

WRH 25 25 0.05 2.0 0.73 20.4

WRH 28 28 0.05 2.0 0.77 20.9

WRH 30 30 0.05 2.0 0.80 21.4

WRH 35 35 0.05 2.0 0.92 23.8

Rh-anode kV mm Rh mm Al keV

RRV 28 28 0.025 0.37 18.1

a MMV series identical to IEC 61267 RQR-M series.
b MMH series identical to IEC 61267 RQA-M series.

TABLE 2.  RADIATION QUALITIES USED FOR THE PERFORMANCE 
TEST (cont.) 

Quality code Tube Voltage Total filtration 1st HVL Mean energy (fluence)
36

3. MEASUREMENTS AND RESULTS

The single shot calibration factors, Nq, of the four MMDs were determined 
for the quantities dose, X ray tube voltage, HVL and total filtration as a function 
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of the radiation qualities listed in Table 2. At least five repeated measurements of 
Nq were performed at each radiation quality using an exposure time of 15 s for 
each single measurement, and the mean value was taken as the result. The relative 
standard deviation of the mean of the repeated measurements was always less 
than 1%. The relative percentage deviation of the calibration factor from unity, 
Δq = (1 – Nq)100, was determined for the quantities: dose in terms of air kerma, 
designated as Δdose, Al HVL, designated as ΔHVL, X ray tube voltage, designated 
as ΔkV and total filtration, designated as Δfilter. Results of the deviations measured 
for the four devices at different radiation qualities are shown in Figs 1–3. The 
data for Δfilter are not shown because only two instruments were designed to 
measure the total filtration for only a small subset of the radiation qualities shown 
in Table 2.       

From the figures, it can already be concluded that a large number of the 
indicated values deviate from the conventional true values by more than the limits 
of accuracy given by the manufacturers (see Table 1). Since it was not the aim of 
this work to compare different types of MMDs, but rather, to determine their 
general performance with respect to given specifications, a statistical evaluation 
of the frequency distributions of the combined results of all devices with respect 
37

FIG. 1.  Percentage deviation, Δdose, of the devices A, B, C and D at different radiation qualities.
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FIG. 2.  Percentage deviation, ΔkV, of the devices A, B, C and D at different radiation qualities.
38

FIG. 3.  Percentage deviation, ΔHVL, of the devices A, B, C and D at different radiation qualities.
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to deviation classes was undertaken and the results for all types of measurements 
are shown in Fig. 4. The total number of measured calibration factors was 86 for 
dose, 67 for X ray tube voltage, 47 for HVL and 19 for total filtration. The reason 
for the decreasing numbers is that all devices can measure dose for nearly all 
selected radiation qualities, but X ray tube voltage and HVL measurements are 
only possible for a subset of them. Measurements of the total filtration were not 
possible with two of the devices, and the other two offered this possibility for 
only a small subset of the selected radiation qualities.  

From the frequency distributions it was evaluated that the relative standard 
deviations were 4.4, 5.6, 13 and 14% for the deviations in dose, X ray tube 
voltage, HVL and total filtration measurements, respectively. Accordingly, if a 
confidence level of approximately 95% is needed, one has to accept limits of 
accuracy of about 9, 12, 26 and 28% for dose, X ray tube voltage, HVL and total 
filtration measurements. Only a small number of points could be measured for the 
total filtration, which limits the validity of the statistical results.
39

FIG. 4.  Frequency distributions of the combined results of all devices with respect to deviation 
classes of 2% (upper diagrams) and 5% lower diagrams.
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It was evaluated that about 20% of all dose measurements fall beyond the 
specified 5% limit of accuracy given by the manufacturers. Most of the outliers 
for dose measurements are located at either end of a given series. These radiation 
qualities are not used very frequently. The situation is worse for the non-invasive 
measurements of the X ray tube voltage where about half the measured points do 
not fulfil the manufacturers’ specification of 2% or 5% limits of accuracy. About 
30% of the HVL and total filtration measurements did not meet the specified 
limits of 10%. In conclusion, a remarkably high amount of the measured data 
falls beyond the limits of accuracy stated by the manufacturers.

Another question is whether the results comply with the requirements of 
international standards. Standard IEC 61674 [1] defines requirements for air 
kerma measurements with dosimeters with semi-conductor detectors, as used in 
X ray diagnostic imaging. Part 5 of this standard sets limits of performance 
characteristics and part 6, limits of variation for effects of influence quantities. 
The relative intrinsic error for air kerma measurements for air kerma rates as used 
in the current performance tests must not exceed 5%. The limits of the variation 
for the effects of the radiation qualities within the rated range must not exceed 
5%. The other influence quantities were kept at reference conditions during the 
dose measurements of this performance test. The combined effect of intrinsic 
error and limits of variation for the effect of radiation quality allows a maximum 
deviation from the conventional true value of 10%. From Figs 1 and 4, it becomes 
obvious that about 95% of the results fall within these limits, and it can be 
concluded that the measured dose results of the four devices comply with 
international standard IEC 61674 [1].

Standard IEC 61676 [2] defines performance requirements for dosimetric 
instruments used for the non-invasive measurement of X ray tube voltage in 
diagnostic radiology. This standard requires a maximum relative intrinsic error 
for measurements of voltages above 50 kV at 2%, and for voltages below 50 kV 
in absolute terms at 1 kV. Since all the performance test measurements of this 
work were undertaken close to standard test conditions as defined in Table 2 of 
IEC 61674, the defined intrinsic errors can be regarded as the approximate 
performance limits set by the standard. The relative intrinsic error for the 
mammographic qualities (close to 30 kV) can roughly be estimated at 3.5%. If 
ones uses these values, only about 50% of the measured points are within the 
limits. Consequently, it can be stated that the degree of compliance with the 
40

standard is low and needs significant improvement. Unfortunately, there are no 
standards with requirements for the single shot HVL and total filtration 
measurements. 
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4. CONCLUSIONS

In general, it can be concluded that for the quantities dose, X ray tube 
voltage, HVL and total filtration, a remarkably high number of the values 
indicated by the four multi-parameter measuring devices go beyond the limits of 
accuracy stated in the corresponding manuals. Only the results for dose 
measurements are acceptable, although some improvements are still required. It 
seems that the other quantities, X ray tube voltage, HVLs and total filtration are 
intended to promote sales, but they cannot really be recommended for use in 
quality assurance measurements. If non-invasive measurements of the X ray tube 
voltage are needed, it is recommended that the device be calibrated at radiation 
qualities close to those for which measurements are needed. HVLs should 
preferentially be measured by using well established conventional methods based 
on the use of calibrated ionization chambers and sets of appropriate aluminium 
absorbers [4]. The results of this work demonstrate the need for international 
standards that define further requirements on the performance of semiconductor 
based, multi-parameter measuring devices, especially for those quantities that are 
essential for quality assurance in diagnostic radiology.
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Abstract

The mammography radiation qualities, which are produced using a molybdenum anode 
X ray tube and a molybdenum filter, are different from those of other X ray diagnostics such as 
a chest X ray system. Because a mammography air kerma standard was not disseminated in 
Japan, dosimeters used as quality control of mammography were calibrated in the soft X ray 
reference field produced using a tungsten anode X ray tube and an aluminium filter. To 
minimize and manage radiation dose precisely in mammography, the authors have developed 
the mammography reference field. At this mammography reference field, a glass dosimeter 
used for quality control of mammography in many hospitals was evaluated.

1. INTRODUCTION

Recently, the importance of early detection and early treatment of breast 
cancer has been emphasized, which has resulted in an increase in the number of 
mammography examinations in breast cancer screening since 2000 in Japan. 
Since the number of mammography examinations has steadily increased, more 
attention has been focused on the quality control of the mammography 
equipment. The quality control requires hospitals to measure the air kerma 
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emitted from the mammography equipment. This air kerma measurement in 
hospitals is normally performed using a plane-parallel ionization chamber [1]. In 
Japan, the Central Committee on Quality Control of Mammographic Screening 
audit mammography systems in hospitals and use a glass dosimeter to check the 
X ray dose in terms of mean glandular dose (MGD). For low energy X rays such 
as mammography X rays, calibration coefficients of a plane-parallel ionization 
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chamber and a glass dosimeter normally depend strongly on the X ray beam 
quality. Therefore, dosimeters used as quality control of mammography should be 
calibrated for those radiation qualities used in clinical mammography. 

The National Metrology Institute of Japan (NMIJ) maintains the national 
standards for radiation dosimetry in Japan. NMIJ has also developed, maintains 
and disseminates the soft X ray air kerma standard using a tungsten (W) anode 
X  ray tube and an aluminium filter (W/Al target/filter combination). The 
irradiation and calibration of soft X ray are performed in terms of air kerma or 
exposure. The soft X ray air kerma standard mainly plays a role in the quality 
control of radiography. Currently, radiation dose has been evaluated in 
accordance with the national air kerma standard for radiography such as chest 
X ray imaging. 

However, mammography radiation qualities from a molybdenum (Mo) 
anode X ray tube differ from those emitted from a W anode X ray tube in typical 
X ray systems. Because a mammography air kerma standard was not 
disseminated in Japan, dosimeters used for quality control in mammography were 
calibrated in the soft X ray reference fields, which are traceable to the NMIJ soft 
X ray air kerma standard.  

The development of the mammography air kerma standard using a Mo 
anode X ray tube has become necessary because mammography radiation 
qualities are different from those of other X ray diagnostics.

In order to meet such a demand, the authors have developed the 
mammography reference field. In this mammography reference field, a glass 
dosimeter used for quality control of mammography in many hospitals was 
evaluated.

2. MAMMOGRAPHY REFERENCE FIELD

The soft X ray standards for air kerma or exposure at NMIJ are realized by 
means of a free-air ionization chamber. Figure 1 shows a cross-sectional view of 
the free-air ionization chamber. The measurement volume is defined by the 
product of the area of the diaphragm of the free-air ionization chamber and the 
length of the collector plate in the free-air chamber. The reference plane in which 
the air kerma rate is determined is defined by the diaphragm. Several correction 
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factors are described briefly below.  
At low X ray energies, the air attenuation due to the air path between the 

reference plane and the collector centre is the largest correction factor. This 
correction is determined by measuring the ratio of the ionization currents with the 
free-air ionization chamber at two positions: the normal position and the position 
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closer to the source by a distance equal to the air path length between the 
diaphragm and the centre of the measuring electrode. The attenuation correction 
factors are corrected for a pressure of 101.325 kPa and temperature of 293.15 K 
(the reference conditions). For mammography X rays, the attenuation correction 
factors are about 2%.

For the chamber shown in Fig. 1 and for mammography radiation qualities, 
the second largest correction factor is the correction for the electric charge 
generated by scattered X rays inside the free-air ionization chamber. This 
includes the effect of fluorescence radiation. This correction is evaluated using 
the Monte Carlo technique of EGS5. 

A schematic diagram of the mammography calibration system is given in 
Fig. 2. The mammography reference field consists of a Mo anode X ray tube, a 
Mo filter and the free-air ionization chamber. The X ray source is a Gulmay 
generator and a RTW Mo anode X ray tube. The inherent filtration is 1 mm 
beryllium. IEC 61267 revised in 2005 [2] recommended that the thickness of 
additional Mo filter is 32 μm. Two kinds of Mo filters with thicknesses of 30 μm 

FIG. 1.  Schematic of the free-air ionization chamber.
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and 32 μm were used. 
In addition to the Mo filter, compression paddle can be used (3 mm thick 

polycarbonate) to evaluate its effect on the radiation qualities. The calibration 
distance is 60 cm: the distance between the focal spot of the X ray tube and the 
reference plane. The reference plane of the free-air ionization chamber is set at 
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the fixed position using laser light beams. The voltage applied to the free-air 
ionization chamber is +2500 V.

Two kinds of scopes are available for dosimeter calibrations: one is the soft 
X rays generated by the W anode X ray tube at constant potentials of 10–50 kV. 
The radiation qualities are the CCRI qualities [3], ISO 4037 narrow spectrum 
series [4] and Japanese (quality index, Eeff/Emax) qualities, where Eeff is the 
effective X ray energy (the energy of monoenergetic X ray beam that has the 
same HVL as the spectrum in question) and Emax is the maximum X ray energy. 
The Emax value was determined from the highest energy edge of the X ray 
spectrum measured with a low energy lithium drifted silicon X ray detector.

The other are the mammography radiation qualities generated using the Mo 
anode X ray tube at constant potentials between 20 kV and 35 kV. Table 1 shows 
the characteristics of some mammography radiation qualities.

3. EVALUATION OF GLASS DOSIMETERS

Reference to the general characteristics of glass dosimeters used is made in 

FIG. 2.  Schematic of the mammography calibration system (not to scale).
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the reference list. 
Figure 3 shows an overview of the glass dosimeter for mammography 

radiation. This glass dosimeter is specially designed to measure mammography 
X rays and is used for quality control of mammography in hospitals. The glass 
dosimeter consists of photoluminescent glass [5–7] and four aluminium filters 
with different thicknesses. A photoluminescent glass is a silver activated
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phosphate glass, which has the advantage of a low background signal of 
photoluminescence and long term stability. The thickness of a photoluminescent 
glass is 1 mm. The thicknesses of the Al filters are 0.3, 0.4, 0.6 and 1.0 mm, and 
their purity is above 99.9%. The glass dosimeter simultaneously measures the air 
kerma and an attenuation curve. Tube voltage and half value layer (HVL) are 
estimated from the attenuation curve. According to the Japanese protocol for 

TABLE 1.  CHARACTERISTICS OF SOME MAMMOGRAPHY RADIATION 
QUALITIES

Tube voltage
(kV)

Additional filtration
(mm)

Compression paddle 1st HVL
(mm Al)

20

0. 030 Mo
Without

With
0.211
0.247

0.032 Mo
Without

With
0.220
0.255

28

0.030 Mo
Without

With
0.306
0.360

0.032 Mo
Without

With
0.322
0.369

35

0.030 Mo
Without

With
0.364
0.415

0.032 Mo
Without

With
0.376
0.422

FIG. 3.  Photograph of a glass dosimeter for mammography radiation: glass plate (left) and 
case (right).
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mammography quality control, MGD is estimated from a set of air kerma, tube 
voltage and HVL. Therefore, this glass dosimeter provides air kerma, tube 
voltage, HVL and MGD. 

The glass dosimeters were evaluated in the mammography reference field. 
The radiation qualities used in this evaluation were 24, 26, 28, 30 and 32 kV with 
the Mo filter of 30 μm and the compression paddle. For these five radiation 
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qualities, air kerma, tube voltage and HVL measured by the glass dosimeters 
were evaluated.

The three glass dosimeters were arranged vertically to evaluate 
measurement uncertainty. The middle of the three glass dosimeters was set on the 
X ray beam axis. The reference plane for the glass dosimeters was taken to be on 
the middle of the casing, i.e. on a 3 mm depth from the casing surface. The glass 
dosimeters were fixed in the expanded polystyrene (shown in Fig. 4) to eliminate 
scattering radiation. The compression paddle was set in front of the glass 
dosimeters. According to the Japanese protocol for mammography quality 
control, the distance between the compression paddle and the centre of the glass 
dosimeters is set at 5 mm. The value of air kerma was obtained by a monitor 
ionization chamber (PTW 23344) calibrated against the free-air chamber using 
the same radiation qualities. The field size is set at 240 mm × 180 mm. The air 
kerma rate was set at about 0.3mGy/s. 

FIG. 4.  Evaluation of glass dosimeters at the National Insitute of Advanced Industrial Science 
and Technology (AIST).
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First, the air kerma rate was measured using the ionization chamber for a 
given radiation quality. Second, the glass dosimeters were irradiated for a certain 
time (typically ~30s). Finally, the air karma rate was checked after irradiation to 
the glass dosimeters. The air kerma with which the glass dosimeters were 
irradiated was evaluated by multiplying the air kerma rates by the irradiation 
time. The three sets of glass dosimeters were irradiated separately three times for 



SESSION 4

one radiation quality. The first set of irradiation data was used for making 
calibration curves. The second and third sets of the irradiation data were 
evaluated using these calibration curves. 

Table 2 shows some measurement results of the X ray tube voltage, HVL 
and air kerma by means of the glass dosimeters compared to the corresponding 
reference values. The tube voltages were calibrated by measuring the X ray 
spectra with a Si(Li) detector. The reference HVLs were measured using the 
free-air chamber with 99.999% purity of Al attenuation filters. The uncertainty of 
all the reference values is about 1.0% at the confidence level of about 95%. 

The comparison made in Table 2 is very informative Furthermore, the 
uncertainty will be expressed at least for the reference instrument (free-air 
chamber). 

The uncertainties in the determination of air kerma with the glass 
dosimeters for all Mo/Mo radiation qualities are given in Table 3. The relative 
expanded uncertainty is ±3.8% at the about 95% confidence level. It was 
confirmed that the glass dosimeter can measure air kerma, tube voltage and HVL 
with an uncertainty of about 4%.

4. SUMMARY

The reference mammography field was developed. The reference 
mammography field consists of a Mo anode X ray tube, a Mo filter and the free-
air ionization chamber. Two kinds of Mo filters were used, with different

TABLE 2.  COMPARISON OF RESULTS OBTAINED WITH IONIZATION 
CHAMBER AND GLASS DOSIMETERS

Tube voltage (kV) HVL (mm Al) Air kerma (mGy)

NMIJ/AIST Glass dosimeters NMIJ/AIST Glass dosimeters NMIJ/AIST Glass dosimeters

24.0 (2nd) 24.3
0.310

0.314 8.67 8.67

24.0 (3rd) 24.0 0.313 8.64 8.65

28.0 (2nd) 27.7 0.356 8.77 8.90
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0.359
28.0 (3rd) 27.7 0.357 8.79 8.90

32.0 (2nd) 31.7
0.393

0.390 9.79 9.87

32.0 (3rd) 32.0 0.388 9.71 9.82
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thickness of 30 μm and 32 μm. In addition to a Mo filter, we can put the 
compression paddle into the beam to evaluate the effect on radiation quality. For 
these radiation qualities, the authors evaluated the values of air kerma, tube 
voltage and HVL measured by the glass dosimeters. 

Consequently, it was confirmed that the values of air kerma, tube voltage 
and HVL measured by the glass dosimeters were in agreement with those 
measured by the ionization chamber within their uncertainty of about 4%. 

The glass dosimeters can provide the precise quality control for 
mammography equipment in hospitals.

Since the energy dependence of the glass dosimeter is relatively flat (see 
also Table 2), it is also expected that there will not be much of a difference in 
response between the Mo/Mo versus W/Al fields. Therefore, it is not clear what 
the benefit is of performing irradiations in a Mo/Mo X ray field. This suggests the 
same level of accuracy could be achieved through the calibrations in W/Al fields 
if the HVL is used as a beam quality specifier. 

Furthermore, this could also extend to the common use of Rh/Rh fields as 
an alternative to Mo/Mo fields. 

TABLE 3. UNCERTAINTIES IN THE DETERMINATION OF AIR KERMA 
WITH THE GLASS DOSIMETERS

Source of uncertainty Standard uncertainty (%)

Positioning 0.14

Air kerma 0.5

Lot-to-lot variation 0.58

Radiophotoluminescent signal measurements 0.6

Calibration coefficients 1.6

Quadratic sum 1.9

Relative expanded uncertainty (k = 2) 3.8
50
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Abstract 

Different methods have been proposed in the literature to calculate the dose to the 
patient’s breast in 3-D mammography. The methods described by Dance et al. and Sechopoulos 
et al. have been compared in this study using the two tomosynthesis systems available in the 
authors’ hospitals (Siemens and Hologic). There is a small but significant difference of 23% for 
the first X ray system and 13% for the second system between dose calculations performed 
with Dance’s method and Sechopoulos’ method. These differences are mainly due to the fact 
that the two sets of authors used different breast models for their Monte Carlo calculations. For 
each system, the calculated breast doses were compared with the dose values indicated on the 
system console. Good agreement was found when the method of Dance et al. was used for a 
breast glandularity based on the patient age. For the Siemens system, the calculated doses were 
5% lower than the indicated dose and for the Hologic system, the calculated doses were 12% 
higher. Finally, the 3-D dose values were compared with the doses found in a large 2-D 
dosimetry study. The dose values for tomosynthesis on the Siemens system were almost double 
the doses in one view 2-D digital mammography. For a typical breast of thickness 45 mm, the 
dose of one 2-D view was 0.83 mGy and for one 3-D view 1.79 mGy.

1. INTRODUCTION

Digital breast tomosynthesis (DBT) has been proposed as a promising new 
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development in the field of breast imaging. This pseudo 3-D technique provides 
images with reduced structure noise from overlaying tissues. While clinical 
studies are ongoing to evaluate the clinical performance of DBT systems, the 
associated radiation dose should also be examined. It is important to survey the 
dose delivered to the patient, especially when it is aimed to use DBT systems in a 
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breast screening programme. Different methods for calculating the dose delivered 
to the patient are available in the literature. 

2. MATERIALS AND METHODS

Data collection was performed on two systems at the University Hospital in 
Leuven, a Siemens MAMMOMAT Inspiration TOMO breast tomosynthesis 
system (Siemens, Erlangen, Germany) and a Hologic Selenia Dimensions 
tomosynthesis system (Hologic, Bedford, USA). Data from 100 clinical cases in 
the age ranges 34–84 years were collected for both medio-lateral-oblique (MLO) 
and cranio-caudal (CC) views on the Siemens tomosynthesis system. On the 
Hologic tomosynthesis system, data from only 18 clinical cases in the age range 
43–82 years were available. These data were used for the calculation of the 
average glandular dose (AGD) within the patient’s breast. Different approaches 
were used, two based on the work of Dance et al. ([1–3] (method 1, below), and 
the other based on the work of Sechopoulos et al. ([4, 5] (method 2, below).

2.1. Method 1

In the method of Dance et al. [1–3], the breast is represented as a 
semicircular cylinder with a diameter of 16 cm. The structure comprises a central 
region which is a homogeneous mixture of adipose and glandular tissues with an 
adipose layer of 5 mm surrounding the central region on all sides except at the 
chest wall. The breast is simulated for an examination in the CC view, but the data 
are also used for the estimation of the breast dose for the MLO view. The AGD is 
calculated using an extension of the formula used for 2-D mammography. It is 
given by:

(1)

where K is the incident air kerma for a single projection, measured at zero degree 

AGD kgcs t a= Â ( ),
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projection angle and the remaining factors were obtained from Monte Carlo 
simulations. The g factor is the incident air kerma to average glandular dose 
conversion factor for 50% glandularity breasts, the c factor allows a correction for 
different glandularities and the s factor corrects for the use of different spectra. 
These factors are the same as those used for 2-D breast dose calculations. Term 
t(α) is the tomo-factor which is dependent on the projection angle, α, measured 
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from the centre of rotation. Figure 1 represents the tomo-factor t(α) as a function 
of the projection angle for different breast thicknesses. These values are the 
average values of the minimum and maximum values of t(α) obtained for 
different spectra and different breast glandularities [3]. The tomo-factor is almost 
unity for small projection angles and will not differ much from the original dose 
calculation method for 2-D mammography but decreases slightly for larger 
projection angles. Although the individual values of t(α) are quite different for 
MLO and CC compression, when they are integrated, the results are very similar. 
The individual dose was calculated, once based on an average glandularity 
deduced from the age of the patient which is available in the DICOM header of 
the image and a second time based on the individual glandularity of the patient’s 
breast. The information about breast glandularities was provided by the 
radiologists.  

The air kerma is measured at the breast support plate, at 4 cm from the chest 
wall side, with the compression paddle in contact with the dosimeter. The 
multipurpose detector of RTI (Sweden) was used for the tube output 

FIG. 1.  Tomo-factor as a function of projection angle for different breast thicknesses. The 
values are an average of the minimum and maximum values of t(α) for different spectra 
(Mo/Mo, Mo/Rh, Rh/Rh, W/Rh, W/Ag, W/Al (0.7mm) and W/Al (0.5mm)) and different breast 
glandularities [3].
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measurements. On the Siemens system, the measurements were done in 2-D 
mode because the same target–filter combination is used in 2-D and in 3-D 
modes. On the Hologic system, the static 3-D mode is used because the 
target–filter (W/Al) is not available in 2-D. The inverse square law was applied to 
calculate the incident air kerma at the upper surface of the breast. No allowances 
for the heel effect were made in the Monte Carlo simulations. Equation (1) can 
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only be used when the tube current–time product is the same for every projection. 
This was the case for the systems used in this work.

2.2. Method 2

The second method is described by Sechopoulos et al. [4, 5]. In this work, 
both CC and MLO views of the breast are simulated. In the MLO view, part of the 
pectoral muscle is included. Breast specific parameters are: chest to nipple 
distance (7–19 cm in steps of 3 cm), compressed breast thickness (2–8 cm in steps 
of 1 cm) and glandularity (1, 25, 50, 75 and 100%). For both views, the breast is 
surrounded by a skin layer of 4 mm thickness and the breast is composed of a 
mixture of glandular and adipose tissue. A different formula is used for the dose 
calculations:

(2)

where AGD is the average glandular dose, XCR is the ‘free in air’ exposure of a 
single projection measured at a reference point on the breast support plate 
(expressed in röntgen) without the compression plate. This reference point is the 
point where the central X ray meets the support plate. DgN0 is the normalized 
glandular dose per unit exposure for the zero degree projection and RGD(α) is the 
relative glandular dose coefficient which is calculated for every tomosynthesis 
projection angle (α) measured from the support plate. It is equivalent to the 
quantity t(α) in Eq. (1). The summation is performed over the entire range of 
projection angles. The RGD(α) factors were calculated following the formulae 
for CC view or MLO view:

(3)

(4)

AGD X D N RGDCR g

MIN

MAX

=
=
Â0 ( )a

a a

a

RGD a b c d e f g

h i j

cc = + + + + + +

+ + +

a d a d ad a

d ad a d

2 2 3

3 2 2              

RGD
a c e g i k

b d f h jMLO = + + + + +
+ + + + +

a d a d ad
a d a d ad

2 2

2 21
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The coefficients a,b,… k are fitted coefficients which are tabulated [4] and 
δ is the compressed chest-to-nipple distance (expressed in cm).
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3. RESULTS AND DISCUSSION

The different methods were used to calculate the doses of the two X ray 
systems. In a first step, the different methods are compared for the same system. 
Then, the calculated AGD values are compared with the doses indicated on the 
tomosynthesis systems. Finally, the 3-D doses are compared with 2-D doses from 
a large patient dosimetry study.

3.1. Comparison of different methods 

The AGD calculation methods described by Dance et al. and Sechopoulos 
et al. were compared. In the case of the first method, the calculations were 
performed twice, once based on the age of the patient, the other based on the 
individual breast glandularity. Afterwards, a comparison of the three methods is 
presented. Figure 2 shows the dose distribution for the three methods as a 
function of the compressed breast thickness for the Siemens tomosynthesis 
system along with the 2-D acceptable and achievable dose levels [6]. Data from 
both the CC and MLO views are included. The doses calculated using the Dance 
et al. method for individual estimates of glandularity varied between 0.69 mGy 
and 4.67 mGy for the range of compressed breast thicknesses from 33 mm to 
95  mm. The AGD values obtained by the method of Sechopoulos et al. varied 
57

FIG. 2.  Calculated AGD as a function of breast thickness for the Siemens tomosynthesis 
system. The blue dots represent the AGD values based on the age of the patient, the red squares 
are the data based on the glandularity of the breast (both using the Dance et al. method)and the 
green triangles are the AGD values calculated by the method of Sechopoulos et al. The 2-D 
acceptable and achievable dose levels of the European guidelines are also shown [6].
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between 0.35 mGy and 3.87 mGy. The equivalent results for the Hologic 
tomosynthesis system are shown in Fig. 3, where the AGD values based on 
individual estimates of glandularity information varied between 1.26 mGy and 
3.48 mGy. When applying the   

Sechopoulos et al. method, the doses varied between 1.11 mGy and 
3.38 mGy. Tables 1 and 2 give an overview of the AGD values for the different 
methods and the different compressed breast thicknesses for both tomosynthesis 
systems.

For the Dance et al. method, the calculation method based on the individual 
glandularity of the patient’s breast is chosen for the comparison of the two 
methods because glandularity information is also used in Sechopoulos’ method. 
The ratio of AGD values from the two approaches has been calculated, along with 
the mean value of this ratio, the standard deviation and the maximum deviation 
from the mean value. This is done for all views and for CC and MLO views 

FIG. 3.  Calculated AGD as a function of compressed breast thickness for the Hologic 
tomosynthesis system. The blue dots represent the data calculated with the Dance et al. method 
based on patient age, the red squares are the data calculated with patient glandularity and the 
green triangles are the dose values calculated by the method of Sechopoulos et al. The 2-D 
acceptable and achievable dose levels of the European guidelines are also shown [6].
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separately. Figures 4 and 5 show for each patient the ratio between the two AGD 
values for the Siemens system and the Hologic system, respectively. Table 3 
summarizes the mean ratio, standard deviation and maximum deviation from the 
mean for both systems. The mean ratio between the two calculation methods for 
all views is 1.23 for the first system and 1.13 for the second system. This 
difference of 23% and 13% is mainly due to differences in the breast model and
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TABLE 1.  OVERVIEW OF THE MEAN AGD VALUES FOR DIFFERENT 
METHODS AND FOR DIFFERENT RANGES OF COMPRESSED BREAST 
THICKNESS FOR THE SIEMENS TOMOSYNTHESIS SYSTEM

Compressed breast
thickness (mm)

AGD Dance:
Age (mGy)

AGD Dance:
Glandularity (mGy)

AGD Sechopoulos
(mGy)

20–30 — — —

31–40 1.32 1.35 1.26

41–50 1.67 1.62 1.49

51–60 1.84 1.74 1.43

61–70 2.07 1.94 1.52

71–80 2.59 2.36 2.08

>80 2.64 2.44 2.02

TABLE 2.  OVERVIEW OF THE MEAN AGD VALUES FOR DIFFERENT 
METHODS AND FOR DIFFERENT RANGES OF COMPRESSED BREAST 
THICKNESS FOR THE HOLOGIC TOMOSYNTHESIS SYSTEM

Compressed breast
thickness (mm)

AGD Dance:
Age (mGy)

AGD Dance:
Glandularity (mGy)

AGD Sechopoulos
(mGy)

20–30 — — —

31–40 1.13 1.36 1.19

41–50 1.39 1.59 1.43

51–60 1.97 2.27 2.13

61–70 2.52 2.99 2.90

71–80 3.21 3.02 2.46

>80 2.71 2.47 2.51
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the fact that method 2 (Sechopoulos et al. method) takes the heel effect into 
account whereas method 1 (Dance et al. method) does not. The mean ratio for the 
CC view is 1.15 for system 1 and 1.10 for system 2 with a maximum deviation 
from the mean of 5% for the first system and 10% for the second.
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FIG. 4.  Ratio of AGD values calculated by the Dance et al. method based on breast 
glandularity and Sechopoulos’ method for the Siemens tomosynthesis system. The mean ratio is 
indicated by the red line.

FIG. 5.  Ratio of dose values calculated based on the Dance et al. method and glandularity 
information and Sechopoulos’ method for the Hologic system. The mean ratio is indicated by 
the red line.
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3.2. Comparison with dose indicated on the system   

In a second step, the dose indicated on the system is compared with the 
calculated AGD values in order to know whether the dose indicated on the system 
is a good estimation of the doses calculated with the two methods described here.
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The comparison was done for the three methods and the two X ray systems. 

TABLE 3.  MEAN RATIO OF AGD VALUES CALCULATED BY METHOD 1 
AND METHOD 2, FOR ALL VIEWS AND CC AND MLO VIEW 
SEPARATELY (the standard deviation and maximum deviation from the mean 
value are also shown)

System 1 System 2

All CC MLO All CC MLO

Mean ratio 1.23 1.15 1.27 1.13 1.10 1.14

Standard deviation 0.244 0.014 0.293 0.088 0.048 0.099

Maximum deviation 0.976 0.053 0.937 0.253 0.101 0.243

FIG. 6.  Comparison between AGD indicated on the system and AGD calculated based on the 
age of the patient.
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In Fig. 6, the results of the Dance et al. method based on age, which was the 
closest compared to the system AGD, are shown. For both systems, the method of 
Dance et al. based on age provided the best results with only a difference of 5% 
between the indicated and the calculated value for the Siemens tomosynthesis 
system and a 12% difference for the Hologic tomosynthesis system. The 
differences are larger when the other methods are used, up to 40% for the 
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comparison of the Sechopoulos method with the AGD of the Siemens X ray 
system. Siemens confirmed that they use the 2-D approach of Dance et al. to 
estimate the AGD on their systems. Because the difference between the 2-D and 
3-D formula is not that large (t-factors are close to unity), there is a good 
agreement in the authors’ calculations. Hologic does not use any of these three 
methods, but instead applies the ACR method described by Boone et al. [7, 8]. 
Therefore, larger deviations are expected between calculated and indicated AGD 
values.

It can be concluded that the dose calculation based on patients’ age gives 
the best correlation with the indicated AGD.

3.3. Comparison of 2-D and 3-D AGD values

On the Siemens system, a comparison was made between the calculated 
3-D AGD values and the 2-D dose values from a large patient dosimetry study. 
The 2-D doses were calculated for about 1000 patients collected on the same 
system, during the same period of data collection of the DBT patient doses. The 
2-D dose calculation is based on the formula of Dance et al. using the age of the 
patient and therefore the same method is used for the 3-D doses. Figure 7 shows 
both the 2-D and 3-D dose values as a function of the compressed breast 
thickness. An exponential curve is fitted through the data, the acceptable and 
achievable dose levels for 2-D mammography are also shown. The 3-D doses 
varied between 0.64 mGy and 4.98 mGy for a compressed breast thickness 
ranging from 33 mm to 95 mm. The AGD values for 2-D varied between 
0.25 mGy and 3.30 mGy for a compressed breast thickness of between 20 mm 
and 90 mm. For a typical breast of 45 mm, the AGD of one 2-D view is 0.83 mGy 
and for one 3-D view the dose is 1.79 mGy. Table 4 presents an overview of the 
2-D and 3-D AGD values for different ranges of compressed breast thickness. 
From Table 4, it can be seen that doses in one view DBT are almost doubled 
compared to doses in one view 2-D digital mammography. However, studies are 
ongoing to compare 2-D mammography in two views with one view DBT. If for 
DBT, image acquisition could be restricted to only one view, the radiation dose to 
the women will stay the same for these tomosynthesis systems compared to 2-D 
digital mammography.  
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4. CONCLUSION

The methods proposed to calculate the 3-D AGD were applied and 
compared on the available dataset in the hospital. It is possible to calculate the
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TABLE 4.  OVERVIEW OF 2-D AND 3-D AGD VALUES FOR DIFFERENT 
RANGES OF COMPRESSED BREAST THICKNESS

Compressed breast
thickness (mm)

2-D AGD
(mGy)

3-D AGD
(mGy)

20–30 0.58 —

31–40 0.70 1.32

41–50 0.86 1.67

51–60 1.11 1.84

61–70 1.29 2.07

71–80 1.57 2.59

>80 1.90 2.64

FIG. 7.  Comparison between 2-D and 3-D doses in function of breast thickness. The blue dots 
represent the 2-D AGD values and the red squares represent the 3-D dose values based on the 
age of the patient. The 2-D acceptable and achievable dose levels are also shown. Doses in one 
view DBT are almost double the doses in one view 2-D digital mammography.
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3-D AGD in a similar way as for 2-D mammography using different methods that 
could be considered relatively easy and applicable on a larger dataset. However, 
when glandularity information is to be included, the dose calculations become 
more complex due to the fact that the input information of the glandularity is 
obtained from the radiologists and is not available in the DICOM header of the 
images. The same applies for the distance from the chest wall to the nipple. 
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There is a small but significant difference between the two methods which 
can be explained by the different breast models used in the simulations and by the 
fact that the heel effect was taken into account in Sechopoulos’ method but not in 
the method of Dance et al. 

The calculated dose values were compared with the system AGD. Good 
agreement was found between the latter method based on the age of the patient 
and the indicated dose for both tomosynthesis systems with only a bias of 6% in 
the case of Siemens and 12% in the case of Hologic. The deviation is much larger 
when the other methods are compared. 

Finally, the authors demonstrated that, on the Siemens system, doses in one 
view DBT are almost double those in one view 2-D digital mammography. 
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Abstract

The European Guideline for Breast Cancer Screening recommends methods to assess the 
contrast to noise ratio (CNR) and mean glandular dose (MGD) for full field digital 
mammography systems and provides limiting values that should be achieved. The performance 
of six integrated digital systems and three computed radiography (CR) systems was compared 
with these limiting values. Only one of the integrated systems and all three CR systems 
required adjustment to meet the CNR standards. For an equivalent breast thickness of 53 mm, 
the MGD varied between 1.1 mGy and 1.6 mGy for the integrated systems and between 
2.0 mGy and 2.4 mGy for the CR systems. The range in doses increased with increasing breast 
thickness. Integrated systems consistently performed better than the CR systems against the 
European Protocol across a range of equivalent breast thicknesses.

1. METHOD

The performance of the mammography systems described in Tables 1 and 2 
was assessed against the European Protocol [1] in terms of contrast to noise ratio 
(CNR) and mean glandular dose (MGD).

Polymethyl methacrylate (PMMA) with thicknesses between 20 mm and 
70 mm (placed on the bucky) and spacers were used to simulate a range of breast 
thicknesses. Exposures were made under automatic exposure control (AEC) 
allowing the kV and target/filter combination to alter automatically. MGD was 
67

calculated for the simulated breasts as described in the European Protocol [1]. Air 
kerma measurements were undertaken using a Radcal 20X5-6M ion chamber 
with calibration traceable to national standards. 

The CNR was measured for each PMMA thickness. An aluminium square 
(10 mm × 10 mm × 0.2 mm) was positioned on the patient platform with its right 
hand edge on the mid-line and 60 mm from the chest wall edge; the required
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PMMA thickness was placed on top. The mean pixel values (MPV) and standard 
deviations of the pixel values () were assessed in four small regions of interest 
(ROIs) over the aluminium, and four over the PMMA. For CR systems, the 
pixels’ values and their standard deviations were linearized against the image 
plate entrance surface air kerma. The ROI size was kept small (approximately 
1.5 mm × 1.5 mm) to reduce any bias that may result from the heel effect [2]. The 
CNR was calculated using the following formula: 

(1)

where

MPVPMMA is the average of the 4 MPVs for the PMMA ROIs;
MPVAl   is the average of the 4 MPVs for the aluminium ROIs;
Al/PMMA  is the average of the standard deviations in the four relevant ROIs.

Threshold contrast (TC) was assessed using the CDMAM phantom 
(version 3.4, UMC St. Radbound, Nijmegen University, Netherlands) and 40 mm 
of PMMA; 20 mm of PMMA was placed above and below the phantom. This 
arrangement is equivalent to 50 mm of PMMA or 60 mm equivalent breast 
thickness. Sixteen exposures were made under manual control using the exposure 
factors determined previously under AEC control for 60 mm equivalent breast 
thickness. Contrast detail measurements were taken from the 16 images using a 
combination of the CDCOM software (version 1.5.2) [3, 4] and Young’s 
automated readout software (version 2.4) [5].

Image analysis was performed on the pre-processed images. The limiting 
CNR for 50 mm of PMMA (based on the acceptable threshold contrast for a 
0.1 mm diameter detail) was calculated using the relationship: 

CNRlimiting value (50 mm of PMMA) = (TCmeasured × CNRmeasured)/TClimiting value, acceptable

TClimiting value, acceptable = 23% as given in the Protocol. (2)

CNR
MPV MPVPMMA Al

PMMA Al

=
-

+s s2 2

2
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The CNRlimiting value for different breast thicknesses were then calculated by 
multiplying the CNRlimiting value for 50 mm of PMMA by the limiting values for 
relative CNR (expressed as a percentage) for different thicknesses given in the 
European Protocol.
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Optimization should ideally ensure that for each equivalent breast 
thickness, the normalized CNR value (i.e. CNRmeasured/CNRlimiting value) is greater 
than 1.0 and the normalized MGD (MGDmeasured/MGDlimit) is less than 1.0. 
Table 3 gives the MGD limit for each thickness and the relative CNR values from 
the European Protocol. 

The older GE Senographe DS (software version ADS 43.10.1) did not 
initially meet the CNRlimiting value in the European Protocol in the standard dose 
mode. The dose to the digital detector was therefore increased in order to meet the 
CNRlimiting value. Similarly, the CNRmeasured for all CR systems initially fell below 
the CNRlimiting value. Adjustments to the AEC were required to increase the dose 
and alter the spectra at different thicknesses based on the optimization method 
described by Young et al. [6]. For the 53 mm breast equivalent thickness, the dose 
had to be increased by approximately 50% compared with the previous film 
screen system. The CNR results presented are those obtained after the dose and 
spectra adjustments. The target filter combinations used for different equivalent 
breast thickness are given in Table 4.

2. RESULTS

The resultant doses and normalized measured CNR values for a range of 
PMMA thicknesses are shown in Figs 1 and 2, respectively. The error in the 
MGD is estimated at 8% and for the normalized CNR, the error is estimated at 
20% (‘two standard error of the mean’).  

TABLE 3.  MGD LIMITS FOR EACH THICKNESS OF PMMA OR 
EQUIVALENT BREAST THICKNESS [1]

Thickness of PMMA
(mm)

Equivalent breast thickness
(mm)

MGD limit
 (mGy)

Relative CNR
(%)

20 21 1.0 115

30 32 1.5 110

40 45 2.0 105

45 53 2.5 103
71

50 60 3.0 100

60 75 4.5 95

70 90 6.5 90
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The error in the MGD was estimated from the quadrature sum of the errors 
in the ionization chamber calibration (5%), HVL assessment (2%) and variations 
in PMMA (2%), dosimeter position (2%) and the reference cassette (2%). The 
20% error in the normalized CNR is estimated from the combined errors of the 
CNR readings (12%) and the threshold contrast scores (16%). 

TABLE 4.  TUBE VOLTAGE (kV) AND TARGET/FILTER USED FOR EACH 
BREAST EQUIVALENT THICKNESS

System
                Breast equivalent thickness (mm)

21 32 45 53 60 75 90

GE Essential 25 kV
Mo/Mo

26 kV
Mo/Mo

29 kV
Rh/Rh

29 kV
Rh/Rh

29 kV
Rh/Rh

29 kV
Rh/Rh

31 kV
Rh/Rh

GE DS 26 kV
Mo/Mo

26 kV
Mo/Rh

29 kV
Rh/Rh

29 kV
Rh/Rh

29 kV
Rh/Rh

30 kV
Rh/Rh

31 kV
Rh/Rh

GE DS (older model) 26 kV
Mo/Mo

26 kV
Mo/Rh

27 kV
Rh/Rh

29 kV
Rh/Rh

29 kV
Rh/Rh

29 kV
Rh/Rh

29 kV
Rh/Rh

Lorad Selenia (Hologic) 25 kV
W/Rh

26 kV
W/Rh

27 kV
W/Rh

28 kV
W/Rh

29 kV
W/Rh

27 kV
W/Ag

30 kV
W/Ag

Inspiration (Siemens) 26 kV
W/Rh

27 kV
W/Rh

28 kV
W/Rh

29 kV
W/Rh

30 kV
W/Rh

31 kV
W/Rh

32 kV
W/Rh

Sectra L30 29 kV
W/Al

29 kV
W/Al

32 kV
W/Al

32 kV
W/Al

32 kV
W/Al

32 kV
W/Al

32 kV
W/Al

Siemens Nova 3000;
Fuji

26 kV
Mo/Mo

26 kV
Mo/Mo

27 kV
Mo/Mo

27 kV
Mo/Rh

27 kV
Mo/Rh

29 kV
Mo/Rh

29 kV
Mo/Rh

Siemens Nova 3000;
Kodak

26 kV
Mo/Mo

27 kV
Mo/Mo

27 kV
Mo/Rh

27 kV
Mo/Rh

27 kV
Mo/Rh

29 kV
Mo/Rh

29 kV
Mo/Rh

Siemens Nova 3000;
Konica

26 kV
Mo/Mo

27 kV
Mo/Mo

27 kV
Mo/Rh

29 kV
Mo/Rh

29 kV
 Mo/Rh

29 kV
Mo/Rh

29 kV
Mo/Rh
72

3. DISCUSSION 

The results indicate that integrated digital mammography systems perform 
better in terms of image quality and dose than CR systems. Only the modern 
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integrated systems achieve a normalized CNR above 1.2 across the full range of 
breast thicknesses, thus demonstrating compliance with the European Protocol 
even allowing for errors. For CR systems, the normalized dose for all breast 
thicknesses is at least 0.7, so the units are operating close to the European dose 
limits. This agrees with data published in NHSBSP equipment reports [7] and a 
recent study in France [8]. In this investigation, the target filter combinations 
available for the CR systems were Mo/Mo and Mo/Rh, which may lower the 
overall performance. Improvements have been seen in units fitted with Rh/Rh [9] 
and W/Rh [10] target filter combinations. Nonetheless, the CR results provide a 
relative comparison using a Mo/Rh target/filter combination. There is some scope 
to improve the CNR values for Fuji CR systems, but this will result in an increase 
in dose. 

FIG. 1.  Measured MGD normalized to the dose limits in the European protocol. 
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Optimization of the modern integrated systems was not carried out in this 
investigation. Improved image quality of these systems may be achieved by 
either adjusting the dose, the choice of beam quality or both. However, a dose 
increase is not currently possible for the Sectra because it is operating at the 
maximum dose mode.
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The Sectra has a curved patient platform that gives a maximum 17 mm air 
gap at the centre when performing tests with the CDMAM. This may introduce 
blurring of the detail diameters in the images, reducing the threshold contrast 
score. Further investigation is required. 

4. CONCLUSION

Most integrated digital systems performed better in terms of image quality 
and all delivered lower doses relative to CR systems.

All modern integrated digital systems required no adjustment to comply 
with the European standards, but the older model of the GE Senographe DS used 
in this study needed adjustments in order to comply. All three CR systems 

FIG. 2.  Measured CNR normalized to the limiting values in the European Protocol.
74

required adjustments to the AEC to meet the standards. With an equivalent breast 
thickness of 60 mm, the highest MGD estimated on an integrated system was 
1.7 mGy. The lowest MGD at the same thickness measured on an optimized CR 
system using Mo/Rh was 2.5 mGy. Thus, a dose reduction of at least 50% can be 
achieved by using an integrated system (even without in-house optimization) 
compared with an optimized CR system. At equivalent breast thickness of 
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90 mm, the highest dose for an integrated system was 3.3 mGy, and the lowest 
dose for an optimized CR system was 5.5 mGy, which is a 70% difference in 
dose. 
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Abstract

This paper describes the results of the calibration of a home-made, pencil shaped CT 
chamber, designed and manufactured by the Instituto de Pesquisas Energéticas e Nucleares 
(IPEN/CNEN-SP). The response of the chamber was evaluated at clinical dosimetry 
conditions, and was compared with the response of a comercial ionization chamber. The results 
obtained showed a good agreement between the response of both chambers with a difference 
lower than 5%.

1. INTRODUCTION

Computed Tomography (CT) is an important, widely used diagnostic 
imaging method. It is based on the acquisition of thin axial images of the patient 
body, resulting in little overlap of anatomical structures, providing high quality 
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images. These advantages come at a price, because patient dose in CT procedures 
is much larger than in conventional radiological procedures. 

The dosimetry for CT medical equipment differs from the methods applied 
to conventional radiodiagnostic dosimetry mainly because of the tube rotation 
around the patient. According to IAEA TRS-457 [1], the currently recommended 
quantities for CT dosimetry are the volume CT air kerma index (CVOL) and the air 
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kerma length product (PKL,CT). CVOL is a useful indicator of CT dose, considering 
specific information on each acquisition protocol. The PKL,CT represents the total 
CT scan air kerma length product [2] and is measured using a CT ionization 
chamber calibrated in ‘air kerma length product’, in units of mGy·cm. The air 
kerma length product is defined [3] as the integral of the air kerma along a line. 
This quantity is useful in CT where the line is chosen to be parallel to the axis of 
rotation of the CT scanner. 

 This paper describes the results of the characterization and calibration of a 
homemade pencil shaped CT chamber, designed and manufactured by the 
Instituto de Pesquisas Energéticas e Nucleares (IPEN), Brazil.

2. MATERIALS AND METHODS

A diagram and a photographic image of the CT chamber are shown in 
Fig.  1. The wall material of the sensitive volume of the chamber is polyvinyl 
chloride plastic (PVC) coated with graphite and its electrode material is 
aluminum with a thickness of 1.2 mm. The PVC is cheap, durable, and easy to 
assemble. The internal diameter is 6.7 mm, and the wall thickness and the 
sensitive length of the chamber are 0.26 mm and 100 mm, respectively. 

The chamber was calibrated in the Metrology Laboratory of Ionizing 
Radiation of Nuclear Energy Department (LMRI-DEN/UFPE) which is located 
in Recife, Brazil. The radiation exposure was performed on a Pantak 420 X ray 
system using the radiation qualities established according to IEC 61267 [2] and a 
reference ionization chamber.

The ionization chambers were irradiated with their axis perpendicular to 
the anode–cathode axis of the X ray tube, at a distance of 100 cm from the focal 
spot. Using lead collimators with a rectangular aperture, the field dimension at 
the ionization chamber was adjusted to 8 cm × 8 cm. The chamber was 
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FIG. 1.  Diagram (a) and image (b) of the IPEN-CNEN-SP CT chamber.
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connected to a PTW electrometer UNIDOS E and the current was measured by 
irradiating the chamber at known air kerma rates with RQT-8, RQT-9 and 
RQT-10 X ray qualities. The standard ionization chamber Radcal model 
RC3CT serial 8769, calibrated in the German primary standard laboratory 
Physikalisch-Technische Bundesanstalt, was used as a reference. For 
comparison, measurements were also made with the Radcal CT chamber, 
model RC3CT (serial no. 8849), from the laboratory. The calibration factor, in 
units of Gy·cm·C–1, was then determined on the basis of the quotient between 
the air kerma length product determined by the standard chamber and the 
ionisation current of the chamber under study. 

After calibration, the response of the IPEN CT chamber was evaluated at 
clinical dosimetry conditions. For this evaluation, measurements of the CT air 
kerma index, Ca,100, were made with the ionization chamber at a Toshiba Asteion 
single slice CT scanner, installed at an university hospital. The Ca,100 was 
measured for a single rotation with the ionization chamber in air, along a line 
parallel to the axis of rotation of the CT scanner. The CT air kerma index was also 
measured inside a PMMA head phantom and the notation; this air kerma index is 
CPMMA,100. Measurements were made with the ionization chamber in the centre 
(CPMMA,100,c) and at four locations around the periphery of the phantom 
(CPMMA,100,p). These measurements provide an indication of the average air-kerma 
in phantom over a single rotation. The weighted CT air kerma index, Cw, was 
calculated by: 

Cw = 1/3 (CPMMA,100,c + 2CPMMA,100,p) (1)

where CPMMA,100,c and CPMMA,100,p are the CT air kerma indices in the centre, c, and 
at the periphery, p, of the phantom.

To compare the response of the home-made ionization chamber and a 
commercial CT chamber, the Ca,100 and the Cw values were determined using a 
previously calibrated PTW CT ion chamber, serial no. 30009-0666.

The chamber response was tested in relation to its stability (short and 
medium term stabilities). The CT chamber was repeatedly exposed to a 90Sr + 90Y 
check source positioned at an acrylic support, under reproducible geometric 
conditions. 
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3. RESULTS

Table 1 shows the results of the values of the calibration coefficient 
NK  (Gy·cm·C–1), with respect to the beam quality RQT-9 [2], and energy 
correction factors kQ obtained with the IPEN home-made CT chamber, the
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standard chamber (Radcal RC3CT-8769) and the Radcal chamber RCSCT-8849. 
The values of the expanded uncertainties (U) (k = 2) estimated according to the 
IEC/ISO Guide, 1995 [4], are also presented in Table 1. 

The results indicate that the IPEN ionization chamber response is around 
24% higher than that of the Radcal chambers, and has greater energy dependence 
than the Radcal CT chambers. 

Table 2 presents the results of the Ca,100 values measured with the PTW and 
the IPEN chambers. The values of the CT air kerma index normalized by the tube 
current time product are also presented. 

The results show a good agreement between the values of the CT kerma 
index determined with both ionization chambers. The deviation of the Ca,100 

TABLE 1.  NK AND kQ VALUES FOR THE TESTED IONIZATION CHAMBERS

Ionization chamber
X ray 

quality
NK 

(Gy·cm·C–1)
kQ

U (%)
(k = 2)

Standard Radcal 
C3CT-8769

RQT-8
RQT-9

RQT-10

9.57 × 107 0.997
1.000
1.005

1.5
1.5
1.5

IPEN 
RQT-8
RQT-9

RQT-10

7.733 × 107 0.990
1

1.010

2.2
2.2
2.2

Commercial Radcal
RCSCT-8849

RQT-8
RQT-9

RQT-10

9.57 ×107 0.996
1.000
1.006

2.2
2.2
2.2

TABLE 2.  CA,100 AND NCA,100 VALUES DETERMINED WITH THE IPEN/ 
CNEN AND PTW CHAMBERS

Ionization
chamber

Ca,100

(mGy)
nCa,100

(mGy/mAs)
Standard deviation

(%)

PTW 28.06 0.281 0.2

IPEN 27.43 0.274 0.2
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values obtained with the IPEN/CNEN chamber in relation to the PTW chamber is 
2.1%. The results of the values of CT air kerma index measured with both 
ionization chambers inside a PMMA head phantom are shown in Table 3. The 
calculated values of the weighted CT air kerma index, Cw, and their normalized 
values to tube current–exposure time product values are also presented in Table 3.
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To evaluate the stability of response of the ionization chamber, short term 
and medium term stability tests were performed. The short term stability test was 
obtained by ten readings of charge, during time intervals of 60 s and using a 
voltage of +100 V, under reproducible conditions. The highest variation 
coefficient obtained was 0.2%, within the recommended limit of IEC 61674 [5], 
which is 1% for CT specific chambers. 

The medium term stability test was obtained by taking the medium value of 
the ten measurements of the short term stability tests during a period of one 
month. The coefficient variation of the results during this period was lower than 
1% and, as per the IEC 61674 [5] recommendation, 3%.

The uncertainty values associated with the measurement of the CT kerma 
index considering the components Type A ( reproducibility, stability, calibration 
factor of the ionization chamber) and Type B ( stability of the CT scanner, 
calibration electrometer, geometry of irradiation) is 11%, with 95% confidence 
interval. This value is considered in accordance with the values presented by the 
IAEA, i.e. 14%.

4. CONCLUSIONS

This study shows that the IPEN home-made chamber with aluminum 
electrode material has a sensitivity of around 24% higher than the Radcal CT 
chambers and an energy dependence of the response of 2% between RQRT-8 to 

TABLE 3.  CPMMA,100,C, CPMMA,100,P , CW AND nCW VALUES DETERMINED 
WITH THE IPEN/CNEN AND PTW CHAMBERS FOR A CT TOSHIBA 
SCANNER (MODEL ASTEION)

Ionization chamber
CPMMA,100,c

(mGy)
CPMMA,100,p

(mGy)
CW

(mGy)
nCW

(mGy/mAs)

PTW 15.53 16.77 16.36 0.164

IPEN 14.83 15.67 15.39 0.154

Deviation 4.54% 6.57% 5.93% 5.93%
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RQRT-10, which is higher than the observed variation with respect to the Radcal 
chamber. The stability response test showed that the ionization chamber reaches 
the recommended limits of IEC 61674. The uncertainty in the measurements of 
the CT kerma index using this ionization chamber can be considered satisfactory 
in terms of IAEA [1] and ICRU [3] international requirements.
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Abstract

Monitoring of exposure levels in computed tomography is important from the radiation 
safety point of view. In this paper, the concept suggested by Huda of using the patient specific 
kerma area product as an exposure estimator is extended by providing both a rigorous 
definition of this quantity and a method for its evaluation. The method was demonstrated on an 
axial scan of the standard CT dosimetry head phantom taken with a Siemens Somatom Open 
CT scanner. The resulting patient specific kerma area product was 0.25 Gy cm2 for the X ray 
tube voltage of 120 kV, tube current of 100 mA, scanning time of 1 s, and beam width at the 
isocentre of 1.2 cm. To implement this method, the CT scanner must be equipped with a KAP 
meter, and the calculation procedure must be added to the scanner's software. Alternatively, the 
patient specific kerma area product can be calculated by the CT scanner without using a KAP 
meter. In this case, however, the extra safety feature provided by the direct monitoring of the 
X ray beam by the KAP meter is lost.

1. INTRODUCTION

Computed tomography (CT) is a large contributor to the irradiation of 
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population from medical radiation sources [1, 2] and thus monitoring of patient 
doses and knowledge of associated risks are of great importance. As thousands of 
projections are performed in a single CT X ray tube rotation, effective doses 
from, for instance, abdomen examinations often exceed 5 mSv [2]. CT dosimetry 
for quality control has been performed via CTDI measurements using CT 
phantoms, and patient specific doses have been estimated from CT scanner 
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settings [3]. Applicability of the original definition of CTDI [3] is, however, 
problematic for CT scanners using wide (cone) beams. New quantities were 
proposed in Ref. [4] to mitigate the problem, but the concept remains the same. 
An alternative approach is to use the patient specific kerma area product as an 
exposure estimator. In this case, the kerma area product for radiation impinging 
on the patient is measured for each projection, and a total value from a complete 
scan is reported and shown on the user console. The concept was suggested by 
Huda in Ref. [1] but no detailed information on how to evaluate this quantity in 
practice was given. A simplified version was applied in dental radiology in Ref. 
[5]. The kerma area product was estimated as a product of the kerma length 
product and the average width of the patient jaw. A correction factor that 
accounted for beam attenuation by the bowtie filter was applied. The aim of this 
article is to extend the idea by proposing: (a) a rigorous definition of patient 
specific kerma area product, and (b) a method for its evaluation by a CT scanner. 
To demonstrate the performance of the method, the Siemens Somatom Open CT 
scanner was used to obtain patient specific kerma area product values (here 
denoted as PPSKA) for the standard CT dosimetry head phantom.

2. THEORY

Let patient specific kerma area product of a CT examination be defined as a 
sum over all projection specific kerma area products PKA,i 

(1)

where PKA,i is determined for the projection i and neglects photons passing beside 
the patient. It can be calculated by a CT scanner from values measured by a KAP 
meter mounted downstream of the bowtie filter (see Fig. 1a), as follows. For each 
projection, detector elements shaded by the patient are identified. For simplicity, 
it is assumed here that the corresponding region at an isocentre crossing plane 
perpendicular to the beam axis is given by an interval (xa, xb) (see Fig. 1). Then 
PKA,i is evaluated as:

P = PPSKA KA,i
i
Â
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(2)P = t P I
P

P

P x

P
dx

x

KA,i i KA
KL

KA

KL

KLxa

b

D  ( ) ( ) ( )
( )Ú

0

0
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where 

is the kerma area product rate measured by the KAP meter, which 
depends on the tube current I,

Dti is the acquisition time for projection i,

and PKL(x) and PKL(0) are the kerma length products taken at positions x and 0, 
respectively. 

The ratios PKL(x)/PKL(0) and PKL(0)/PKA, where PKA is the kerma area 
product measured by the KAP meter, can be determined during manufacturing or 
maintenance of the CT scanner as a part of the calibration procedure. The integral 
in Eq. (2) must be evaluated separately for each projection during a patient scan. 
If a polynomial is used to fit the measured PKL(x)/PKL(0) ratio, then the primitive 
function can be found analytically and the calculation of the definite integral 
simplifies to a calculation of a difference between two functional values of the 
primitive function. The calculation of Eq. (1) can be performed ‘on the fly’ and 
the resulting value can be displayed on the operator’s console in real time; the 

FIG. 1.  (a) Schematic view of the integration interval (xa, xb), which can be defined as a region 
where the signal intensity drops below a certain threshold level. To avoid attenuation in the 
couch, the signal can be calculated from reconstructed images. (b) The interval (xa, xb) is used 
to evaluate the integral in Eq. (2); the integral equals the area below the curve PKL(x)/PKL(0).

P IKA ( )
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delay caused by the need to obtain reconstructed images to determine the 
integration ranges may be made sufficiently short.
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3. METHODS

To date, clinical CT scanners have not been equipped with KAP meters, and 
thus the solution described in Section 2 was not directly applicable. To 
demonstrate the concept for a Siemens Somatom Open CT scanner, the authors 
considered an axial scan of the standard CT dosimetry head phantom (a PMMA 
cylinder with a diameter of 16 cm) and calculated the PPSKA value using a 
simplified method. The measurement of the kerma area product rate, , was 
replaced with the measurement of the kerma length product rate, , at 
the isocentre. It simplified Eq. (2) to:

(3)

Owing to the axial symmetry of the imaged object,

did not depend on the viewing angle. Both the kerma length rate  and the ratio 
PKL(x)/PKL(0) were measured using a pencil ionization chamber (model 
WD CT 10 manufactured by Wellhöfer). As the X ray spectrum became harder 
for larger distances x from the beam axis due to the increased path length through 
the bowtie filter, corrections to the chamber's measured calibration coefficient 
had to be applied (see Section 3.1). They were determined from calculated 
calibration coefficients of the chamber (see Section 3.2). Corrected values of the 
PKL(x)/PKL(0) ratio were fitted with polynomials of degree 8. The definite integral 
on the right hand side of Eq. (3) was calculated analytically for these 
polynomials. As the geometry was rotationally symmetric, the patient specific 
kerma area product defined by Eq. (1) was calculated as:

(4)

P IKA ( )
P I xKL ( ); = 0

P = t P I; x =
P x

P
dx

x

KA,i i KL
KL

KLxa

b

D  0
0

( ) ( )
( )Ú

P I xKL ( ); = 0

PKL

P = t P I; x =
P x

PPSKA i
i

KL
KL

KL

xc

DÂ Ú
Ê

Ë
Á

ˆ

¯
˜ ( ) ( )

( )
 0 2

0
0

 dx
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where

is the total time of the axial scan and xc is the integration interval bound for a 
cylinder with radius of 8 cm positioned in the isocentre.

Dti
i
Â
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3.1. Measurement of the kerma length product

The WD CT 10 chamber was positioned free in air inside the gantry of the 
CT scanner using a computer controlled positioning table. Uncorrected kerma 
length values P*KL,m(x;U) were obtained at 16 equally spaced distances in the 
interval [0, xb] (see Fig. 1(a)) from the measured charge Q(x;U) as 
P*KL,m(x;U)  =  Q(x;U)NKL,Q0

, where the calibration coefficient NKL,Q0 
= 24.2 

mGy·cm·nC–1 was obtained at a secondary standards laboratory for the tube 
voltage of 120 kV and filtration of 2.5 mm Al (half value layer = 4.05 mm). Since 
the corrected kerma length values can be calculated as:

(5)

where NKL(x;U) is the calibration coefficient for position x and tube voltage U,
the corrected ratio rm(x; U) was calculated as:

(6)

where r*m(x; U) = P*KL,m(x; U)/P*KL,m(0; U) is the uncorrected ratio. The calibration 
coefficient NKL(x;U) was calculated using the Monte Carlo method (see 
section 3.2). The dependence of the calibration coefficient on the filter thickness, 
t, was approximated using linear regression as:

(7)

By inserting Eq. (7) into (6), the corrected ratio was expressed as:

P x;U = P x;U
N x;U

NKL,m KL,m
KL

KL,Q0

( ) ( ) ( )*

r x;U =
P x;U

P ;U
=

P x;U

P ;U

N x;U
m

KL,m

KL,m

KL,m

KL,m

KL( ) ( )
( )

( )
( )

(
0 0

*

*

))
( ) ( ) ( )

( )N ;U
= r x;U

N x;U

N ;UKL
m

KL

KL0 0
*

N
= a + a

tKL
0 1mGy cm nC mm1-

a U a U t x( ) + ( )[ ]* ( )0 1 /mm
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(8)

where the bowtie filter thickness, t(x), as a function of position x was obtained 
from a technical drawing of the bowtie filter. The drawing was provided under a 

r x;U = r x;U
a U a U t xm m( ) ( ) ( ) + ( ) =[ ]( )0 1 /mm0
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non-disclosure agreement, which prevented the authors from showing the 
function here.

3.2. Calculation of the calibration coefficient

The calibration coefficient of the WD CT 10 pencil ionization chamber was 
calculated as:

(9)

where 

Q is the collected charge; 
Kair is the air kerma in the centre of the ion chamber; 
w is the beam width at the axis of the pencil chamber; 
Wi is the average energy loss per elementary charge produced X[6]; 
e is the electric charge of electron; and
e is the energy imparted to the air cavity of the chamber. 

The ratio Wi/e = 33.97 J/C was taken from Ref. [7]; Kair was calculated 
analytically as:

(10)

where FE(E, r) is the distribution of fluence with respect to energy at the point r, 
and (mtr/r)air is the mass energy transfer coefficient for air. A contribution of 
scattered photons to the value of Kair was neglected as it is typically less than 1% 
in this calibration setup. The energy imparted to the air cavity,e, was calculated 
using the PENCYL program of the PENELOPE-2008 Monte Carlo code X[8]X. The 
geometry consisted of a point source emitting photons to a cylindrical fan beam 
and three concentric cylinders modelling the pencil ionization chamber. Radii of 

N =
P

Q
=

wK

W eKL
KL air

ie / /( )

K = E E,r dEair E tr airÚ ( )( )F m r/
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these cylinders were: 0.5 mm for the metallic inner electrode, 4.0 mm for the 
inner radius of the outer electrode made of carbonated epoxy resin, and 4.5 mm 
for the outer radius of the outer electrode. Length of all cylinders was 100 mm. 
Densities and elemental compositions of the metallic and epoxy resin electrodes 
were set according to a qualified guess as the manufacturer could not provide 
accurate data. Spectra for X ray tube voltages of 80, 100, 120 and 140 kV were 
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obtained from Siemens and analytically filtered with aluminum filters of 
thicknesses varying from 0 to 45 mm. Inherent filtration of the X ray tube had 
already been taken into account in the provided X ray spectra. Cut-off energies 
for the transport of photons and electrons were set to 50 eV in the air cavity, 
100 eV in the chamber walls, and 1 keV in the surrounding air. Individual 
electron collisions were simulated in the air cavity by setting PENELOPE’s 
simulation parameters to C1 = C2 = 0. In other regions, the condensed history 
method with C1 = C2 = 0.5 was used.

4. RESULTS

Calibration coefficients of the WD CT 10 pencil ionization chamber as a 
function of the aluminium filter thickness for X ray tube voltages of 80, 100, 120 
and 140 kV are plotted in Fig. 2(a). The relative difference of 4% between 
measured and calculated calibration coefficients (24.2 and 23.2 mGy·cm·nC–1, 
respectively) for the tube voltage of 120 kV was most likely caused by inaccurate 
elemental composition of materials used in simulations and, to a lesser degree, by 
differences in used X ray spectra. Fitting lines in Fig 2(a) were obtained via linear 
regression for thicknesses from 0 to 25 mm as only these were applicable for 
distances up to 150 mm from the central axis.  

Corresponding coefficients of linear regression, a0 and a1, given in Table 1 
were used to correct the ratio r*m(x; U) of measured PKL values (see Eq. (8)), for 
the beam hardening that increased with increasing distance from the central axis.
The corrected ratio rm(x;U) as a function of filter thickness for tube voltages of 
80, 100, 120, and 120 kV is plotted in Fig. 2(b).
89

FIG. 2.  (a) Calculated calibration coefficient, NKL, of the WD CT 10 chamber as a function of 
aluminium filter thickness. (b) The normalized kerma length product, PKL(x)/PKL(0), as a 
function of position, x, for X ray tube voltages of 80, 100, 120, and 140 kV and the head bowtie 
filter.
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Values of the definite integral on the right hand side of Eq. (3) calculated for 
the cylindrical head phantom are shown in Table 2. For the tube voltage of 
120 kV, scanning time of 1 s, tube current–time product of 100 mAs, and beam 
width of 1.2 cm at the isocentre, the total kerma length product measured free in 
air at the isocentre was PKL = 18.8 mGy·cm. The corresponding value of the 
patient specific kerma area product was then PPSKA = 18.8 mGy·cm × 2 × 6.78 cm 
= 0.25 Gy·cm2. For a sequential 10 cm scan of the head cylinder with pitch 1, the 
value was 10/1.2 = 8.3 times larger, i.e. PPSKA = 2.1 Gy·cm2.

5. DISCUSSION

Formulas in Section 2 assume that the interval (xa, xb) fully describes the 

TABLE 1.  COEFFICIENTS OF LINEAR REGRESSION OF THE 
CALIBRATION COEFFICIENTa FOR X RAY TUBE VOLTAGES OF 80, 100, 
120 AND 140 kV WITH STANDARD UNCERTAINTIES

80 kV 100 kV 120 kV 140 kV

a0 20.97 ± 0.16 21.89 ± 0.13 23.13 ± 0.071 24.209 ± 0.086

a1 0.037 ± 0.011 0.0809 ± 0.0091 0.1169 ± 0.0049 0.1671 ± 0.0061

a See Eq. (7).

TABLE 2.  VALUES OF THE DEFINITE INTEGRAL FOR THE STANDARD 
CT DOSIMETRY HEAD PHANTOM (XC = 80.8 mm) SCANNED BY THE 
SIEMENS SOMATOM OPEN CT SCANNER

Voltage: 80 kV 100 kV 120 kV 140 kV

: 63.6 mm 65.6 mm 67.8 mm 68.1 mmP x

P
dxKL

KL

xc ( )
( )Ú 0

0
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shadow of the scanned object. For wide beams and objects with strongly varying 
cross sections in the axial direction, however, this assumption may not be 
fulfilled. Nevertheless, it is still possible to apply the described algorithm to 
individual rows of the detector array (and sum up the individual contributions) or 
replace the integration of PKL in one dimension with an integration of Kair in two 
dimensions. It should also be noted that the calculation of PPSKA can be 



SESSION 4

implemented in the CT scanner software without the use of the KAP meter. In this 
case, however, the extra safety feature provided by the direct monitoring of the X 
ray beam by the KAP meter is lost.

6. CONCLUSIONS

A method using the patient specific kerma area product, PPSKA, as an 
exposure estimator in CT was described. Contrary to the currently used method 
based on CTDI measurements, it is patient specific and it takes into account all 
radiation incident on the patient. These are clear advantages from the radiation 
safety point of view. To implement this method: (a) the CT scanner must be 
equipped with a KAP meter, (b) the calculation procedure must be added to the 
scanner’s software, and (c) a calibration to determine the ratio PKL(0)/PKA and the 
effect of the bowtie filter expressed as the function PKL(x)/PKL(0) must be 
performed. There are several issues to address: since currently available 
commercial KAP meters are not well suited for this purpose, a KAP meter able to 
withstand high radiation doses and centrifugal forces is needed; and an 
analgorithm is needed that can quickly determine the integration range from 
reconstructed images. The PKL(0)/PKA and PKL(x)/PKL(0) ratios can be determined 
by the manufacturer and occasionally checked at the clinics.
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Abstract

 Diagnostic examinations performed using computed tomography (CT) are on the 
increase, and the use of this modality needs to be monitored periodically. The aim of this study 
was to formulate regional diagnostic reference levels (DRLs) and assess collective effective 
doses from CT scanners in Tamil Nadu, India. In-site CT dose measurements were performed 
for 127 CT scanners in Tamil Nadu as a part of the Atomic Energy Regulatory Board (AERB) 
funded project for a period of two years. Regional DRLs were formulated at third quartile level 
for three CT protocols such as thorax, abdomen and pelvis and were found to be 557 mGy·cm, 
521 mGy·cm and 294 mGy·cm, respectively. The collective effective dose in Tamil Nadu was 
found to be 14.93 man Sv per day. 

1. INTRODUCTION

Since the 1970s, computed tomography (CT) has played a vital role in 
diagnosing diseases than with other radiological procedures, although it imparts 
high radiation doses to patients. Owing to the current increase in the collective 
doses for medical usage, it is important to periodically monitor radiation doses to 
patients undergoing radiological procedures. Technological developments have 
improved the speed and quality of images, which has encouraged the increase in 
CT practice worldwide [1]. In a regional survey on CT scanners in India, it was 
found that there has been an increase of 35% in the number of multislice CT 
scanners compared to single slice CT scanners since 2000 [2]. The regional 
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diagnostic reference levels (DRLs) presented in the study would be the first step 
towards the optimization of CT doses in the Indian context. 
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2. METHODS AND DISCUSSION

On-site CT dose measurements were performed for 127 CT scanners in 
20 regions in Tamil Nadu, through a survey performed over a period of two years. 
The DRLs were formulated for three CT scanning protocols, namely thorax, 
abdomen and pelvis. A questionnaire used for data collection included: the type 
and model of the scanner; the location of the installation; exposure parameters 
used routinely; the number of scans performed daily; and the availability of dose 
reduction techniques and dose derivatives in the console. Radiation dose 
measurements were performed using routine exposure parameters for thorax, 
abdomen and pelvis as practised in each installation. CT dose index (CTDI) was 
measured using a 32 cm polymethyl methacrylate (PMMA) body phantom. The 
weighted CTDI (CTDIw) values were calculated using the formula:

CTDIw = 1/3 CTDI100,c + 2/3 CTDI100,p

The dose length product (DLP) was calculated using volume CT dose index 
(CTDIvol) and scan length. The effective dose (E) was estimated using DLP 
values and a conversion factor from the European criteria for measurement of CT 
doses [3]. The collective effective doses were calculated from the mean effective 
dose from CT examinations and the corresponding number of examinations 
performed each day. An average of 2107 CT examinations are performed each 
day in the region. Of the 127 CT scanners evaluated, 13 were conventional, 
11  refurbished conventional, 53 single slice helical scanners, six refurbished 
single slice helical scanners and 44 multidetector CT units. Fifty-four per cent of 
CT installations were in the hospitals, 13% in residential areas and 33% in 
commercial areas. Table 1 shows the mean scan lengths and regional DRLs for
CT examinations of specific anatomical regions. The mean effective dose per day 
per individual in the region was 7.95 ± 2.1 mSv (5.61–15.18) and the collective 
effective dose per day in Tamil Nadu was 14.93 man Sv.

Variations in doses could be attributed to the differences in dose efficiency 
between scanner models, the use of obsolete scanners and variation in protocols. 
This study is the first step in the country to establish DRLs for CT scanners. 
Twenty-five per cent of the scanners had radiation doses above the third quartile 
values required for the establishment of DRLs in Tamil Nadu. The study reveals 
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that the DRLs are within the reference level for CT scanners, as reported in the 
literature [3]. Since the number of CT examinations performed in the country is 
on the increase, it is imperative to audit CT examinations in order to ensure that 
doses do not deviate from the formulated regional DRLs. In light of this study, it 
is necessary that every CT user be trained to interpret the dose descriptors such as 
CTDIvol, DLP or effective dose values available on the CT console in order to
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keep doses as low as reasonably practicable. In India, there is a need for 
standardizing clinical protocols for optimizing exposure parameters and scan 
lengths for desired anatomical regions.
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TABLE 1.  MEAN AND THIRD QUARTILE DLP VALUES FOR CT 
EXAMINATIONS OF THORAX, ABDOMEN AND PELVIS

CT examination
(Mean scan length)

DLP in mGy·cm

Mean ± SD (Range) Third quartile

Thorax (36.1 cm) 476 ± 191.7
(113.7–1465.4)

557

Abdomen (33.8 cm) 445.8 ± 179.5
(106.5–1372)

521

Pelvis (19.1 cm) 251.9 ± 101.4
(60.2–775.3)

294
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Abstract

This study determined the influence of patient individuality on lung organ doses for 
chest computed tomography (CT) examinations, viewed in the context of the recommendation 
of the ICRP 103. Within this current recommendation, a more individualized dose estimation is 
emphasized. The new ICRP 110 voxelized adult phantom was used and compared to 
calculation of lung doses for chest CT studies with identical scan parameters (120 kV, 
135 mAs, 100 mm collimation, 1.5 pitch). For all patient images, the lung was contoured, and 
the scanning geometry was simulated using the Monte Carlo method. The lungs were 
completely included in the scan area. A user code was developed for the Monte Carlo package 
EGSnrc, which enables the simulation of a CT examination procedure and allows an efficient 
dose scoring within a patient geometry. All simulations were calculated with the same CT 
source model and calibrated to a realistic CTDIair value. Simulation values were grouped into 
1 mSv classes. The organ dose classes fit well to a Gaussian distribution (adjusted correlation 
coefficient R² = 0.95). The mean value of the fit was 10 mSv, with a standard deviation of 
2 mSv. The variability was about ±30% with a minimum of 8 mSv and maximum of 13 mSv. 
The calculated lung dose of the ICRP adult female phantom was approximately 11 mSv and 
thus within the calculated standard deviation of the patient pool. The correlation between lung 
volume and dose was weak (adjusted correlation coefficient R² = 0.33). Gender specific 
differences between the ICRP male and female phantoms were about 17%. In comparison, the 
differences between the female and a limited set of male patient studies were not statistically 
significant. Further, the relation between the HU values of CT scans and material/density 
necessary for the Monte Carlo simulations was investigated. It resulted that the simple but 
commonly employed relationship leads to significant deviations compared to definite materials 
in the ICRP phantoms. In conclusion, the present study demonstrates the expected variance in 
dose estimation due to the individual patient anatomy based on Monte Carlo simulations. The 
new ICRP phantoms properly represent the mean of the investigated patient pool. Nevertheless, 
a more individualized approach should be aimed for in the future. 
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1. INTRODUCTION

The International Commission on Radiological Protection (ICRP) 
recommends a more accurate and individualized risk assessment in diagnostic 
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radiology [1]. As a consequence, the recommendations introduce a change in 
dose estimation from simplified, ‘mathematical’ to ‘voxelized’ phantoms. This 
demand is also supported by the International Commission on Radiation Units 
and Measurements (ICRU) [2]. Phantoms are to be developed that will best 
represent the population for various ages and gender. In addition, phantoms in 
various stages of pregnancy should allow dose calculation in the foetus. As a first 
step, the ICRP 110 published two voxelized phantoms in 2009 [3]: adult male and 
adult female. A future aim is a more accurate dose assessment in diagnostic 
radiology with the help of these two phantoms. First organ dose calculations with 
monoenergetic electrons and photons were presented by Hadid et al. [4].

For a further individualization of the dose calculation, two approaches are 
conceivable: the direct dose calculation on real patient data [5] or the adaptation 
of a phantom to the patient’s anatomy. The latter approach can be achieved with a 
phantom from a ‘family’, as mentioned above, or by a deformable phantom fit to 
the actual patient anatomy. The advantage of these two methods is that the needed 
exact segmentation of organs for the effective dose calculation already exists. The 
first approaches of deformable phantoms were published by Na et al. [6] and 
Xu et al. [7].

The importance of a precise estimation of the individual risk in radiology 
can be observed particularly in computed tomography (CT), where the 
examination number has grown steadily in recent years and the trend is likely to 
be continued [1, 8, 9] .

The aim of this study was the investigation of patient individuality and its 
influence on changes in organ doses. The variability within the patient pool can 
serve as a measure of dose estimation uncertainty due to the missing individuality 
for a generalized phantom such as the ICRP phantom. The organ dose to the lung 
for chest CT examination studies was analysed using a Monte Carlo (MC) 
simulation. Comparisons were made to the ICRP 110 phantoms. In addition, 
possible uncertainties in the calculation of real CT examinations considering the 
Hounsfield unit (HU) to density and material conversion were investigated. This 
conversion is a necessary step for an MC simulation. 

2. METHODS
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2.1. MC simulation environment

The EGSnrc MC code system was used for particle transport and dose 
calculations [10]. EGSnrc was demonstrated to be suitable for simulations in the 
keV range and is equipped with the necessary physical models, such as bound 
Compton-scattering, atomic relaxations, electron impact ionization etc. [10]. A 
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new C++ user code CTDOSPP was developed for simulating a computed 
tomography examination. The user code is based on the egspp-application classes 
and takes full advantage of flexible geometry and source definitions [11]. All 
simulations were performed with kerma approximation to improve simulation 
efficiency. For further variance reduction in kerma calculations, a track length 
estimator, as described by Williamson, was implemented in CTDOSPP [12]. For 
simulations, Rayleigh scattering, atomic relaxations, Sauter photon angular 
sampling and bound Compton scattering were turned on. For details on the 
implementation of these physics models, the reader is referred to the EGSnrc 
documentation [10]. Cut-off energies for photons were set to 1 keV.  

All simulations were handled within a developed graphical user interface 
(GUI) called GMctdospp (Fig. 1). The program allows loading of patient studies 
and ICRP phantoms, defining calculation grid size and CT scan area, steering of 
simulation runs and analysis of the calculation results. All simulations were 
calibrated in GMctdospp for better handling and visualization to a CTDIair value 
of 22.9 mGy. This value corresponds to a typical CT chest examination similar to 
the virtual CT parameters.
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FIG. 1.  Screenshot of the developed program GMctdospp. The colour coded relative dose 
distribution is shown for a simulation of the ICRP adult female phantom in slices of different 
orientation (transversal, frontal and sagital). On the left side, parameter selection is visible. In 
the lower plot, a horizontal profile of the dose distribution is shown.
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2.2. Examined patient studies

A statistical analysis was performed for a total of 61 female patient 
simulations. All patient studies were originally used for radiotherapy planning. 
They were taken from a radiation oncology clinic (Wetzlar, Germany), and each 
study contained contour information of both lungs and body outline in the 
DicomRT struct format [13]. The body and lungs structures were contoured 
within a treatment planning system by a threshold based contouring tool and the 
outcome controlled by the operator. In all simulations, the chest area of the 
patient’s body was completely within the CT scan area. A virtual CT was created 
(120 kV, 10 mm collimation, 135 mAs, spiral movement, 1.5 pitch, 
2.5 mm Al + 1.2 mm Ti primary filter, a shaped bowtie filter adapted from a 
Siemens Volume Zoom CT, 1.7 mm overbeaming, 1.2 mm focal spot size of the 
particle source) to ensure that all patient studies were simulated with an identical 
source model. Every voxel outside the patients’ body was assumed to be air, 
avoiding influences from different patient tables. The voxel grid for dose 
calculation and the pixel resolution of the original CT study were kept identical in 
order to exclude influences from interpolation of the HU values. Typical voxel 
grid values for a patient study were 1 mm × 1 mm × 5 mm. For the mapping 
between the HU values and corresponding densities and materials, a piecewise 
linear fit was employed. The materials used were air, lung, tissue and bone with 
boundaries as seen in Fig. 1 and defined by [10], respectively. Possible 
correlations between lung volume and lung dose of the patient pool were also 
analysed. Further, a limited set of 26 male patient studies was simulated 
identically, as described above for an analysis of the influence of gender.

2.3. ICRP phantoms

The density and material composition of all organs of the ICRP phantoms 
were directly taken from the corresponding ICRP publication [3]. This density 
and material information for every voxel present in the phantom was saved in a 
three dimensional file compiled by GMctdospp. The patient table as well as the 
bed and pillow were assumed to be air in order to be the same within the patient 
pool. The simulations were run in original voxel size of 
1.775 mm × 1.775 mm × 4.834 mm. Either the ICRP adult male phantom was 
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implemented to compare lung dose values to see gender specific differences. 
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2.4. Uncertainty estimation of the HU value to material and density 
conversion

As mentioned above, the materials within the ICRP phantom are given by a 
defined composition. In a simulation based on the CT of a patient, there is a 
certain uncertainty. This results from the conversion of the HU value to a 
corresponding material and density with the above mentioned function. In order 
to estimate the uncertainty of this conversion for the ICRP adult female phantom, 
the following method was applied: a HU value for each material defined within 
the ICRP adult female phantom was calculated (a total of 141 materials). This 
was achieved with the material’s specific mass attenuation coefficient according 
to Eq. (1).

(1)

where

VM is the calculated HU value of the material;
μM is the mean mass attenuation coefficient of the material;
μW is the mean mass attenuation coefficient of water.

The mean mass attenuation coefficients were derived from EGSnrc internal 
data for monoenergetic photons weighted by the initial spectrum of the X ray 
source. Afterwards, the HU values for the different materials were assigned to the 
phantom geometry, and the same conversion was employed as for patient studies 
(Fig. 2).  

3. RESULTS

Each simulation took roughly three hours on a Xeon 2.5 GHz single core, 
resulting in a mean statistical uncertainty in the lungs of 2–3.5%. The ICRP 
simulation was two hours less, which can be attributed to the more homogenous 
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material/density distribution.
The total number of 61 simulation results for the female chest was grouped 

into 1 mSv classes (Fig. 3). As shown in Fig. 3, the organ dose classes fit well to 
a Gaussian distribution with an adjusted correlation coefficient of R² = 0.95. The 
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FIG. 2.  Ramp function used to convert HU values to materials (air, lung tissue, bone) and mass 
density defined by Ref. [10].

FIG. 3.  Variations in dose to the lung of 61 patients (black bars), the Gaussian fit through the 
simulated classes (red dotted line) and the lung dose of the ICRP adult female phantom (blue 
dotted line).
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mean value of the fit is 10 mSv, with a standard deviation of 2 mSv. The 
variability is about ±30%, with a minimum value of 8 mSv and maximum of 
13 mSv. The calculated lung dose of the ICRP adult female phantom is 11 mSv 
and thus within the calculated standard deviation of the patient pool. 
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A possible explanation of the remaining difference between ICRP phantom 
and mean value is the mentioned uncertainty within the HU conversion (see 
section 2.4). The difference between the fixed media definition and the 
conversion from estimated HU values is about 10%. The latter method results in 
a lung dose of 9.9 mSv, which almost equals the mean value of the patient pool.

The influence of lung volume on the lung dose is shown in Fig. 4. A linear 
regression can also be observed, but as is apparent, the correlation is weak 
(adjusted correlation coefficient R² = 0.33). The lung volume of the ICRP adult 
female phantom is about 2.2 L, which is in the lower part of the distribution.  

Gender specific differences were determined between the ICRP adult 
female and adult male phantom. The male phantom determined a lung dose of 
9.4 mSv, which is about 17% lower than the female phantom. However, a 

FIG. 4.  The organ doses to the lung volume of the examined patients as function of the lung 
volume (purple dots) and the linear fit (red line). The lung volume of the ICRP adult female 
phantom is also shown (large blue dot).
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preliminary and limited test with 26 male studies simulated under the same 
conditions as the female patients showed no significant difference. The calculated 
mean value of the male patient pool was 9.8 mSv, and hence both mean values are 
identical within the confidence interval of about 1.5 mSv.
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4. DISCUSSION AND CONCLUSION 

The examined lung dose study shows a statistical verification of the 30% 
assumption in uncertainty caused by patient individuality [14]. However, it 
cannot be parameterized in terms of lung volume. If one accepts a 30% 
uncertainty in dose estimation, the ICRP phantoms clearly represent the mean 
patient. In a similar examination of 30 CT chest studies, Angel et al. showed a 
similar variance in lung doses of about 40% [15]. Gender specific differences that 
were observed for the two ICRP phantoms could not be confirmed for the patient 
pools; the reason might be the wide spread of the distribution, which probably 
covers any specific effects.

As demonstrated, a more detailed conversion from HU units to 
density/material within the MC simulation is needed if individual patient dose 
estimation should be based completely on the patient’s CT image. This is 
different from radiotherapy applications where the stopping power is due to 
higher beam qualities that are less dependent on different materials.

The described method is a valid and reliable alternative to measurements in 
phantoms and the comparison between other phantoms [2]. The influence of 
individuality is demonstrated in the distribution of lung doses and provides an 
insight into possible variances of further individualized phantom calculation. The 
developed program GMctdospp allows a statistical evaluation of organ doses to 
patients and the comparison to the new ICRP phantoms. 
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Abstract

The goals of the present study were to verify the viability of using a kerma area product 
(PKA) meter and a pencil ionization chamber to evaluate the PKA and PKL (kerma length product) 
in a panoramic X ray unit as feasible methods to obtain dosimetric reference values for 
panoramic examinations. Two methods for obtaining PKA in panoramic devices have been 
tested in this study. The two methods evaluated found similar values, making it possible to 
include these tests in the quality control routine demanded by the regulations. Considering the 
results of this study, it is possible to conclude that both methods of measurement can be used 
simply and directly obtain diagnostic reference values for this practice. Using on dosimetric 
reference values in this type of examination is a better way to evaluate the exposition of 
patients.

1. INTRODUCTION

Dental radiography is one of the most frequently performed X ray 
procedures. Radiological techniques in dentistry have been developing rapidly 
and the panoramic dental radiology equipment (PDR) has been used increasingly 
[1]. PDR is a complex procedure [2], where the doses are higher than in the 
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simplest dental procedures, such as periapical X ray. Although exposure 
associated with dental radiography is relatively low (if compared with CT or 
angiography), all radiological examinations should be justified and optimized to 
meet the ‘as low as reasonably achievable’ principle [3] 

In PDR, radiosensitive organs can be irradiated by the primary beam or can 
receive scattered radiation [3]. Recently, the United Nations Scientific Committee 
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on the Effects of Atomic Radiation [1] has been paying increasing attention to 
cancers of the salivary glands, which were recently introduced as an organ of 
interest by international bodies such as ICRP [3]. In Brazil, reference levels for 
panoramic radiography have not been adopted, mainly because there are few 
dosimetric researches in PDR.

Technical Reports Series No. 457 [4] suggests the use of the quantity kerma 
length product (PKL) to measure the dose in PDR. Another quantity that can be 
used is the kerma area product (PKA). Some factors make it difficult to measure 
these values. For instance, the fact that the system moves during the emission of 
X rays and that the irradiation fields are small, etc., make it difficult to perform 
the dose measurement and identify the field size. The point is to determine the 
most appropriate method considering its practicality and uncertainty. 

The goals of this study were to verify the viability of a PKA meter and a CT 
ionization chamber to assess PKA and PKL in a panoramic X ray unit as feasible 
methods of obtaining dosimetric values to quantify patient exposure and to 
identify typical values for this type of examination. 

2. MATERIALS AND METHODS

In this work, two methods for obtaining PKA were tested in panoramic 
devices (Rotographic Plus, Villa Sistemi Medicali, Fig. 1). The items used were a 
Diamentor M4-KDK PKA meter, a Radcal 9015 dosimetric system with 
electrometer model 9015 with a CT ionization chamber (10X5-3CT), and a 
thimble chamber (10X5-6). 

2.1. Measurements with PKA meter

PKA meters are calibrated by the manufacturer, traceable to a primary 
measure of air kerma area product in a geometry different from the one to be used 
in practice. Thus, the meter must be calibrated in situ. In PDR, the distances are 
fixed, the X ray tube rotates during the exposure, the radiation beam is extremely 
narrow and the collimator is fixed. To overcome these difficulties, the meter was 
calibrated in cephalometric mode, since the beam quality does not depend on the 
mode of use, but on the tube voltage and on total filtration.
108

To calibrate the PKA meter, the real value of PKA was estimated from the 
measurement of air kerma (at certain distance from the focus) and the irradiated 
area (on a film exposed at the same point where the air kerma was measured).
This value, PKAcalculated, is compared with the value measured by the PKA chamber, 
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PKAmeasured, thus obtaining a calibration factor. All values of PKA measured later 
were corrected by multiplying by this factor. 

The PKA calibration procedure was performed as follows:

— An 18 cm × 24 cm radiographic film was placed within the primary beam 
(Fig. 2(b)). In order to obtain an image without scattering, the film was put 
into an envelope without intensifying screen. Once exposed, it was 
developed, and the irradiated area was calculated. The irradiation 
parameters were 60 kVp, 10 mA and 0.6 s.

— The PKA ionization chamber was placed in front of the exit of the first 
collimator (Fig. 2(a)). At the same time, the 6 cm3 ionization chamber 
(Radcal 10X5-6) was placed at the same point where the film had been 
placed before (Fig. 2(b)). Subsequently, an irradiation was made. Measured 
values were recorded. 

FIG. 1.  Rotographic Plus (Villa Sistemi Medicali) panoramic dental equipment.
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In order to calculate the area, its edges were defined by measuring the 
optical density of the film to determine the point where there was a 50% 
reduction in its value. The dimensions of the rectangle were measured with an 
accurate ruler. With all the measured values, the following comparison was made 
(Eq. (1)):  
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(1)

where

K   is the measured air kerma;
Area is the irradiated area on the film;
α    is the calibration factor;

and PKAmeasured is the PKA value measured with the PKA meter.

2.2. Measurements with a CT pencil chamber

For each value of voltage and current of the tube, dosimetric measurements 
were performed with the PKA ionization chamber positioned in front of the first 
collimator and CT chamber in front of the second collimator (Fig. 3). The 

a

b

FIG. 2.  (a) Set-up of the PKA ionization chamber. (b) Set-up of the film and 6 cm3 ionization 
chamber.

K Area PKA measured¥ = ¥a
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procedure was repeated using other collimators on the equipment (e.g. 
collimators for children). The height of the radiation beam at the entrance of the 
second collimator was measured on an exposed radiographic film at the same 
point where the CT chamber had been placed.  

The values obtained with the PKA meter were compared with the values 
calculated from CT chamber data using Eq. (2)
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(2)

where

PKL is the kerma length product measured with a CT chamber;
h  is the height of the radiation beam at the entrance of the second collimator.

3. RESULTS

In the film used to calibrate the PKA meter, the uncertainty of length of the 
irradiated area was estimated at 1 mm. Measurements were: width = 90 ± 1 mm; 
height = 93 ± 1 mm The area of the rectangle and its uncertainty were calculated 
using Eq. (3) thus:

2

FIG. 3.  Set up of CT pencil chamber.

P P hKAcalculated KL= ¥
111

Area = 8370 ± 131 mm
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Table 1 shows the results of measurements (average of 3 expositions) 
performed for obtaining the PKA meter calibration factor. The air kerma 
measurement associated uncertainty was 6.4% (k = 2). The PKA measurement 
associated uncertainty was 11% (k = 2). 

The average PKA calibration factor obtained was 0.80 ± 0.13. Similar values 
were obtained for other equipment. This value was used to calculate de actual PKA

value, measured during the simulated examinations.
Table 2 shows the PKA and PKL values obtained during simulation tests in a 

panoramic equipment evaluated. The height of the field was constant and the 
value found was 11.8  0.1 cm. The associated uncertainty related to the CT 
chamber was 13% (k = 2). 

Both evaluated methods found similar values when compared. The values 
of PKA and PKL in the authors’ work were similar to those found in the literature 

TABLE 1.  MEASUREMENTS PERFORMED DURING THE PKA METER 
CALIBRATION (mA = 10)

kVp
Time

(s)
Air kerma

(Gy)
PKAcalculated

(cGy·cm2)
PKAmeasured

(cGy·cm2)
Calibration factor 

70 1.0 46.0 0.37 0.46 0.81 

70 2.5 112.0 0.92 1.12 0.82 

70 3.0 135.0 1.09 1.35 0.81 

75 1.0 59.0 0.48 0.60 0.80 

75 2.5 146.0 1.18 1.48 0.80 

75 3.0 178.0 1.45 1.79 0.81 

80 1.0 70.0 0.57 0.70 0.81 

80 2.5 178.0 1.39 1.78 0.78 

80 3.0 206.0 1.67 2.11 0.79 

85 3.0 247.0 2.00 2.56 0.78 

Average PKA calibration factor 0.80 
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[5–7]. For example, Helmrot and Carlsson [6] found a PKA value equal to 
0.04 Gy·cm² at 64 kV, which is very close to the value 0.034 Gy·cm² found in this 
study. Differences in values can be justified for small differences in the 
techniques used. Since published papers do not always have the associated 
uncertainties, it is difficult to compare values obtained with those of other 
authors. 
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4. CONCLUSION

Both measurement methods can be employed as simple and direct ways to 
measure patient doses for this type of examination. Relying on dosimetric values 
in this type of oral examinations promotes greater control of patients’ exposure.

The calculations required are simple, quick and easy, thus did not introduce 
many sources of uncertainty in the measurement process. This makes it possible 
to include these tests in the quality control routine.

This methodology is being applied in other panoramic equipment in order 
to have enough dosimetric information. So, mechanisms for optimization of this 
practice can be proposed and, in the long run, reference levels for PDR in Rio de 
Janeiro and elsewhere in Brazil can be established.
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Abstract

It is well known that the large use of fluoroscopy in interventional radiology procedures 
may induce unintended injuries to the patients’ skin. For this reason, assessment of skin dose 
for these procedures is becoming increasingly important. This study aims to investigate the role 
of cumulative air kerma (CK) as an on-line dose indicator and to evaluate the possibility of 
defining a local CK trigger level that can help operators identify situations with high 
probability to exceed a peak skin dose of 2 Gy, the threshold dose for transient skin erythema. 
Cerebral angiography, aneurysm embolization and chemoembolization of liver cancer have 
been identified as the interventional procedures where high skin doses could be delivered. 
Dosimetric data — CK, air kerma area product (KAP) and fluoroscopy time — have been 
collected in a sample of procedures. The peak skin dose (PSD) has been measured with large 
area radiochromic films (Gafchromic, IPS, USA) located between the tabletop and the patient. 
PSD varied in very wide range, and in a few cases, were close to the threshold for main 
erythema and epilation (6 Gy). The correlations between PSD and CK have been assessed for 
each procedure type. A trigger level for CK has been derived to alert the interventionalist on the 
probability to have reached a PSD of 2 Gy. In the authors’ medical centre, trigger levels of 5200 
mGy and 2500 mGy have been established for brain aneurysm embolization and 
chemoembolization procedures, respectively.
115
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1. INTRODUCTION

The extensive use of fluoroscopy in interventional radiology procedures 
may induce unintended injuries to the patients’ skin varying from erythema to 
necrosis. Some cases have been described in a review paper by Koenig et al. 
[1, 2].

As stated by the European Directive 97/43/Euratom, patient dose should be 
periodically evaluated to guarantee optimisation and justification of the practice. 
Moreover, the International Commission on Radiological Protection recommends 
providing an adequate follow-up and eventual treatment of these injuries, for 
patients whose skin dose has been 3 Gy or greater [3].

The maximum skin dose (MSD) could be directly measured using film or 
thermoluminescent dosimeters [4, 5]. In this way, the operator does not have an 
immediate knowledge of the amount of dose received by a patient. It is important 
to perform an ‘on-line’ evaluation (e.g. during the procedure) of the patient’s skin 
dose to optimize the procedure in which the skin dose could be greater than the 
threshold for deterministic effects. Therefore, dosimetric indicators for estimating 
and monitoring patient skin dose in routine practice should be identified.

For interventional radiology procedures, kerma air product (KAP) and 
cumulative air kerma (CK) at the interventional reference point could be used as 
dosimetric indicators for skin dose. 

The aim of this work is to investigate the correlation between these 
parameters and the directly measured skin dose for a sample of interventional 
procedures. 

The dosimetric indicator that better correlate with the MSD should then be 
used to define trigger levels that indicate doses over the threshold for 
deterministic effects and the necessity of medical follow-up for possible radiation 
injuries, respectively.

2. MATERIALS AND METHODS

From October 2007 to October 2008, dosimetric data from procedures, both 
diagnostic and interventional, performed in two interventional rooms in Udine 
University Hospital (Udine, Italy) were collected. The procedures were 
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performed by four experienced radiologists with two angiographic systems 
(Axiom Artis dFa, Siemens, Germany), equipped with a digital flat panel 
detector. The peak skin dose (PSD) was measured with radiochromic films 
(Gafchromic XR-typeR, IPS, USA), placed between the patient and the couch in 
a sample of 61 procedures. The radiochromic films were calibrated under an 
angiographic beam for comparison with an ionization chamber (Radcal, 
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Model  2026C 6cc ion cahmber). Films were read with a flatbed scanner 
(Epson 1680pro) in reflective mode. Images obtained were evaluated in terms of 
dose with a Matlab homemade routine The overall uncertainty associated with 
MSD measurement was estimated at around 16%. The correlations between PSD 
and KAP and PSD and CK have been investigated for each procedure type.

3. RESULTS

Data collected are summarized in Table 1, shows: type of procedure, 
number of patients, mean values of fluoroscopy time (FT), KAP and CK at the 
interventional reference point.   

TABLE 1.  MEAN AND STANDARD DEVIATION FOR FT, KAP AND 
CK FOR A SAMPLE INTERVENTIONAL PROCEDURE PERFORMED 
AT     UDINE UNIVERSITY HOSPITAL, OCTOBER 2007 TO 
OCTOBER 2008         

Procedure Number FT
(min)

KAP
(Gy·cm2)

CK
(mGy)

Cerebral angiography 197 6.1 ± 8.2 1.1 ± 49.2   770.9 ± 887.4

Aneurysm embolization 76 26.6 ± 13.5 5.4 ± 60.8   2153.7 ± 1345.3

Chemoembolization 144 14.1 ± 7.7 210.5 ± 138.6    1136.3 ± 767.9

Embolizations 57 22 ± 41.6 269.7 ± 320.8   1384.7 ± 1472.0

Peripheral angiography 145 1.4 ± 1.9 43.4 ± 29.3 154.5 ± 106.1

Lower limb angioplasty 44 15.6 ± 9.9 24.7 ± 37.6 149.0 ± 237.6

Carotid angioplasty 73 9.4 ± 5.5 53.7 ± 26.0 247.3 ± 135.7

Iliac angioplasty 45 11.4 ± 9.8 80.5 ± 89.5 401.9 ± 293.8

Below-knee angioplasty 27 17.9 ± 10.4 8.9 ± 14.3 101.8 ± 326.0

Renal angioplasty 12 7.7 ± 3.5 48.8 ± 54.8 308.6 ± 270.3
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AAA/AAT 13 11.6 ± 5.1 87.6 ± 50.3 495.7 ± 248.6

Brachyteraphy 9 22.6 ± 19.8 16.4 ± 14.6 104.1 ± 94.5

Cavography 7 7.5 ± 6.5 66.1 ± 53.8 273.3 ± 216.4



TRIANNI et al.

Mean values of FT, KAP and CK indicate that cerebral angiography, 
aneurysm embolization and chemoembolization of liver cancer are procedures 

Fibrinolysis 10 19.9 ± 11.0 28.1 ± 29.6 113.2 ± 102.9

Caval filter 10 7.0 ± 7.3 64.1 ± 98.3 236.7 ± 282.7

Fistolography 10 4.6 ± 4.0 4.5 ± 14.6 28.4 ± 109.2

Flebography 26 6.5 ± 16.1 28.4 ± 58.9 300.2 ± 803.9

HVPG measurement 10 9.1 ± 7.1 29.2 ± 18.1 167.0 ± 100.1

TIPS 13 20.5 ± 13.3 117.3 ± 74.1 827.5 ± 609.5

Epiaortic trunk angiography 13 3.6 ± 3.3 40.9 ± 30.5 221.3 ± 150.4

Vertebroplasty 13 13.0 ± 16.1 51.4 ± 26.0 392.7 ± 157.3

TABLE 2.  PSD (MEAN VALUES, STANDARD DEVIATION AND RANGE) 
FOR A SAMPLE OF SELECTED INTERVENTIONAL PROCEDURES

Procedure No. PSD
(mGy)

Range
(mGy)

Cerebral angiography 25 352.4 ± 145.4      98.8 ± 561.9

Aneurysm embolization 18 1072.5 ± 1085.2     332.2 ± 4941.9

Chemoembolization 38 1343.8 ± 915.7     343.4 ± 4135.5

TABLE 1.  MEAN AND STANDARD DEVIATION FOR FT, KAP AND 
CK FOR A SAMPLE INTERVENTIONAL PROCEDURE PERFORMED 
AT     UDINE UNIVERSITY HOSPITAL, OCTOBER 2007 TO 
OCTOBER 2008 (cont.)        

Procedure Number FT
(min)

KAP
(Gy·cm2)

CK
(mGy)
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where high skin doses could be delivered. PSD has been measured in a sample of 
these procedures (see Table 2).

The correlation between PSD and KAP and CK was investigated. Results 
for cerebral angiography are represented in Figs 1 and 2 for KAP and CK, 
respectively.   
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Results for aneurysm embolization are reported in Figs 3 and 4 for KAP and 
CK, respectively.

FIG. 1.  Correlation between KAP and PSD for cerebral angiography.

FIG. 2.  Correlation between CK and PSD for cerebral angiography.
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Results for chemoembolization are reported in Figs 5 and 6 for KAP and 
CK, respectively.     
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4. DISCUSSION

Registered values of KAP, CD and FT are high and suggest high doses to 
the patient’s skin, in particular for cerebral angiography, aneurysm embolization 

FIG. 3.  Correlation between KAP and PSD for aneurysm embolization.

FIG. 4.  Correlation between KAP and PSD for aneurysm embolization.
120

and chemoembolization for liver cancer.   
Therefore, it is important to understand the meaning of these values in 

terms of skin dose. Moreover, it is important to allow the operator to have an 
immediate knowledge of the amount of dose received by the patient and to 
recognize those procedures in which the dose could be greater than the threshold 
for deterministic effects.



SESSION 4

For this reason, the correlation between dosimetric indicators such as KAP 
and CK given by the equipment and directly measured PSD has been assessed, 

FIG. 5.  Correlation between KAP and PSD for chemoembolization.

FIG. 6.  Correlation between CK and PSD for chemoembolization.
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and the possibility to establish trigger levels to be used in routinely practice has 
been investigated for cerebral angiography, aneurysm embolization and 
chemoembolization.
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4.1. Cerebral angiography

For cerebral angiography procedures, correlation between PSD and both 
dosimetric indicators is weak (R2 = 0.61 and R2 = 0.3, respectively, for KAP and 
CK). This is probably due to the high number of the projections at different 
angles used in these procedures. As a consequence, the definition of a trigger 
level was not possible. However, doses measured in the sample are quite low 
(maximum value of 561.9 mGy). 

A comparison was performed between FT, KAP and CK of the sample in 
which PSD has been measured and the values of the entire October 2007 to 
October 2008 database: mean values were not statistically different. Thus, it can 
be asserted that doses delivered in this type of procedure are generally not high, 
and the definition of trigger levels in this case is not relevant.

4.2. Aneurysm embolization

For aneurysm embolization procedures, correlation between PSD and KAP 
is weak (R2 = 0.4), instead correlation between PSD and CK is quite strong 
(R2 = 0.74), as reported in Figs 3 and 4. 

A retrospective analysis on the entire database was carried out using the 
linear coefficient to estimate PSD from CK. Estimated PSD exceeded the 
threshold for transient erythema (2 Gy) by ten times (13% of procedures) and two 
times the threshold for temporary epilation (3 Gy). Therefore, it is necessary in 
this case to define a trigger level that indicates the possible exceeding of 3 Gy for 
PSD. The value established in terms of CK for that type of procedure in the 
authors’ medical centre is 5200 mGy. 

4.3. Chemoembolization for liver cancer

For chemoembolization procedures, there was a good correlation of PSD 
(R2 = 0.68) with KAP and very strong correlation with CK (R2 = 0.93) (Figs 5 
and 6). Also, for these procedures, a retrospective analysis on the entire database 
was conducted using the linear coefficient between PSD and CK, which found 
that PSD exceeded the threshold for transient erythema (2 Gy) in 25 procedures 
(17% of the total number) and in one procedure, PSD was estimated at higher 
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than 5 Gy. Therefore, also in this case, it is necessary to define a trigger level that 
indicates the possible exceeding of 3 Gy for PSD. The value established in terms 
of CK for chemoembolization procedures in the authors’ medical centre is 
2500 mGy.
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5. CONCLUSION

Doses delivered to the patient’s skin during some interventional procedures 
could be very high and exceed the threshold for tissue reactions.

The study proposes a methodology to assess trigger levels for interventional 
radiology. This trigger level might be a useful instrument for alerting the 
physician for high skin dose procedures. CK appears to be a better dose indicator 
than KAP for the type of procedure analysed. Consequently, the relationship 
established between CK and MSD could be used to derive trigger levels. It does 
not represent the general relationship between CK and MSD because it is strictly 
dependent on many different parameters such as procedure, the physician’s 
experience, calibration and reading of films, and KAP meter calibration. 

CK trigger level is not a dose constraint or dose limit, but it is a useful 
instrument for the identification of unusually high levels of radiation that require 
investigation if substantially exceeded.

In our centre, these levels are 5200 mGy and 2500 mGy, respectively, for 
aneurysm embolization and chemoebolization.
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Abstract

The study was carried out in Soba University Hospital, Khartoum with the objectives to: 
(a) determine the entrance surface dose (ESD), organ dose and effective dose (E) associated 
with paediatric patients undergoing micturating cystourethrography (MCUG), and (b) to 
evaluate the technique applied to reduce the dose to patients and comforters. A total of 
60 thermoluminescence dosimeter (TLD) circular chips of lithium fluoride (LiF: Mg, Cu, P) 
were used in this study. The TLD signal was read using an automatic TLD reader (Fimel PCL3, 
France) in an atmosphere of inert nitrogen. The ESD was determined by TLDs for 33 children. 
Moreover, the surface dose was evaluated for the comforter, who helped in support and comfort 
of the children during the examination. ESD was used to estimate E using the National 
Radiological Protection Board (NRPB SR279) software. The mean ESD and E resulting from 
MCUG procedure was estimated at 5.51 mGy and 0.22 mSv, respectively. The mean ESD 
results for all patients were greater than previous studies, which indicate the need for radiation 
dose optimization. The results of this study provide baseline data to establish reference dose 
levels for MCUG examination in young patients in Sudan. 

1. INTRODUCTION

Micturating cystourethrography (MCUG) or voiding cystourethrography is 
the definitive method of assessing the lower urinary tract and accounts for 40% of 
all fluoroscopic procedures performed on children in Europe [1, 2]. It is 
particularly valuable for the assessment of vesicoureteric reflux (VUR), a 
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common abnormality found in children with urinary tract infection (UTI), which 
causes renal damage [3]. UTI incidence during childhood has been estimated at 
8% for girls and 2% for boys, and the incidence of VUR estimated at 52% [4], 
mostly occurring in the first year of life [5, 6]. MCUG involves inevitable 
radiation dose to the paediatric patients as well as to the comforter, i.e. 
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individuals helping in the support, care and comfort of the children during the 
examination. 

Radiation doses to children undergoing fluoroscopy examinations are of 
concern due to their higher risk of developing radiation induced malignancies 
than adults. During MCUG procedures, the comforter is usually located close to 
the radiation field and is exposed to scattered radiation. The Council of the 
European Union has adopted Directive 97/43/EURATOM [6], which requests 
Member States to ensure that dose constraints are established for exposure of 
those individuals (voluntary helpers) knowingly and willingly helping patients 
undergoing medical diagnosis or treatment. As the number of examinations 
procedures performed in paediatrics and children worldwide continues to 
increase, growing concerns have been raised about the radiation exposures to 
pediatric patients and their comforters. Several studies have been published 
[7–13] on patient doses during MCUG procedure that stress the importance to use 
the lowest radiation dose necessary without compromising clinical diagnosis.

The objectives of this study are to: (a) determine the entrance surface dose 
(ESD), organ and thyroid surface dose, effective dose (E) and relevant radiogenic 
risks associated with paediatric patients undergoing MCUG, and (b) evaluate the 
technique applied in order to reduce patient and co-patient dose.

2. MATERIAL AND METHODS

2.1. Dosimeter

The dosimeters used in this work were TLD-GR-200 circular chips, 4.5 mm 
in diameter and 0.8 mm thick. These TLDs were calibrated under reproducible 
reference condition using a Phillips Duo Diagnost X ray machine (Phillips
Medical Systems, Hamburg, Germany) and a PTW CONNY ΙΙ ionization 
chamber connected to radiation monitor controller at 100 cm SSD, using 75 kV 
and 20 mA. Both the chamber and electrometer were calibrated for the energy 
ranges 30–120 kVp at the national standards laboratory. TLDs were irradiated on 
a perspex calibration test bed which had been constructed with the dimensions of 
25 cm × 25 cm × 10 cm. Each TLD was identified by its position in the array. 
Individual calibration factors were obtained by irradiating the entire group to the 
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same dose. The measured signal of each TLD obtained by the reader was divided 
by the mean signal of the group this process was repeated three times to minimize 
the effect of statistical variations. The TLD signal was read using an automatic 
TLD reader (Fimel PCL3, France) in an atmosphere of inert nitrogen. 
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The time–temperature profile was divided into: 

— Pre-heat temperature: (pre-readout) is done by heating to 155°C, to ensure 
consistency of the reading and to remove unwanted peaks;

— Acquisition: the signal is acquired up to 260°C with a heating rate of 1°C/s 
to obtain the glow curve. 

Prior to each irradiation, all dosimeters were annealed (as recommended by 
the manufacturer) in an annealing oven (TLDO, PTW, Freiburg, Germany), with 
accuracy better than 1% used to anneal the detectors at 240°C for 10 min.

2.2. X ray machine

An under couch fluoroscopy unit and over couch intensifying screen made 
in 2005 (Toshiba, KXO-15E (Toshiba Corporation, Japan)) was used. The 
minimum tube filtration was 2.5 mm aluminium. The kV and mA ranges are 
150–40 and 640–20, respectively. The machine had already passed the routine 
quality control tests performed by the Sudan Atomic Energy Commission.

2.3. MCUG procedure

An MCUG examination is a specific radiological procedure performed 
under fluoroscopic screening to visualize the bladder by filling it with contrast 
media and to evaluate the urethral morphology during voiding. 

Catheterization was performed under strict aseptic conditions. Intermittent 
fluoroscopy was performed to detect VUR or other abnormality. Radiographic 
images were taken as follows:

— Scout radiograph of the kidneys and bladder before contrast is injected;
— Right and left oblique views of the bladder when full in order to show the 

vesicoureteral regions;
— The urethra while voiding;
— Post-void radiograph of the bladder and kidneys.

More radiographs may be taken when an abnormality is discovered. 
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2.4. Dosimetry of patients and comforters 

A total of 33 children were examined in the Radiology Department of Soba 
University Hospital in Khartoum. Radiation doses were measured by directly 
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placing a labelled TLD envelope on the skin at the centre of the field of view and 
on the thyroid. 

For comforters of the patient helpers, two envelopes were used: one at the 
chest level above the lead apron (0.5 mm thick lead equivalent), and the other, at 
the level of the waist under the lead apron. The comforter dose, E, was estimated 
by using the following formula [14]:

E = 0.06(HOS – HU) + HU (1)

where HOS is the dose measured by the dosimeter at the neck (shallow depth) and 
HU is the dose measured under the apron at waist level (deep). 

For each patient, the following parameters were recorded: radiographic data 
(kV, mA·s and exposure time), fluoroscopic data (minimum and maximum kV 
and mA and total exposure time) and patient data (name, gender, age, weight, 
height, date of birth, clinical indication, radiologist, start and end time of the 
procedure). 

2.5. Patient effective and organ dose estimation

ESD was used to assess the equivalent organ dose for selected organs 
during MCUG procedure. Organ dose (mGy) estimation was performed by using 
the National Radiological Protection Board (NRPB-SR279) [15] computer 
software.

3. RESULTS

Thirty-three children, seven girls and 26 boys, with an age range of 48 d to 
ten years were examined. Of the 33 children, 15 patients had positive VUR and 
18 had negative VUR. Characteristics for male patients are presented in Table 1, 
which demonstrates large variations.  

TABLE 1.  MEAN VALUES FOR MALE PATIENT CHARACTERISTICS, 
SCREENING TIME AND NUMBER OF RADIOGRAPHIC IMAGES
128

Age group N Patient age
(year)

Height
(m)

Weight
(kg)

BMI
(kg/m2)

Screening time
(min)

Number
of images

All 33 4.21
(0.13–10)

0.96
(0.5–1.5)

13
(3–35)

13.40
(6.45–21.05)

2.8
(1.1–9)

5
(3–8)



SESSION 4

Mean kV and mA·s obtained during the examinations were 56 kV and 9.9 
mA·s, respectively, as shown in Table 2.

For all patients the mean, minimum, median, 3rd quartile and maximum 
values of ESD obtained by TLD for MCUG examination are presented in Table 3.

The organ equivalent dose (mSv) to the skin, testes, urinary bladder, uterus 
and ovaries for all patients are presented in Table 4.

Finally, for comforters, the mean, minimum, median, third quartile and 
maximum of radiation dose (mGy) as well as the effective dose values are 
presented in Table 5.        

TABLE 2.  MEAN VALUES OF RADIOGRAPHIC AND FLUOROSCOPIC 
EXPOSURE FACTORS

Radiography Fluoroscopy 

kVp mA·s kVp mA·s

56
(44–70)

9.9
(4–30)

56.34
(50–74)

0.55
(0.2–1)

TABLE 3.  MINIMUM, MEDIAN, MEAN, THIRD QUARTILE AND 
MAXIMUM VALUES OF THE ESD AND THYROID DOSES (mGy) FOR 
PATIENTS

Patient Mean Minimum Median 3rd quartile Maximum

ESD 5.51 0.39 4.75 8.89 16.12

Thyroid 0.30 0.13 0.24 0.27 1.53

TABLE 4.  MEAN ORGAN RADIATION EQUIVALENT DOSE (mSv per 
MCUG PROCEDURE)

Organ Skin Testes Urinary bladder Ovaries Uterus Effective dose
129

Organ equivalent dose (mSv) 0.43 0.27 0.35 0.54 0.49 0.22
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4. DISCUSSION

This study intended to provide a detailed evaluation of radiation dose 
during MCUG and to analyse factors that might affect the radiation dose for both 
patients and comforters.

4.1. Patient body characteristic data 

The patient body characteristic data (age, height, weight and BMI) in 
Table  1 are comparable to mean values reported in the literature [7–10]. The 
Screening time ranged from 1.1 min to 9 min. The mean screening time, as shown 
in Table 1, was greater than that previously reported, which ranged from 0.4 to 
8.9 min [8]. Perisinakis et al. [9] reported a mean fluoroscopy time and number of 
radiographs during MCUG as 0.73 min and 2.3 min for female patients, and 
0.91 min and 3.0 min for male paediatric patients, respectively. The number of 
radiological views depends on the technique used at various radiological centres. 
In this study, the mean number of radiographs per MCUG examination ranged 
from 3 to 8, which is lower than that reported by Sulieman et al. [7] (see Table 6).

4.2. Exposure factors

The exposure factors (kVp, mA) for all patients were comparable to 
exposure factors reported in previous studies [7–10, 16]. In general, high kVp 

TABLE 5.  MINIMUM, MEAN, MEDIAN, THIRD QUARTILE AND 
MAXIMUM VALUES OF COMFORTERS RADIATION DOSES (mGy) AND 
EFFECTIVE DOSE (mSv)

Co-patients Mean Minimum Median 3rd quartile Maximum

Chest 0.27 0.18 0.21 0.24 1.60

Waist 0.21 0.14 0.20 0.24 0.30

Effective dose 0.21 0.15 0.20 0.23 0.38
130

increases the scatter radiation and thus also the patients’ dose, while decreasing 
the contrast of the image. The quality of the radiation depends on the tube voltage 
and the total filtration of the X ray beam. Radiographic exposure factors used in 
this study ranged from 44 kVp to 70 kVp and time current product from 4 mA·s 
to 32 mA·s during the examination. Fluoroscopic applied voltage ranged from 
50 kVp to 74 kVp and tube current from 0.2 mA to 1 mA (see Table 2).
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Sulieman et al. [7] reported that MCUG with digital equipment and fluoroscopy 
captured image technique could reduce the dose to a patient by up to 50%. Ward 
et al. [13] reported that, grid controlled variable rate pulsed fluoroscopy reduce 
the radiation dose to a patient at least eight times lower than continuous 
fluoroscopy during MCUG.

No significant correlation was found between patient dose, patient 
characteristics, and exposure factors, but it should be noted that the patient dose 
depends on the complexity of the procedure. In general, variations in patient 
morphology and exposure factors influence the patient dose and image contrast.

TABLE 6.  THE MEAN PATIENT PARAMETERS, SCREENING TIME, 
NUMBER OF RADIOGRAPHIC IMAGES, ESD AND EFFECTIVE DOSE IN 
VARIOUS STUDIES

Author N Age
(year)

BMI
(kg/m2)

Screening
time
(min)

Number of
radiographic

images

Dose area
product

(Gy·cm2)

ESD
(mGy)

Effective
dose

(mSv)

Present study 33 4.21 13.40 2.8 5 NRa 5.51 0.22

Suleiman
  et al. [7]

52 0.0–2 15.35 0.75 1.18 NR 1.13 0.20

Perisinaks
  et al. [9]

19 0–1 16.9 0.73 6.3 0.41 NR (0.12–1.67)b

(0.15–1.45)c

Fotakis
  et al. [10]

30 NR NR 3 NR NR 4.58 (0.76 ± 0.28)b

(0.86 ± 0.31)c

Travassos
  et al. [16]

37 3 18.8 8.5 11 7.94 113.5 NR

a NR: not reported.
b Girls.
c Boys.
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4.3.       Patient absorbed and effective dose

The mean ESD and E resulting from MCUG procedure have been estimated 
at 5.51 mGy and 0.22 mSv, respectively, for the patient population (see Table 5). 
The mean ESD result for all patients was higher than previous studies, as shown 
in Table 6. Considerable variations were observed among patient populations in 
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terms of radiation dose and fluoroscopic time (Tables 1–3). These variations are 
due to the different indications, patient characteristics and clinical indications.

Since MCUG involves direct irradiation of some of the internal and in 
radiosensitive organs, equivalent doses for specific organs were estimated, as 
shown in Table 4. Ovaries and testes dose, which are of concern due to the 
hereditary effect of radiation, were estimated at 0.54 mGy and 0.27 mGy, 
respectively. In comparison with Sulieman et al. [7], the mean equivalent doses 
for ovaries and testes were significantly higher, at 0.44 mSv and 0.33 mSv, 
respectively. The equivalent dose for brain, eye lenses, thyroid and thymus were 
very low values because they were not in the field of view (pelvis region). 

4.4. Dose to the patient comforters

The measured doses to the comforter (mGy) are presented in Table 5. The 
mean and range of effective doses to them were 0.21 mSv and 0.15–0.38 mSv, 
respectively. As expected, the comforters were exposed to scatter radiation, while 
their radiation dose was high because they were always near to the primary beam.

The radiation dose inside the lead apron is insignificant, and the examiners 
are adequately protected. The results this study are comparable with those of a 
previous study [7], where it was reported that a mean dose to the comforter was 
0.14 mGy, with a range from 0.03 mGy to 0.5 mGy.

5. CONCLUSION 

This study indicates the need for radiation exposure reduction to patients 
and comforters, and underlines the importance of the protection for pediatric 
patients. The mean patient dose for MCUG is high compared to the other studies 
found in the literature. The mean effective dose for comforters to the comforters 
is well within established safety limits. The results of this study provide baseline 
data to establish reference dose levels for MCUG examination in very young 
patients in Sudan.
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Abstract

Virtual human phantoms, frequently used for organ and tissue absorbed dose assessment 
in radiology, normally represent the human body either in standing or in supine posture. This 
raises the question as to whether it matters dosimetrically if the postures of the patient and of 
the phantom do not match. This study uses the recently developed FASH2_sta (Female Adult 
meSH) and FASH2_sup phantoms which represent female adult persons in standing and supine 
posture. The effect of the posture on organ and tissue absorbed doses will be studied using the 
EGSnrc Monte Carlo code for simulating abdominal radiographs and special attention will be 
directed to the influence of body mass on the results. For the exposure conditions considered 
here, posture-dependent absorbed dose differences by up to a factor of two were found. 

1. INTRODUCTION

In X ray diagnosis, depending on the protocol of the radiological procedure 
to be carried out, patients have to take up a specific posture relative to the X ray 
beam. For examinations of organs and tissues located in the human trunk, the 
standing and the supine (lying on the back) postures are those most frequently 
used in routine X ray diagnosis. Owing to the gravitational force, a number of 
anatomical effects occur when a standing person takes up a supine posture, such 
as cranial (towards the head) and dorsal (towards the back) shifts of organs, 
compression of the lungs and change of the fat distribution. Consequently, the 
question is whether such anatomical effects could significantly influence the 
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absorbed dose to radiosensitive organs and tissues caused by radiological 
examinations. 

Often, methods to determine absorbed dose to organs and tissues use 
phantoms, which normally represent human bodies either in standing or in supine 
posture. Consequently, one has to develop a human phantom representing both 
postures in order to find an answer to the question raised above. Using male and 
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female adult phantoms, such an approach has recently been reported by Cassola 
et al. [1]. In their study, the MASH2 (Male Adult meSH) and the FASH2 (Female 
Adult meSH) phantoms have been designed in the standing as well as in the 
supine posture. Using 3-D modelling software, the standing phantoms have been 
developed based on anatomical atlases. Their organ and tissue masses, whole 
body mass and body height correspond to the reference data given by ICRP89. 
Then, the standing phantoms were transformed into supine phantoms by shifting 
organs and deforming fat based on anthropometric and medical data, such as 
sagittal diameters for different postures, cranial and dorsal shifts of organs and 
posture dependent lung volumes found in the medical research papers cited by 
Cassola et al. [1]. Monte Carlo calculations of organ and tissue absorbed doses 
were carried out for various exposure scenarios. For simulated X ray exposures of 
the thorax and the abdomen, posture dependent differences between organ and 
tissue absorbed doses of more than 60% were found. Cassola et al concluded that 
with increasing body mass the ‘posture effect’ on organ and tissue absorbed dose 
is expected to increase, because the lateral shift of more fat would increase the 
difference between the sagittal diameters for the two postures. This paper aims to 
verify this expectation. 

2. MATERIALS AND METHODS

For the purpose of this study, the whole body masses of both versions of the 
FASH2 phantom (Figs 1 and 2) have been increased by 5 kg of subcutaneous fat. 
Frontal and lateral views of the heavier FASH2+5kg_sta and FASH2+5kg_sup 
phantoms are shown in Figs 3 and 4, respectively. Compared to the standing 
FASH+5kg_sta phantom, the supine phantom FASH2+5kg_sup has a smaller 
sagittal diameter, a greater lateral diameter, flatter breasts, broader shoulders and 
a different position of the arms. Internally, organs are shifted cranially and 
dorsally in the supine phantom to be shown later with the results. The comparison 
between Figs 1 and 2, on the one hand, and Figs 3 and 4, on the other hand, 
clearly reflects the increase of body mass.    

After voxelization [1], all four phantoms were coupled to the EGSnrc 
Monte Carlo code [2] and abdominal radiographs were simulated using the 
following exposure conditions: tube voltage of 90 kVcp, total filtration of 2.5 mm 
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Al, anterior-posterior (AP) projection, field size in detector plane of 
35 cm × 40 cm and focus-to-detector distance (FDD) of 115 cm. For all four 
phantoms, the field was centred on the body at the height of the iliac crest. 
Deposition of radial energy in organs and tissues was calculated based on coupled 
transport of photons and electrons in all segmented organs and tissues, and
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 FIG. 1.  FASH2_sta and FASH2_sup: frontal view of surfaces[1].
137

  FIG. 2.  FASH2_sta and FASH2_sup: lateral view of surfaces [1].
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FIG. 3.   FASH2+5kg_sta and FASH2+5kg_sup: frontal view of surfaces.
138

 FIG. 4.  FASH2+5kg_sta and FASH2+5kg_sup: lateral view of surfaces.
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additionally using microCT images of human spongiosa for the determination of 
absorbed dose to radiosensitive skeletal tissues [3]. Absorbed doses to organs and 
tissues were normalized to incident air kerma (INAK) [4], which was calculated 
simultaneously based on the air kerma to fluence conversion function for photons 
[5] during radiation transport of the photons through the phantoms, i.e. that the 
results were determined as conversion coefficients (CCs). Cut-off energies for 
photons were 2 keV for photons in all tissues, 20 keV for electrons in tissues 
located outside the skeleton and 5 keV for electrons in skeletal tissues.

3. RESULTS

In the case of external whole body exposure, all radiosensitive organs and 
tissues are located in the radiation field, so that for a given exposure situation, the 
average organ or tissue absorbed dose is primarily a function of the depth of the 
tissue of interest below the body surface in the direction of the radiation. Taking 
up a supine posture, causes the above mentioned changes, such as compression of 
the lungs, cranial and dorsal organ shifts, and a change of the subcutaneous fat 
distribution. As a consequence, organ absorbed doses for the supine posture can 
become greater or smaller than for the standing posture depending on the net 
effect of all the anatomical changes on the position of the organ under 
consideration. An X ray radiograph, however, usually represents a partial body 
exposure by which the position of an organ or tissue relative to the radiation field 
additionally becomes an influential parameter for the absorbed dose, which is 
especially important here because organ shifts due to posture change can move 
organs more into or more out of the radiation field. 

Exposure geometries for abdominal radiographs are shown for the 
FASH2_sta, the FASH2_sup, the FASH2+5kg_sta and the FASH2+5kg_sup 
phantoms in Figs 5–8, respectively. The field size was 35 cm × 40 cm in the 
detector plane, shown by the blue rectangle. The black rectangle represents the 
field size at the entrance plane. As the field position is the same with respect to 
the pelvis for all phantoms, the cranial organ shifts can easily be recognized in the 
figures. For example, in the supine posture the urinary bladder is partly shifted 
into the radiation field, while the liver, the stomach, the spleen are partly shifted 
out of the radiation field. The sagittal diameter across the field is smaller for the 
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supine phantoms than the standing versions and larger for the heavier phantoms 
than the original phantoms due to the increase of body mass.     

 For selected radiosensitive organs and tissues, Table 1 shows the results of 
the Monte Carlo simulation for FASH2_sta and FASH2_sup, called here the 
‘Base’ phantoms, and for FASH2+5kg_sta and FASH2+5kg_sup, termed here the
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FIG. 5.  Abdominal exposure of the standing FASH2_sta phantom. 90 kVcp, 2.5 mm Al, 
FDD = 115 cm, field size in detector plane = 35 cm × 40 cm, AP.

FIG. 6.  Abdominal exposure of the supine FASH2_sup phantom. 90 kVcp, 2.5 mm Al, 
FDD = 115 cm, field size in detector plane = 35 cm × 40 cm, AP.
140

FIG. 7.  Abdominal exposure of the standing FASH2+5kg_sta phantom. 90 kVcp, 2.5 mm Al, 
FDD = 115 cm, field size in detector plane = 35 cm × 40 cm, AP.
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‘+5 kg’ phantoms. The data represent the CCs between the average organ 
absorbed dose and the INAK in Gy/Gy, the statistical error in per cent and the 
ratio between the supine and the standing CCs for the ‘Base’ as well as for the 
‘+5kg’ phantoms. 

In the supine posture, for AP projection, the reduction of the sagittal 
diameter increases organ absorbed dose, while the dorsal organ shift decreases 
organ absorbed dose. Consequently, the net effect of the two parameters can lead 
to supine organ absorbed doses that are either greater or smaller than the standing 
organ absorbed doses. Additionally, the supine absorbed dose is influenced by a 
possible change of the organ position relative to the radiation field. 

The ‘Base’ ratios in column 6 of Table 1 show an increase of absorbed dose 
for the bladder wall, the colon wall, the ovaries, the small intestine wall, the 
uterus, the red bone marrow and the bone surface cells, because for these organs 
and tissues, the above mentioned net effect causes a reduction of the shielding 
when the phantom’s posture changes from standing to supine. For the small 
intestine wall, the supine absorbed dose is 15.5% greater than the standing 
absorbed dose, for example. In addition, the bladder is shifted into the radiation 
field in the supine posture, which increases the absorbed dose even further to 
reach 45.5%. The dorsal shift of the pancreas more than compensates the 
reduction of the sagittal diameter and the organ is shifted out of the field centre 
where the particle fluence has its maximum, which leads to a net decrease of the 
supine organ dose by 11.5%. For organs such as the kidneys, the liver, the spleen 

FIG. 8.  Abdominal exposure of the supine FASH2+5kg_sup phantom. 90 kVcp, 2.5 mm Al, 
FDD = 115 cm, field size in detector plane = 35 cm × 40 cm, AP.
141

and the stomach, a significant shift out of the radiation field occurs in the supine 
posture. Therefore, the absorbed dose for these organs decreases, for example, for 
the spleen, by 27.7%.  

The ‘+5 kg’ ratios in the last column reflect the impact of 5 kg additional 
subcutaneous fat. At the field centre, the sagittal diameter difference between 
standing and supine posture is 0.7 cm and 1.6 cm for the ‘Base’ and the ‘+5 kg’ 
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phantoms, respectively. The greater difference between the fat layers of the 
‘+5 kg’ phantoms and their distributions cause an additional increase of the 
absorbed dose difference between supine and standing posture for the bladder 
wall, the colon wall, the ovaries, the small intestine wall, the uterus, the red bone 
marrow and the bone surface cells; from 15.5% to 44.1% for the small intestine 
wall, for example. The kidneys, the liver, the pancreas, the spleen and the 
stomach experience the same fat layer difference in the ‘+5 kg’ phantoms, but as 
their supine absorbed doses were decreasing in the ‘Base’ phantoms, the net 
effect in the ‘+5 kg’ phantoms is a decrease of the difference between supine and 
standing absorbed dose; from 22.7% to 8.3% for the liver or from 18.7% to 1.3% 
for the stomach wall, for example. 

4. CONCLUSION

Dosimetric assessments of organ and tissue absorbed doses for patients 
submitted to radiographic examinations require the use of human phantoms that 
correctly reflect the posture of the patient according to the protocol of the medical 
procedure to be simulated. Ignoring the anatomical differences between the 
standing and the supine posture in organ absorbed dose calculations can introduce 
errors of up to 45.5% for the abdominal radiograph simulated here for the 
ICRP89-based FASH phantom. This investigation has demonstrated that with 
increasing body mass, some of the absorbed dose errors also increase. As shown 
in Table 1, the error can arrive at a factor of two for the urinary bladder wall, for 
example. For some organs, posture dependent absorbed dose differences may 
become smaller with increasing body mass. This occurs especially for organs that 
are (partly) shifted out of the radiation field in the supine posture, such as the 
liver. However, with further increasing body mass, an increase of the posture 
dependent absorbed dose difference is to be also expected for these organs. 

The posture dependent MASH2 and FASH2 phantoms are available to the 
scientific community and can be downloaded free of charge from 
www.grupodoin.com following the link ‘Caldose’.
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Abstract 

The Radiological Physics Center’s (RPC) mission is to assure the US National Cancer 
Institute and the cooperative clinical trial groups that participating institutions deliver radiation 
treatments that are clinically comparable. The RPC credentials institutions to participate in 
advanced technology trials using several anthropomorphic quality assurance phantoms. Owing 
to the recent implementation of several lung protocols requiring heterogeneity-corrected target 
doses, the RPC, through credentialing activities, evaluated numerous heterogeneity correction 
algorithms from various treatment planning systems. The thorax phantom was sent to nearly 
200 institutions since 2004. Institutions were requested to image, plan and treat the phantom as 
if a patient. The institutions submitted both homogeneous and heterogeneity corrected 
treatment plans, using the same number of monitor units. Initial evaluation of the target doses 
comparing the ratio of the homogeneous dose to heterogeneity corrected dose revealed a 
difference of 5–10% between doses calculated by the Clarkson and pencil beam (PB) 
algorithms and those calculated by the superposition convolution (SC), anisotropic analytical 
algorithm (AAA), and Monte Carlo (MC) algorithms. This difference was not obvious when 
considering the ratio of the thermoluminescent dosimeter (TLD) dose to the calculated 
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heterogeneity corrected doses in the centre of the target where the average TLD/target dose 
ratio was 0.97 ± 0.025 (SD) except for the Accuray MultiPlan Ray Tracing algorithm (ratio of 
0.87 ± 0.018). The dose profiles and binary agreement map (±5%/3 mm) comparisons of dose 
distributions near and in the target showed differences between classes of heterogeneity 
correction algorithms. The differences were due to the lack of lateral electron scatter in the PB 
and Clarkson type algorithms. The SC/AAA/MC algorithms accounted for the lateral scatter 
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and the agreement between measurement and calculation was good. In conclusion, various 
heterogeneity correction algorithms are more accurate at calculating doses to targets in the lung 
and these algorithms are being required for clinical trials treating lung tumours.

1. INTRODUCTION

The Radiological Physics Center (RPC) was established in 1968 to assure 
the National Cancer Institute (NCI) and the cooperative study groups that 
institutions participating in NCI sponsored cooperative clinical trials deliver 
prescribed radiation doses that are clinically comparable and consistent. The RPC 
accomplishes this by assessing each institution’s radiation therapy programmes 
through off-site, remote auditing and on-site dosimetry reviews. Mailable 
anthropomorphic quality assurance (QA) phantoms, which include pelvic, head 
and neck, spine and thorax phantoms, are used as an end to end test to verify the 
accuracy of tumour dose delivery for special treatment techniques, such as 
intensity modulated radiation therapy and stereotactic body radiation therapy 
(SBRT). The RPC is the only QA group to use these phantoms to credential 
institutions to participate in specific advanced technology clinical trials. The QA 
phantoms verify the complete treatment process, from imaging and treatment 
planning, to set-up and dose delivery for institutions participating in clinical trials 
sponsored by the NCI.

QA for conventional therapy techniques and treatment planning dose 
calculations is described in American Association of Physicists in Medicine Task 
Group reports 40 and 53 [1, 2]. Unlike with conventional radiation therapy, 
treatment of the thorax presents additional unique QA problems. Target motion 
and heterogeneities in the beam path can complicate the delivery of dose to both 
target and normal tissues. Of particular concern is the accuracy of heterogeneity 
corrected dose calculations from various treatment-planning computers in 
clinical use today in tissues of low density such as the lung. Whether the 
algorithm is pencil beam (PB) based, superposition convolution (SC), Monte 
Carlo (MC) or Clarkson scatter corrected, dose calculations for the lungs should 
be verified in a clinically representative manner prior to clinical implementation 
and before use in clinical trials where consistency is of utmost importance.

The accuracy of dose calculations using heterogeneity corrections has 
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mostly been evaluated along the central axis and in the penumbral regions based 
on simple beam geometries using slab phantoms [3, 4]. Other studies have 
compared the accuracy of treatment planning systems to MC calculations from 
patient CT data sets [4–6]. However, there are very little data for advanced 
treatment planning systems designing heterogeneity corrected treatment plans 
using anthropomorphic phantoms [7–9]. The accuracy of dose calculations using 
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various heterogeneity correction algorithms delivered to an anthropomorphic 
phantom has yet to be studied in depth for multiple treatment planning systems, 
as indicated by the American Association of Physicist in Medicine Task Group 
Report No. 65 [10]. 

Owing to the large incidence and associated mortality of lung cancer, the 
NCI has made the treatment of lung cancer a high priority. As such, more 
sophisticated clinical trials are being developed requiring image guidance and 
accurate calculations of the dose distributions so that normal tissues can be 
avoided while delivering large stereotactic body radiation therapy doses with 
high dose gradients to the tumour. The ‘credentialing’ of institutions to 
participate in these lung trials is conducted by the RPC to ensure that all of the 
participating institutions deliver consistent radiation doses and in doing so, use 
heterogeneity correction algorithms that calculate the dose distribution as 
accurately and consistently as possible.

Verification of an overall treatment procedure should include patient image 
acquisition, treatment planning and dose delivery. Therefore, to verify the safety 
and accuracy of a complicated treatment delivery, the simple transfer of the dose 
distribution to a homogeneous cubic or cylindrical phantom [11] or a hypothetical 
benchmark case may be inadequate. However, an anthropomorphic phantom QA 
system that offers humanoid external shape, heterogeneities, targets and critical 
structures will allow a more complete evaluation of the overall treatment 
procedure. To this end, the RPC has developed, commissioned and used an 
anthropomorphic thorax QA phantom, which is similar to the RPC head and neck 
phantom described previously [12].

The goal of this work was to quantify and show the differences between 
measured and calculated photon doses delivered to an anthropomorphic thorax 
phantom, based on clinically relevant radiation therapy heterogeneity corrected 
treatment plans from several current generation treatment planning systems 
employing different heterogeneity correction algorithms.

2. MATERIALS AND METHODS

2.1. Anthropomorphic thorax phantom 
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Since the anthropomorphic thorax QA phantoms are mailed to institutions 
participating in clinical trials for credentialing purposes, they were designed to be 
lightweight and durable. The phantom’s overall physical dimensions were 
determined from a sampling of patient cases to simulate an average patient. The 
phantom, shown in Fig. 1, consists of a PVC shell filled with water that contains 
a simulated heart made of nylon, a spine made of PBT-polyester, lungs 
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constructed of compressed cork particles material, and a nylon lung tumour. The 
shell has an angled anterior surface that simulates the slope of the chest. The 
thorax phantom has a removable imaging/dosimetry insert within the left lung 
(seen in Fig. 1). The materials selected for each component were of similar 
density and CT number to actual tissues. The phantom was built to simulate 
actual patient anatomy, as shown in the CT images in Fig. 2. The superior side of 
the phantom provides access to the insert containing anatomical structures as well 
as thermoluminescent dosimeters (TLDs) and film dosimeters (Fig. 1). Two 
acrylic rods, each containing a TLD capsule at the tip, are inserted into hollow 
acrylic tubes that extend through the centre of the heart and spine to provide point 
dose measurements within these critical structures. A large acrylic tube in the left 
lung accepts the imaging/dosimetry insert. This insert locks into an alignment 
notch located at the end of the tube in a unique orientation to ensure positioning 
reproducibility. This alignment notch also ensured that the film dosimeters were 
always located in the coronal and sagittal planes. 

The imaging/dosimetry insert is split in half along the axial plane 
corresponding to the centre of the target to allow access to the film and TLD 
locations. The target is embedded in the lung substitute material so that a single 
insert serves as both the imaging insert and dosimetry insert. The two halves slide 
along two threaded nylon guide rods that maintain proper alignment of the 
superior and inferior film planes and TLDs. The dosimetry insert accommodates 
150

FIG. 1.  Thorax anthropomorphic phantom shown in the supine position with superior end 
exposed. For clarity, the lung insert is shown partially removed. The inset shows the lung insert 
disassembled with the superior lung section removed showing insert cross section with tumour 
and film slits.
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TLD capsules in the superior and inferior halves of the target and radiochromic 
film in the axial, sagittal and coronal planes. Each insert contains registration 
guide holes that are drilled through the outer acrylic sleeve and lung material to 
provide registration pinholesn the axial, sagittal and coronal films [12].  

2.2. Dosimeters

The selection of dosimeters for use within the phantom was based on 
compatibility with the TLD and radiochromic film dosimetry systems used at the 
RPC [13–18]. These two dosimeters have been shown to be suitable for use 
within the phantoms due to their well characterized dose response, quantifiable 
fading and a spatial resolution of 2 mm in high dose gradient regions [17–22].
Radiochromic film is approximately tissue equivalent and insensitive to light, and 
has no significant angular dependence [16, 23]. A more detailed description of 
the dosimeters used in the RPC QA phantoms and their analysis has been 
described by Molineu et al. [19]. The TLDs are used as an absolute dosimeter 
within the phantom and are located near the centre of the target and in the organs 
at risk. The film dosimeters are used as relative dosimeters that are normalized at 
a point to the corresponding TLD dose.

2.3. Phantom irradiation

FIG. 2.  Tranverse axial CT scan of the thorax phantom (right) and patient (left). Phantom 
anatomy compares well with patient anatomy.
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The thorax phantom was irradiated at over 200 institutions wishing to be 
credentialed for specific lung clinical trials. Institutions were initially asked to 
image the phantom as if it were a patient and then to develop a treatment plan 
assuming it to be a homogeneous phantom, but after approximately 100 
irradiations, the homogeneous plan was no longer required. Using the same 
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number of monitor units as calculated from the homogeneous plan, the institution 
recalculated the dose distribution using the heterogeneity correction algorithm. 
The institution was asked to submit both plans for comparison to the 
measurements. Only photon beams with energies ranging from 4 MV to 10 MV 
were used. The prescription was to deliver 6 Gy to at least 95% of the PTV with 
a minimum dose of 5.4 Gy to 99% of the PTV to a homogeneous phantom (not 
using the heterogeneity correction). The maximum dose to any point 2 cm from 
the PTV was to be less than or equal to 3.5 Gy. Less than 10% of the total volume 
of the whole lung could receive a dose greater than 2 Gy. No point in the spinal 
cord and heart was to receive a dose 1.8 Gy and 3 Gy, respectively. The 
phantom irradiation dose was delivered in one fraction.

Various planning systems and heterogeneity correction algorithms were 
used to plan the thorax treatment. These systems included Philips Pinnacle 
(Philips Medical Systems, Andover, MA) SC (adaptive convolve and collapsed 
cone) algorithms, Varian Eclipse (Varian Medical Systems, Palo Alto, CA) PB 
and anisotropic analytical algorithm (AAA) algorithms, TomoTherapy 
(TomoTherapy, Inc., Madison, WI) planning station SC, Accuray (Accuray, 
Sunnyvale, CA) Multiplan Ray Tracing and MC algorithms, Nomos (Best 
Medical International, Inc., Springfield, VA) Corvus PB, CMS ( Computerized 
Medical Systems, Inc., St. Louis, MO) XiO SC, BrainLab (BrainLab North 
America, Westchester, IL) PB and Elekta (Elekta, Inc., Norcross, GA) 
PrecisePlan Clarkson algorithm.

2.4. Comparison of treatment plan calculations and measurements

Point dose calculations from the treatment planning systems at the locations 
of the TLD were compared to the measured TLD doses. The institution was asked 
to contour the powder within the TLD capsule and determine the mean dose to 
the powder for comparison. Treatment plan isodose distributions and 3-D dose 
matrices from each phantom plan were submitted from which profiles and 2-D 
dose distributions were obtained and compared to the data from the film 
dosimeters in the sagittal and coronal planes. The 2-D film and dose calculation 
distributions were compared using a binary agreement map (BAM), discussed by 
Davidson et al. [24] Briefly, the planes of dose data were aligned using reference 
points marked on the films and by registering the calculated dose distribution 
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coordinate system to the film coordinate system. The BAM applied a ±5%/3 mm 
criterion level. Unlike the gamma index comparison, the BAM required that each 
point of comparison be within the ±5% criterion or that there be a dose point 
within ±5% within a ±3 mm distance from the point of comparison. Unlike the 
gamma index method, the BAM does not provide the level of detail of the regions 
that are near or far from a specified criterion as do gamma maps.
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2.5. Results

The thorax phantom was initially sent to any institution requesting the 
phantom regardless of the heterogeneity correction algorithm used. In addition, 
several controlled experiments were conducted by the RPC to evaluate the 
accuracy of specific treatment planning algorithms that would be used for clinical 
trial patients. From these studies and institution irradiations of the thorax 
phantom, the data in Table 1 were generated. 

Although there have been over 200 irradiations, the number of irradiations 
in Table 1 is less than 200, because at one point, institutions were no longer asked 
to submit the homogeneous treatment plan since it was not useful in the 
comparison of the phantom measured data and the plan calculation.

The initial evaluation of the target doses comparing the ratio of the 
homogeneous dose to heterogeneity corrected dose revealed a difference between

TABLE 1.  COMPARISON OF THE RATIO OF HETEROGENEITY 
CORRECTED DOSE TO THE HOMOGENEOUS CALCULATED DOSE AT 
THE CENTRE OF THE PTV FOR VARIOUS HETEROGENEITY 
CORRECTION ALGORITHMSa

TPS
Heterogeneity

correction
algorithm

No. of
irradiations

Ctr. of target
(avg.)

Dhetero/Dhomo

Ctr. of target
 (avg.)

DTLD/Dhetero

Pinnacle Adap. conv./CC conv 24 1.14 0.98

Hi-Art SC 9 1.15 0.99

XiO SC 10 1.13 0.97

Accuray Multiplan MC 6 1.10 0.98

Eclipse AAA 14 1.14 0.96

Eclipse PB 21 1.18 0.95

XiO Clarkson 3 — 0.93
153

Brain Lab PB 5 1.20 0.96

PrecisePlan Clarkson 2 1.19 0.99

Accuray Multiplan PB 6 — 0.87

a The TLD to heterogeneity calculated dose ratio to the centre of the PTV is also shown.
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several of the planning system algorithms. There was a 5–10% difference 
between the Clarkson/PB algorithms calculated corrected heterogeneity doses 
compared to the SC/AAA/MC corrected heterogeneity doses. The average value 
of the centre of target ratio Dhetero/Dhomo for the five algorithms in the black box 
and the remaining PB/Clarkson algorithms was 1.14 and 1.19, respectively. The 
values in the black box come from the more accurate heterogeneity correction 
algorithms. This difference was not obvious when considering the ratio of the 
TLD dose to the calculated heterogeneity corrected doses in the centre of the 
target where the average TLD/target dose ratio was 0.97 ± 0.025 (SD), with the 
exception of the Accuray MultiPlan algorithm (0.87 ± 0.018) and the XiO 
Clarkson algorithm (0.93 ± 0.009). The significant deficiency in the Accuray 
Multiplan PB heterogeneity calculation resulted in the company implementing its 
MC algorithm which calculates dose in a low density region accurately. The XiO 
Clarkson algorithm used a Batho correction and is known to overestimate doses 
in the low density lung region. Several of the algorithms selected for initial 
analysis were chosen based on an RTOG lung heterogeneity correction survey 
containing responses from 114 participating institutions of the heterogeneity 
correction algorithms used most often by clinical trial participants. The three 
heterogeneity correction photon algorithms most often utilized clinically in 
clinical trials were the SC [25, 26], PB [27] and the Clarkson with a heterogeneity 
correction. 

However, when observing the dose profiles and binary agreement maps 
(BAMs) (±5%/3 mm) of the dose distributions going through and around the 
target, there were clear differences between classes of heterogeneity correction 
algorithms, as seen in Fig. 3. The dose profile distributions representative of the 
Pinnacle SC data, MultiPlan MC, XiO Clarkson, BrainLab PB and Eclipse PB are 
compared in Fig. 3. The comparison of the measured phantom dose profiles with 
the TPS calculated profiles are in excellent agreement for the SC and MC 
heterogeneity correction algorithms. However, the agreement between the 
Clarkson and PB heterogeneity correction algorithms were not in good 
agreement. As noted in Table 1, the doses agree fairly well at the centre of the 
PTV, but at the edges of the profiles, the measured profiles differ from the 
calculated profiles using the Clarkson and PB algorithms at the edges of the PTV. 
The reason for this observed difference at the edges of the PTV was due to the 
lack of accounting for lateral electron transport in the PB and Clarkson type 
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algorithms. The SC/AAA/MC algorithms all accounted for this lateral scatter, 
and as such, the agreement between measurement and calculation was excellent. 
The incorporation of the lack of lateral scatter component to the heterogeneity 
correction algorithm plays a significant role in accurately calculating the dose in 
low density materials. 
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A BAM analysis using criteria of ±5%/3 mm was performed on a subset of 

FIG. 3.  Comparison of dose profiles between measurements and the heterogeneity corrected 
dose calculations for XiO Clarkson (A), Eclipse PB (B), BrainLab PB (C), Philips Pinnacle SC 
(D) and MultiPlan MC (E) algorithms.
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the irradiations for each TPS heterogeneity correction algorithm used to plan the 
treatments. An example of the BAM plots can be seen in Fig. 4 for the Pinnacle 
SC, Eclipse PB and Eclipse AAA algorithms. As mentioned above, the SC and 
AAA algorithm calculations show excellent agreement with the measurements 
from the thorax phantom, but the PB dose calculations do not agree as well, 
particularly in the region of the PTV edges. Areas shown in grey fell outside of 
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the ±5%/3 mm criteria and areas in black fell outside of a ±7%/7 mm criteria. The 
gamma analysis of the Clarkson heterogeneity correction algorithm (data not 
shown) was similar to the Eclipse PB results shown in Fig. 4, whereas the other 
SC and MC algorithms had very similar results to the Pinnacle results shown in 
Fig. 4. 

The percentage of pixels within the films for each phantom irradiation that 
passed the ±5%/3 mm gamma criteria comparing the dose calculations and 
measurements were tabulated for the various heterogeneity correction algorithms, 
as shown in Fig. 5. As noted earlier, the SC, AAA and MC heterogeneity 
correction algorithms were in better agreement with the measured dose values in 
the thorax phantom, ranging from 85 to 96% of the pixels passing the criteria. 
The Clarkson and PB algorithms performed rather poorly with agreement being 
as poor as 31% of the pixels passing for the MultiPlan Ray Tracing algorithm to 
61% for the Corvus PB algorithm. These data suggest that there are two distinct 
classes of heterogeneity correction algorithms, one that performs very well 
compared to measurement, and one that performs poorly for dose calculations in 
the low density regions of the lung.

Based on the authors’ analysis of comparisons between various types dose 
calculation algorithms using TLD and radiochromic film measurements in an 
anthropomorphic thorax phantom, it is concluded that the SC, AAA, MC 

FIG. 4.  BAM plots for Pinnacle SC (A), Eclipse PB (B) and Eclipse AAA (C) heterogeneity 
corrected dose calculations compared to measured dose distributions in a thorax phantom 
using a ±5%/3 mm criteria.

FIG. 4.  BAM plots for Pinnacle SC (A), Eclipse PB (B) and Eclipse AAA (C) heterogeneity 
corrected dose calculations compared to measured dose distributions in a thorax phantom 
using a ±5%/3 mm criteria.
156

algorithms perform more consistently and more accurately than the Clarkson and 
ray tracing algorithms when applied to treatment planning and dose calculations 
in the low density regions of the lung.  

In regions of low density, it was found that the use of the SC, AAA, and MC 
algorithms consistently met the ±5%/3 mm gamma criteria while the Clarkson, 
PB and ray tracing algorithms usually overestimated the dose in the PTV and 
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underestimated the penumbral broadening. This pattern of disagreement reflects 
the limitation of the one dimensional heterogeneity correction based algorithms. 
Numerous other studies have agreed with the above observation [10, 28–37] that 
the Clarkson and PB algorithms perform poorly in the lung as compared to the 
other algorithms tested. In addition to the work presented by Davidson et al. 
[21, 24], another study by Schiefer et al. [9] also performed a comprehensive 
study of heterogeneity correction algorithms in multiple planning system in 
clinical use today using anthropomorphic phantoms. The work by Schiefer et al. 
came to the same conclusions as presented in this work. Based on our findings, 
using the thorax anthropomorphic QA phantom as one of the RPC’s quality audit 
tools, new radiation therapy clinical trials of lung tumours require participating 
institutions to use either SC, AAA or MC heterogeneity correction algorithms to 
calculate the target and lung doses. The use of these more accurate algorithms 
should result in more consistent patient radiation doses resulting in steeper dose 
response curves increasing the effectiveness of the clinical trial in answering the 

FIG. 5.  Histogram of the percentage of pixels passing the ±5%/3 mm BAM criteria for the 
various heterogeneity correction algorithms in various treatment planning systems.
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trial question. 
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Abstract

In radiotherapy, accurate skin dose determination is a very important aspect to help 
reduce early and late skin effects. Planning system skin dose determinations are in general less 
reliable due to difficulties in beam modelling of the buildup zone in combination with accurate 
patient contour definition on CT images. Lithium formate monohydrate (LiFo) is already under 
investigation as an electron magnetic resonance dosimeter for radiotherapy. We present a 
feasibility study on the use of a  LiFo film dosimeter for skin dose determination during 
radiotherapy. Pure LiFo was mixed with a low melting point polymer and shaped into 
rectangular, flat dosimeters.  Irradiated films are read out using a Bruker EMRmicro

spectrometer. The dosimetric properties of the dosimeters were studied and preliminary clinical 
experiments were performed. The dosimeters showed great potential to be used as skin 
dosimeter for clinical irradiations.
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1. INTRODUCTION

The absence of charged particle equilibrium, the lack of accurate 
knowledge of the percentage depth dose curve in the first few millimetres of 
tissue, electron contamination and the partial volume effect are challenges to the 
current clinically used treatment planning systems (TPS). Skin dose, however, is 
an important factor during radiation therapy, especially when superficial tumours 
are being treated. High doses might lead to early and late skin effects (e.g. 
telangiectasia and erythema [1, 2]), and low doses might compomise tumour 
control. At the time of writing, skin dose measurements were impractical and 
time consuming. Film dosimeters are possible candidates for replacing the more 
classic measurement techniques.

Electron magnetic resonance (EMR) film dosimeters can be produced using 
different radiosensitive materials. L-a-alanine is the most common EMR 
dosimeter used today and alanine dosimetry is already used in clinical dosimetry, 
as stated by Schaeken et al. [3] and Anton [4]. Alanine has the disadvantage that 
relative high doses (4 Gy) are necessary to reduce the measurement uncertainty to 
an acceptable level for radiotherapy. Common radiotherapy treatments consist of 
approximately 2 Gy fractions, increasing the measurement uncertainty.

Lithium formate monohydrate (LiFo) dosimeters are new in the EMR 
dosimetry domain. LiFo has a theoretical sensitivity that is up to a factor of 
7 higher than alanine [5]. This can result in even smaller dosimeters than alanine, 
but can also decrease the dose necessary for reliable dose measurements in 
radiotherapy. LiFo has already been used for clinical dose determinations by 
Waldeland [6] and Gustafsson [7]. This work presents a feasibility study using 
LiFo as a dosimetric material in films to measure skin dose.

2. MATERIALS AND METHODS 

2.1. LiFo dosimeters

LiFo was obtained from Sigma-Aldrich N.B./S.A. and was melted with a 
low melting point polymer binder (ε-polycaprolactone). The mixtures (35  wt% 
LiFo and 65 wt% binder) were extruded using a twin-screw extruder and pressed 
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to shape rectangular sheets of desired thickness (0.5 mm and 1 mm) by Orfit 
Industries NV (Wijnegem, Belgium). The sheets were cut into rectangular strips 
to fit into the spectrometer’s resonant cavity quartz tubes (20 mm × 4 mm). Here, 
it is assumed that the LiFo is homogeneously distributed within the cut out 
dosimeter and the effective point of measurement was assumed to be half the 
thickness of the dosimeter. The average mass of the dosimeter batch was 
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103.64  mg with a relative standard deviation of 7.23%. In total, more than 
100 LiFo film dosimeters were irradiated for calibration and clinical situations. 
The calculated effective atomic number [8] is 6.66, compared to 7.23 for pure 
LiFo and 7.42 for soft tissue.

2.2. Irradiations

Dosimeters were irradiated with different irradiation units at different 
radiotherapy departments. 

The set of LiFo dosimeters for calibration and monitoring fading was 
irradiated at ZNA Middelheim, Antwerp, Belgium, with an Elektra SLi-3 linac. 
The photon beam energy used was 6 MV with a source–surface distance of 
100  cm and a field size of 10 cm × 10 cm. The dosimeters were positioned at 
dmax = 1.5 cm, between solid water plates, and were centred at the beam axis. 
Irradiated LiFo-films were stored in a room with controlled humidity (below 
50%) at room temperature and shielded from direct sunlight.

Some of the film dosimeters were placed on the skin during the complete 
course of clinical breast irradiations. The irradiations were performed at three 
different radiotherapy departments using different irradiation techniques (see 
Section 2.8).

2.3. EMR measurement

The LiFo film dosimeters were read out using an X-band spectrometer 
(Bruker EMXmicro) equipped with a high sensitivity resonant cavity 
(Bruker ER4119HS). To correct for fluctuations in spectrometer sensitivity, 
the dosimeters were read out simultaneously with a reference nuclide 
(Bruker  ER4119HS-2100). The spectrometer settings for LiFo-films were 
optimized for alanine [2]: centre magnetic field = 350 mT; sweep width = 30 mT; 
microwave power = 0.252 mW; field modulation = 0.5 mT; modulation 
frequency = 100 kHz; conversion time = 40.96 ms, and a sweep time =  83.89 s. 
To correct for rotational dependencies, each dosimeter’s reading was expressed as 
the average for two orientations: parallel (0°) and perpendicular (90°) to the 
magnetic field.
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2.4. Dose calculation

The dose was calculated using the intensity of the LiFo absorption in the 
EMR spectrum (Fig. 2) (A), corrected for mass (Am) and for fluctuations in
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spectrometer sensitivity using the reference substance (Am
ref, Eq. 1). Absorbed 

dose to water is calculated using a linear fit into the dose–response curve:

(1)

2.5. Rotational dependency

Film dosimeters are rectangular shaped, and consequently, rotational 
dependency of the dosimeter signal was expected. Rotational dependency was 
checked by acquiring absorption spectra after subsequent rotation of the 
dosimeter over 360° in steps of 45 ± 2°. The dosimeter was positioned without 
dedicated holder. This allowed the dosimeter to tilt slightly in the quartz tube.

2.6. Signal fading

Signal fading might occur and can depend on environmental conditions 
such as humidity, temperature and UV exposure. The evolution of the signal 
intensity in time was monitored with a dosimeter irradiated to 15 Gy in a 6 MV 
photon beam. 

The influence of UV was investigated by exposing the film to UV light with 
a QUV accelerated Weathering Tester (Q-lab Corporation, Ohio, USA). Previous 
tests with the Weathering Tester indicated that 200 hours in the QUV corresponds 
to one year of direct sunlight in Europe. The light intensity is 0.59 W/m2 and the 
UV spectrum contained wavelengths in the range of 365 nm down to 295 nm.

Irradiated LiFo films were also exposed to higher temperatures (37°C) to 
investigate the influence of temperature on fading behaviour.

2.7. Signal optimization

The signal strength obtained from the spectrum depends on the microwave 
power and magnetic field in the cavity. A higher microwave power and magnetic 
field increases the signal amplitude, but one should be aware of signal saturation 
at high microwave powers. In this experiment, a high dose (40 Gy) film 
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dosimeter was read out simultaneously with the reference substance. Both 
microwave power and modulation amplitude of the spectrometer were altered to 
determine an optimized spectrometer setting for the LiFo film dosimeters.
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2.8. Clinical irradiation

Integral skin doses were measured in vivo during the entire treatment for 
two different radiation techniques: (case 1) irradiation of brain metastasis with 
two lateral opposed large fields (30 Gy in 12 fractions); (case 2) breast 
conserving radiotherapy with forward intensity modulated radiation therapy 
tangential fields (target dose of 50 Gy in 25 fractions). In addition, LiFo film 
dosimeters were irradiated with the tomotherapy treatment modalities at UZ 
Brussel, Jette, Belgium. A treatment plan was created based on contours drawn 
on a cylindrical solid water phantom (TomoPhant, Gammex Inc., Middleton, 
USA) using MIMvista (MIMvista Corp., Cleveland, USA). Two contours were 
drawn (Fig. 8), one representing the breast and the other a lung as an organ at risk 
(OAR). 

In the irradiation plan, a 5 cm wide field with a pitch of 0.280 and a 
planning modulation factor of 2 was used. A dose calculation grid of 
0.390 cm × 0.390 cm was used. A dose of 20 Gy was prescribed to the target 
volume (breast) and the OAR was completely blocked resulting in a tangential 
radiation of the target volume. The dose was delivered in ten fractions, and the 
dosimeters were in place during the complete treatment.

The LiFo film dosimeters were fixed on the phantom using tape, and a 
MVCT scan of the phantom with the dosimeters attached was acquired prior to 
treatment to ensure correct positioning of the phantom. For dose estimations in 
the treatment plan, the MVCT scan was registered with the planning CT, and the 
LiFo dosimeters were contoured on the MVCT image set. To derive dose statistic 
at the location of the LiFo film volume, a recalculation of the dose volume 
histogram was performed using MIMvista.

To check the dose measurements with LiFo films, the irradiation was 
repeated using TLD-700 dosimeters. These were irradiated with one fraction and 
positioned at the centre location of the LiFo film dosimeter plane.

3. RESULTS

3.1. Calibration
165

A dose response curve was obtained by irradiating four dosimeters per dose 
point (Fig. 1). The dosimeters were irradiated to doses in the range of 5–50 Gy 
with an uncertainty of 1% (NCS18) [9]. The graph shows a linear relationship 
between the mass corrected amplitude and absorbed dose. At a dose of 10 Gy, the 
measurement uncertainty is of the order of 3.6%.
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The LiFo film spectrum (Fig. 2) shows a background signal. In this study, 
no background manipulation was performed. Background correction is still a 
topic under investigation.  

3.2. Rotational dependency

The rotational dependency was checked using dosimeters irradiated to 20 Gy. 
The dosimeter aligned with the magnetic field was defined as 0°. The results for 
angular dependency are shown in Fig. 3, and the signal intensity shows a maximum 
when the dosimeter is orientated perpendicularly to the magnetic field. The 
standard deviation of the mean value is 3.2%, but differences between maximum 
and minimum can reach up to 8.5%. This deviation is not acceptable, and care 

FIG. 1.  Calibration curve. A linear regression was performed between dose and EMR 
response. The measurements are corrected for mass and fluctuations in spectrometer 
sensitivity.
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should be taken of the orientation of the dosimeters in the cavity. 
The shape of the dosimeter can easily explain the significant rotational 

dependency. Standard EMR dosimeters are cylindrical in shape, having a 
homogeneous mass distribution in the cavity. This film has a rectangular shape 
and will cut through the magnetic field lines differently at each orientation in the 
cavity.
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3.3. Spectrometer settings    

FIG. 2.  LiFo film spectrum for 20 Gy. The left peak represents the LiFo absorption peak 
(ALiFo); the right peak is the reference signal (ARef ). 

FIG. 3.  Rotational dependency of the LiFo film dosimeters. The orientation where the film is 
aligned with the magnetic field is defined as 0°. 90° corresponds to a perpendicular orientation 
relative to the magnetic field. The squares and circles represent two different dosimeters.
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The spectrometer settings were optimized by adjusting the microwave 
power and modulation amplitude of the spectrometer. In Fig. 4, the signal 
intensity is plotted as a function of the magnetic field strength and microwave 
power for both the LiFo film signal intensity (A) and reference signal (B). Both 
the LiFo and reference signals show an increase in amplitude when a higher 
microwave power and magnetic field are applied. The reference amplitude shows 
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a decrease in amplitude when maximum power is applied. This effect is not 
observed for the LiFo amplitude. The optimized parameters for LiFo film 
dosimeters are shown in Table 1 and compared with the L-a-alanine parameters 
as used in the lab. 

3.4. Fading

Time dependency of the signal over a large period of time was studied using 
four dosimeters irradiated to 15 Gy, as shown in Fig. 5. The reference and mass 
corrected amplitudes were recorded during 21 weeks in regular time intervals. No 
fading was observed in the first few weeks after irradiation, in accordance with 
Vestad [5]. After 15 weeks, a significant drop in the signal was observed (10%); 
after 21 weeks, the signal fading increased to approximately 20%. 

The influence of UV light was checked using four dosimeters irradiated to 
50 Gy and was measured before and after exposure to UV light. After 30 min of 
exposure, no fading of the signal was found for the dosimeters. After 150 min of 
exposure, a fading of 5% (SD = 1.4%) was observed. During the UV exposure,    

TABLE 1.  EMR SPECTROMETER PARAMETER SETTINGSa 

Parameter L-a-alanine LiFo-film

FIG. 4.  Optimization of the parameters. (A) shows the intensity of the LiFo signal, (B) shows 
the intensity for the reference substance.
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Modulation amplitude (mT) 0.5 0.6

Microwave Power (mW) 0.252 1

a The L-a-alanine system of the Nuclear Technological Centre is compared to the preferred 
parameters for lifo film dosimetry.
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the temperature of the dosimeter increased to 37°C and the fading effect could be 
induced by both UV-light exposure and temperature. However, additional 
experiments with heating the dosimeters to a controlled temperature of 37 ± 1°C 
revealed no signal fading.

3.5. Clinical measurement

Clinical irradiations were performed using different irradiation techniques. 
For each dose point, two dosimeters were placed at positions likely to have high 
doses during treatment. Owing to the limited sensitivity of the current film 
dosimeters, the integral dose was measured to increase the absorbed dose to a 

FIG. 5.  EMR signal of dosimeter as a function of time. Dosimeters were stored at room 
temperature with relative humidity below 50%.
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level with acceptable uncertainty. The estimated doses were calculated with the 
TPS by the local medical physicists. The results are summarized in Table 2, 
which show an overestimation of the dose calculated with the TPS.

Case 1 involved the cranial irradiation of the whole brain is shown in Fig. 6. 
Four dosimeters, placed in pairs, were incorporated in the head fixation mask. 
The dose was delivered with two opposed 6 MV photon beams of field size
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16 cm × 21 cm. The treatment consisted of 12 fractions of 2.5 Gy at the centre of 
the brain. At each side, two LiFo film dosimeters were positioned at the central 
axis of the beam. Skin doses for the left and right side of the head were measured 
to be 6.4 Gy. The TPS isodose lines show doses between 10 Gy and 20 Gy, 
overestimating the actual skin dose.

Case 2, a breast tumour, was irradiated with two tangential 6 MV beams. 
The relative weight of the beam was divided equally for both beam angles. The 

TABLE 2.  RESULTS OF CLINICAL IRRADIATIONS FOR TWO 
TANGENTIAL BEAMSa 

Position
Dskin

(Gy)
SD
(%)

Estimated dose TPS with 4 mm slice
(Gy)

Above nipple 18.9 7.98 24.5

Right breast fold 17.2 4.95 19.3

Under nipple 17.8 7.00 21.4

Left breast fold 17.8 9.63 20.6

a Skin doses are consistently lower than dose calculations performed by the TPS.

FIG. 6.  Set-up for a cranial irradiation. Left: the head fixation mask with the LiFo film 
dosimeters in the centre of the red cross. Right: the TPS calculated isodose lines. The red 
circled dots at the side of the head indicate the dosimeter position.
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medial and lateral gantry angles were 308° and 118°, respectively, with 
source–surface distances of 95.48 cm and 83.96 cm, respectively. The treatment 
was delivered in 25 fractions of 2 Gy. The skin dose was compared at four 
locations with treatment planning calculations. The dosimeters packages were 
made as illustrated in Fig. 7. This allowed extrapolation of the measurement data 
to calculate the dose at a depth of 70 m in the skin [10].     
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Additional irradiations were performed on the tomotherapy treatment 
modalities with a cylindrical solid water phantom (see Section 2.8 and Fig. 8) to 
verify the skin dose at a more uniform tumour volume and without day to day 
removal of the dosimeter at the skin. The dosimeters were read out nine days after 
irradiation in order to avoid fading corrections. The dosimeters were read out in 
the presence of the reference substance, and doses were calculated with Eq. 1 in 

FIG. 7.  Tangential breast irradiation. Left: the positioning of the dosimeters at the breast. 
Right: set-up dosimeters in the packages. The stacking of the two dosimeters allows estimation 
of the skin dose by extrapolation.

FIG. 8.  Irradiation plan TomoPhant. A dose of 20 Gy was given to the target volume. The blue 
lines show the border of the OAR, which had a prescribed dose of 0 Gy. Consequently, the dose 
is delivered by tangential irradiation. The dosimeters are stuck to the phantom where the CT 
image colours white. 
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combination with the calibration curve of Fig. 1.  
Preliminary results (Table 3) show that the skin dose measured with the 

LiFo films are lower than the doses calculated with the Tomotherapy ⓡ TPS,           
which is in accordance with the findings for the tangential breast irradiations.
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The same measurement was repeated using TLD-700 dosimeters. LiFo 
films 1 and 3 were replaced with three TLD dosimeters, while LiFo film 2 was 
replaced by 4 TLDs. The results show lower doses for the TLD measurement, but 
higher than LiFo measurements. The difference in results between the LiFo and 
TLD measurements could not be explained at the time of writing and is subject 
for further investigation.

4. DISCUSSION AND CONCLUSION

Dosimetric behaviour of LiFo films was studied for use in patient 
dosimetry. Preliminary results show that the dosimeters could be used, but the 
low LiFo concentration in the film implies that relative high radiation doses 
should be administered to ensure clinically accepted uncertainties. Fractionated 
doses of 2 Gy are too low, but this could be overcome by measuring integral 
doses. 

Homogeneity of the LiFo films was not specifically studied, but visual 
inspection revealed a gradient in the optical transmission of the film. This is a 
downside of the current production process of the film dosimeters. Homogeneity 
of the LiFo film could be improved by manufacturing the film as a composite of 
thin layers, which is a topic for further investigation.

Fading experiments show little fading in the first weeks after irradiation 

TABLE 3.  RESULTS OF THE TOMOTHERAPY SKIN DOSE 
MEASUREMENTa

TPS
(Gy)

LiFo-film
(Gy)

TLD-700
(Gy)

LiFo 1 14.12  ± 1.45 4.40 ± 0.37 6.2 ± 0.83

LiFo 2 15.34 ± 1.01 3.90 ± 0.46 8.4 ± 1.2

LiFo 3 13.93 ± 1.42 2.91 ± 0.26 6.2 ± 0.85

a The TPS dose estimation is compared with both lifo-films and tld dosimeters. both 
dosimeters show a substantial lower skin dose than the TPS.
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when the dosimeter are stored in ambient conditions with a controlled relative 
humidity kept below 50%. The sudden drop in sensitivity observed after 
15 weeks is unexpected and is subject to further research. Fading of the dosimeter 
signal is influenced by UV exposure. As a consequence, the films should be 
stored out of direct  light.
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The signal intensity was strongly dependent on the orientation of the 
dosimeter in the spectrometer cavity. This suggests the need for the development 
of a dedicated (quartz) dosimeter holder allowing accurate and reproducible 
positioning of the film dosimeter within the cavity.

Skin dose measurements during clinical irradiations show that the measured 
skin dose is considerably lower than the TPS calculated skin dose, stressing the 
importance of dose calculations algorithms taking into account the dose variation 
in the first few millimetres of tissue. In addition, the absence of a smooth 
transition between skin and air in a CT scan increases the uncertainty on skin 
dose calculations. 
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Abstract

In 2008, a project was initialized at the Norwegian Radiation Protection Authority in 
order to relate the established dosimetric methods using ionization chamber measurements in a 
water phantom to 2-D dosimetry with radiochromic film. The measurement set-ups were 
designed to be simple and reproducible, while shedding light on different areas of interest. In 
particular, the project looked at a standard reference field, abutted fields, collimator rotation 
and overtravel field techniques. Measurements were carried out at all ten radiotherapy hospitals 
in Norway. Results from the ionization chamber and film measurements indicate that all 
hospitals have good control of their standard reference field, both with regard to relative and 
absolute dosimetry. Set-ups with abutted fields show over- or underdosages of over 30% in 
border areas due to overlaps or gaps between fields. Errors were magnified further in cases with 
collimator rotation. Analysis of small overtravel fields show that although the fields are 
successfully reproduced geometrically, in some cases there are large discrepancies between 
planned dose and the dose actually given. Radiochromic film shows promise as a useful tool in 
radiotherapy. The project was finished in May 2009, and published results were disclosed to all 
participating hospitals.

1. INTRODUCTION

At present, there are ten hospitals in Norway that offer external beam 
radiotherapy. Since 2001, the number of patients receiving radiation treatment 
steadily grown over the last few years, and the number of annual treatment field 
exposures has more than doubled, according to the internet portal, 
http://kvist.nrpa.no. Continual development and improvements in high energy 
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external beam radiotherapy have required a revision in the dosimetric quality 
controls at Norwegian hospitals, especially regarding newer modalities such as 
IMRT. Existing quality assurance (QA) routines are mainly concerned with 
ionization chamber measurements in a water phantom, and often exclude planar 
dose distributions and advanced treatment techniques.
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In late 2007, a Master’s thesis project was defined at the University of Oslo 
in collaboration with the NRPA. The purpose was to develop a method using 
radiochromic film for relating the absolute standard dosimetry of the secondary 
standards dosimetry laboratory [1] to 2-D film dosimetry. Experimental set-ups 
were designed to shed light on different areas where existing QA routines might 
be inadequate. The project was later expanded under the Norwegian QA in 
radiotherapy [2] dosimetry working group to include field measurements at all 
ten radiotherapy hospitals. All results have been made anonymous, but with 
hospitals having full access to their own results.

Participating hospitals were: Ullevål University Hospital, Haukeland 
University Hospital, Stavanger University Hospital, St. Olavs Hospital, 
University Hospital of Northern Norway (Tromsø), Nordland Hospital (Bodø), 
Ålesund Hospital, Sørlandet Hospital (Kristiansand), Gjøvik Hospital and the 
Norwegian Radium Hospital.

2. EXPERIMENTAL METHODS AND THEORY

2.1. Use of radiochromic film

2.1.1. GafChromic® EBT film

The GafChromic® EBT (International Specialty Products, Wayne, NJ) type 
film has several advantageous properties for applications in high energy photon 
dosimetry. It is near tissue-equivalent in chemical composition, with an effective 
atomic number close to that of water. It changes colour spontaneously upon 
exposure to doses between 1 cGy and 8 Gy, with energy independent response for 
photons. The lateral resolution is high with typical scanning resolution 
corresponding to about 3 pixels per mm, and scanning can be performed on a 
regular flat-bed scanner [3, 4].

2.1.2. Film processing

After exposure, the films were stored in a lightproof envelope for 
15–24  hours before scanning because of previously reported post-irradiation 
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coloration [5]. Films were then scanned on an Epson Perfection V750 flatbed 
scanner (Seiki Epson Corp., Nagano, Japan) using a custom-made fitted frame so 
light scattering conditions would be equivalent for all scans. The software used 
was Epson Scan, running in professional mode with 72 dpi resolution at 48 bit. 
Each film was scanned five times in landscape mode, with the last three scans 
averaged for further analysis as recommended by Paelinck et al. (2007) [6]. All 
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resulting images were processed using self-written software based on Matlab 7 
(Mathworks Inc, Natick, MA). The red channel was extracted and a 5 × 5 pixel 
Wiener filter was applied to the resulting image to reduce random noise. The 
pixel values from the film were converted into optical density (OD) values using 
Eq. 1, which was first suggested by Devic et al. (2003) [4]:

(1)

where PV is the pixel value from the exposed film and PV0 is the corresponding 
pixel value from an unexposed film from the same batch, scanned in the same 
area on the scanner. The subtraction of the signal from an unexposed film causes 
a de facto correction for inhomogeneity in the scanning field. Further 
investigation of the properties of the film showed no need for any additional 
scanner flatness correction as reported by Lewis (2007) [7] and Menegotti et al. 
(2008) [8].

2.1.3. Absolute dose calibration

In order to relate optical density to absolute dose, a calibration of the film’s 
dose–response was carried out using a GammaBeam® X200 60Co-source (Best 
Theratronics Ltd, Ottawa, Canada) at the secondary standards dosimetry 
laboratory. In addition, 3.0 cm × 12.7 cm strips of film were fixed in a water 
phantom at 5 g/cm2 depth and 95 cm SSD, and exposed to a range of doses from 
0.13–3.50 Gy. All doses were previously determined by ionization chamber 
dosimetry at identical conditions. Calibration films were scanned using a fitted 
frame to ensure equivalent light scattering, and dose was plotted against the 
resulting OD values. It has been shown that the relationship between absolute 
dose (D) and OD can be approximated by Eq. 2:

(2)

OD
PV

PV
= Ê

ËÁ
ˆ
¯̃

log10
0

D OD a OD b OD
n( ) = ◊ ( ) + ◊ ( )
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In Eq. 2, a, b and n are empirically determined constants. The coefficient of 
determination (R2) correlation between the fitting functions and experimental 
measurements was approximately 1 for both film batches used in the project. It 
was observed during the clinical measurements that conditions may differ 
between linear accelerators in such a way that even films from the same batch 
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may differ slightly in response. A post-adjustment correction as shown in Eq. 3 
was applied to the calibration curve for each set of measurements:

(3)

where Disoc,chamber is the ‘true’ value of the dose as measured with the ionization 
chamber set-up. Disoc,film is the empirically determined dose value from the film at 
identical exposure conditions for the same linear accelerator.

2.1.4. Uncertainty assessment

The factors that contribute to the film’s measurement uncertainty can be 
divided into three main categories; the chemical composition of the film, 
scanning and absolute dose calibration. Works carried out by Saur and Frengen 
(2008) [9] and Martisikova et al. (2008) [10] was used as a base for the 
uncertainty analysis conducted in this project. Assessment of all the proponents 
of uncertainty showed that the uncertainty is approximately inversely 
proportional to dose, and that the 2σ dose uncertainty at 2 Gy is approximately 
3.5%. A more comprehensive treatment of calculations and full uncertainty 
budgets relating to this project can be found in a previous report [11].

2.2. Clinical measurements

Clinical measurement set-ups were designed to be as simple as possible in 
order to be successfully replicated at all hospitals, but they still yield interesting 
results and shed light on areas with known challenges in high energy photon 
radiotherapy QA.

2.2.1. Ionization chamber set-up

After the implementation of TRS 398 protocol in the early 2000s at all 
Norwegian hospitals, absolute dose is realized through ionization chamber 
measurements in a water phantom [12]. Ionization chamber measurements were 

D’ OD
D

D
D ODisoc,chamber

isoc,film

( ) = ◊ ( )
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carried out using 15 MV photon beams, and 6 MV beams where applicable. A 
Wellhöfer FC-65G (Scanditronix Wellhöfer, Schwarnbruck, Germany) ionization 
chamber was positioned in the Bjerke phantom [13] at the hospitals reference 
conditions. The number of monitor units given to the chamber corresponded to a 
requested dose of 2 Gy at 10 g/cm2 depth and 90 cm SSD, using a 10 cm × 10 cm.
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2.2.2. Film set-ups

All films were placed into a slit under a water phantom at an equivalent 
depth of 10 g/cm2 of water, with a 90 cm SSD 5 cm of solid water plates were 
placed underneath this set-up for backscatter. Final adjustments were made using 
the hospital’s positioning lasers, backpointer and ruler. Five different film set-ups 
were used for each of the linear accelerators, and each field was given the same 
number of monitor units as the ionization chamber set-up (generally 200 MU). A 
detailed diagram of each film set-up is shown in Fig. 1. Film set-ups were 
planned using the hospital’s treatment planning software in order to compare 
planned dose distributions with experimentally measured dose distributions from 
the radiochromic film. Minor adjustments had to be made to the experimental set-
ups at certain hospitals due to set limitations and restrictions, but it is assumed 
that these have no impact on final results. 
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FIG. 1. Beam’s eye view of the five different field set-ups used for film measurements. The 
coordinate scheme is in accordance with IEC 1217 standard, where the gantry is located in the 
Y2 direction. The location of the isocentre is denoted by ‘×’. Collimator rotation is denoted for 
both Siemens/Elekta (black font) and Varian units (grey font). (a) standard reference field set-
up, (b) abutted field set-up, (c) abutted fields with collimator rotation 1, (d) abutted fields with 
collimator rotation 2, and (e) overtravel field set-up.
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2.3. Data analysis

Most of the image analysis was carried out using a self-written 
Matlab based software package named ProcessEBT. This software has built-in 
algorithms to calculate parameters such as max dose, reference dose, field size, 
penumbra widths, field flatness and symmetry, as well as display line profiles, 
isodose lines, 2-D and 3-D representations of the lateral dose distribution. Dose 
measurements were calculated as the median value over a 3 × 3 pixel ROI defined 
in the image. Linear accelerator 10 experienced technical errors on the day of the 
measurements, and results cannot be considered representative.

Planned doses from treatment planning software were compared to film 
measurements using gamma evaluation methods according to Low et al. (2003) 
[14] and Depuydt et al. (2003) [15]. IDL based ‘VerA’ software (created by 
E. Wasbø, used with permission) was used for these evaluations, with tolerance 
levels 5 mm distance-to-agreement and 5% dose difference. Areas extending to 
1 cm outside the 50% isodose of the fields were evaluated.

3. MEASUREMENT RESULTS AND ANALYSIS

Clinical measurements were performed on a total of 19 linear accelerators 
at ten hospitals. Each linear accelerator was given a unique identification number 
in order to make the results anonymous. Nine Varian (linear accelerators Nos 1, 2, 
5, 6, 7, 8, 13, 14, 19), six Elekta (Nos 3, 4, 11, 12, 15, 16) and four Siemens 
(Nos 9, 10, 17, 18) treatment units were included. All hospitals were told which 
identifier numbers corresponded to their linear accelerators.

3.1. Ionization chamber measurements

Results of the absolute dose measurements on all linear accelerators can be 
seen in Fig. 2. The error bars correspond to the implicit uncertainty of these 
measurements, calculated to be 2% at 2σ. Three or more measurements were 
made to ensure repeatability and assess the standard deviation of the 
measurement. A number of monitor units corresponding to a requested dose of 
2 Gy was given to the ionization chamber. Owing to time constraints, no absolute 
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measurements were carried out on linear accelerator 9. Results have a mean of 
2.00 Gy with a standard deviation of 0.02 Gy, and range between 1.98 Gy and 
2.03 Gy. 
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3.2. Film measurements

All general procedures concerning the storage, handling, exposure, 
scanning and processing of the radiochromic film were carried out as described in 
Sections 2.1 and 2.2.

3.2.1. Reference field set-up

Measurements of field size and penumbra using radiochromic film for the 
hospital’s reference field set-up can be seen in Figs 3 and 4, respectively. Field 
size measurements have a mean of 10.02 cm with a standard deviation of 0.08 cm 
which indicates that the hospitals are successful in reproducing their standard 
field geometrically. Penumbra measurements have a mean of 0.53 cm with a 
standard deviation of 0.07 cm, a much higher relative standard deviation than for 
the field size results.   

FIG. 2.  Measurement results from absolute dose measurements on all linear accelerators, 
using 15 MV photon beams and 6 MV photon beams where applicable.
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3.2.2. Abutted fields

Measurements were carried out for abutted fields both with and without 
collimator rotation. Gamma evaluation shows strong disagreement between 
measurements and treatment planning software in the border regions between two 
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FIG. 3.  Field size measurements for standard reference field.

FIG. 4.  Penumbra measurements for the standard reference field.
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fields in both cases. This is due to overlaps or gaps that occur when the secondary 
collimator/MLC travels too far or too short when adjusting the field sizes. 
Sometimes when rotating the collimator the error is doubled as a result. Fig. 5 
shows the dose difference between the border area and the flattened area of the 
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fields. The average dose difference is 11% with a standard deviation of 9%, and 
the set-ups utilizing collimator rotation exhibit the largest dose difference. 

3.2.3. Overtravel fields

For the overtravel set-up, doses to the two fields were calculated using the 
median value of a 3 × 3 pixel ROI in the centre of each field. The results can be 
seen in Fig. 6. Fields were also analysed to determine their actual field sizes. An 
overview of these results is shown in Fig. 7.

Dose measurements have a mean of 1.88 Gy and a standard deviation of 
0.04 Gy for field 8, and a mean of 1.92 Gy with a standard deviation of 0.04 Gy 
for field 9. These values indicate a notable variation in field centre doses between 
linear accelerators and, in some cases, between the two fields on the same linear 
accelerator. Gamma evaluation also showed that many treatment planning 
systems erroneously predicted the doses to these fields (see Fig. 8). However, 
from the field size measurements, it is evident that the field is successfully 
reproduced geometrically at all hospitals. Measured field sizes have a mean of 

FIG. 5.  Relative dose difference in border areas for all field set-ups.
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2.98 cm and a standard deviation of 0.10 cm in the x-direction, and mean 5.03 cm 
with standard deviation 0.08 cm in the y-direction.   
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FIG. 6.  Field centre dose measurements for the overtravel field set-up.

FIG. 7.  Field size measurements for the overtravel field set-up.
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3.2.4. Gamma evaluation

Film measurements from linear accelerators 1, 2, 5, 6, 7, 8, 13, 14, 15, 16 
and 19 were compared to planned dose distributions from treatment planning 
software using gamma evaluation. The discrete gamma distribution was used to 
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determine the fraction of pixels failing the evaluation, and results can be seen in 
Figure 8. Twenty-two per cent of pixels fail the gamma evaluation on average for 
all field set-ups. The overtravel fields have the largest discrepancies (on average, 
34% of failing pixels), while the standard reference field has the highest 
agreement (on average, 6% of failing pixels).  

4. CONCLUSIONS

Results from this project are presented ‘as is’ and it is up to the individual 
hospitals to decide how to interpret them. In general, they show that all hospitals 
have good control of their standard reference field, with regard to both absolute 
and relative dosimetry. Absolute dose measurements show an improvement over 
the last dosimetric audit conducted in 2002 [16]. Geometric measurements of 
penumbra and field size are generally also in agreement with planned values. A 
notable difference in the penumbra in the x- and y-directions on Varian linear 

FIG. 8.  Results of gamma evaluation on selected treatment units for all field set-ups.
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accelerators was observed. This discrepancy is not routinely corrected for at some 
affected hospitals.

Abutted fields are commonly encountered in, for example, head and neck 
treatments. Border areas between the abutted fields are a challenge because a 
small error in the collimator position may give relatively high over- or 
underdosages. Traditional radiotherapy QA using ionization chamber arrays do 
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not have the resolution to fully uncover this type of error because the affected 
area can be very small. Overall, discrepancies detected in this project will not 
contribute significantly to the total dose distribution of a radiation treatment. 
However, such errors can easily be avoided with the right equipment. Since set-
ups with rotated abutted fields are rarely encountered in conventional 
radiotherapy, their clinical relevance is limited.

Small fields with collimator overtravel are often used as booster fields, and 
their weighting is usually very low. Results from this project indicate that these 
fields are successfully reproduced geometrically at all hospitals, but treatment 
planning software is not always successful in predicting the dose distribution for 
overtravel fields. It would be worthwhile to compare how different algorithms 
perform when planning doses to these fields.

GafChromic EBT® film has proven a useful tool in radiotherapy QA, with 
time efficient analysis of the planar dose distribution. A new generation of film 
has recently been released [17], which the producer claims offers several 
improvements over the original film. It is likely that this type of film will become 
more prominent in clinical QA routines.
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Abstract

Modern conformal treatment planning and delivery, using techniques such as 3-D 
conformal radiotherapy, intensity modulated radiotherapy and stereotactic body radiotherapy 
require multiple procedures before the delivery of the prescribed dose. Imaging of the patient, 
identification of target volumes and organs at risk, calculation of the optimal dose distribution 
and even quality assurance procedures before the treatment are part of this process. Each step 
as well as the delivery of the final plan is vulnerable to errors. Anthropomorphic phantoms 
have been designed to simulate patient anatomy to evaluate treatment planning and delivery. 
They are mailable, filled with water on site, and contain targets and organs at risk with densities 
and dimensions similar to human anatomy. Dosimeters are included for the analysis of dose 
distributions. An analysis of irradiations performed at multiple institutions that failed to meet 
acceptance criteria is presented. With five distinct designs to perform tests at different body 
sites and almost ten years of experience, the use of these phantoms allows the identification of 
errors in the modelling of the beam by the treatment planning system, inaccuracies in dose 
calculation methods when heterogeneities are taken into account and positioning errors. These 
phantoms are powerful tools for quality assurance and verification of the treatment delivered to 
a patient from CT table to treatment couch.

1. INTRODUCTION

The Radiological Physics Center (RPC) participates in the ‘credentialing’ 
of institutions wishing to participate in certain National Cancer Institute 
sponsored clinical trials. When advanced technologies are involved, the 
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institution must demonstrate its ability to successfully irradiate an 
anthropomorphic phantom to be able to enter patients into these clinical trials. 
Phantoms were built by the RPC to simulate actual patient anatomy, including 
lesions to be treated, and mimic the head and neck (H&N), prostate, liver, spine 
or lung, and allow verification of 3-D conformal radiotherapy (3-D CRT), 
stereotactic body radiotherapy and intensity modulated radiotherapy (IMRT) 
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plans. A reciprocating table, which is able to reproduce different breathing cycles, 
is also included when a technique to account for target motion is required for the 
‘credentialing’ process. In the case of the thorax phantom, which is used for 
verification of treatments in the lung or the spine, fiducial markers were included 
to allow the use of image guided radiotherapy techniques. Instructions sent with 
the phantom specify the prescribed dose to the target, limits of dose to organs at 
risk (OAR), delivery technique to be used, energies accepted, and requirements 
for the design of the plan. All parameters of the treatment plan are defined to be 
consistent with the clinical trial under evaluation. The phantom is sent to 
institutions requesting to be ‘credentialed’ for the trial. The institutions are 
instructed to treat the phantom as if it were a patient: they have to image the 
phantom, develop a treatment plan following written guidelines, perform the 
quality assurance procedures normally used in the clinic and deliver the plan to 
the phantom. The analysis of each irradiation is done at the RPC. A comparison is 
performed between measurements from the RPC dosimetry systems located 
within the phantom and data from the treatment planning system (TPS) sent by 
the institution. The Advanced Technology Consortium, of which the RPC is a 
member, and the Radiation Therapy Oncology Group (RTOG) agreed upon 
criteria for the acceptance of phantom results. The criteria were based on the 
result of irradiations of each phantom performed at an initial group of institutions. 
There are two aspects of this evaluation process. Being able to meet the criteria is 
an indication of the capability of the institution to accomplish the technical and 
knowledge requirements to enter patient in a specific clinical trial with the 
primary goal to reduce the deviation rate for the data submitted for this study. Not 
being able to meet the criteria may indicate problems with planning or delivery. 
In either case, the process is an opportunity to educate the institution regarding 
use of the technology being tested. This paper presents an analysis of the errors 
found through irradiation of the anthropomorphic phantom as part of the RPC’s 
‘credentialing’ programmes.

2.  METHODS AND MATERIALS

The phantoms have an anthropomorphic outer plastic shell, are lightweight 
and water-fillable for mailing purposes and contain imageable targets as well as 
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OAR. Densities and dimensions provide realistic conditions for dose constraints 
used during the planning and delivery process. Thermoluminescent dosimeters 
(TLDs) and radiochromic films are used for the analysis of dose distribution 
[1, 2]. The analysis of the irradiation is a two step process. TLD-100 powder 
placed in capsules is used as absolute dosimeter. The capsules are cylinders of 
1.5 cm height and 0.4 cm diameter with 0.1 cm wall thickness. The capsules are 
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located near the centre of the target as well as within the OAR. The locations of 
the capsules are identified based on a coordinate system whose centre agrees with 
the centre of the target. This coordinate system is also used to localize the edges 
of the target and OAR inside the phantom. The TLD capsules in the target area 
are expected to receive a dose with uniform distribution over their volume. The 
dose is calculated from the TLD signal following the method developed by the 
RPC for the remote monitoring programme [3]. The TLD dose and the dose 
calculated by the TPS at the same point inside the target must agree within ±7% 
(the exception is the lung and spine phantoms with a ±5% criterion). 
Radiochromic film is placed in orthogonal planes through the centre of the target. 
Marks are included on each film to establish geometrical references based on the 
coordinate system described above. Films are scanned using a charge-couple 
device densitometer (CCD100 Microdensitometer, Photoelectron Corporation) 
with a light emitting diode based diffused light source operated at 636 nm. The 
optical density from the scanner is converted to dose through a dose response 
curve defined for each batch of film [4]. The dose to the film is normalized to the 
dose to the TLD located in the target area. These films allow the evaluation of the 
dose distribution over the target area and into the surrounding OAR. The RPC 
uses the Computational Environment for Radiotherapy Research (CERR, 
Washington University, St. Louis, MO) for film analysis. Registration of the film, 
conversion from optical density to dose, and normalization to TLD dose are done 
with this software. Institutions are asked to submit an electronic version of the 
plan designed for the phantom to the Image-Guided Therapy Center, another 
member of the Advanced Technology Consortium. RTOG or DICOM format are 
required. The software allows the registration of the CT data set based on the 
coordinate system defined in the phantom. A comparison can be made of the dose 
distribution between the film and TPS data. A set of profiles is taken through 
three different axes from the films as well as from the TPS data. Profiles are 
compared in the high dose gradient regions. The agreement must be ≤4 mm. (This 
value is 5 mm for the lung phantom.) A 2-D analysis of the dose distribution is 
performed over areas defined around the target. The gamma index method is used 
to evaluate the agreement between the film dosimetry and the TPS data. This 
method is used to evaluate irradiations of the thorax phantom for both lung and 
spine tumours. In Table 1, the number of phantoms available as well as the year 
when each was introduced is presented.
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The H&N and the pelvis phantoms were designed for IMRT plans only. 
Figure 1 shows images of these phantoms and CT slices over the axial plane.     
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The thorax phantom ws developed for use with a clinical trial of stereotactic 
body radiotherapy treatment of the lung. The phantom is used for IMRT and 3-D
CRT plans and also for deliveries where tracking, gating or breath hold 
techniques are used to account for motion of the target. The liver phantom is a 
unique design. This phantom was developed for a specific protocol known as 
RTOG 0438 [5]. The design includes two targets of different size and location. A 
reciprocating table is used during the phantom test. Four different breathing 
cycles are available. The first is a free breathing cycle with a total motion of 2 cm 
within the longitudinal and sagittal planes. Two types of breath-hold cycle are 
available. These consist of a regular free breathing cycle with a pause for 
20 seconds to simulate breath hold at expiration or inspiration. Finally, an option 

TABLE 1.  NUMBER OF EACH MODEL OF PHANTOM AVAILABLE AND 
YEAR IN WHICH USE STARTED

Phantom H&N Pelvis Liver Lung Spine

# 31 10 2 10 3

Year 2001 2004 2005 2004 2008

FIG. 1.  Picture and CT slices of H&N (a) and prostate (b) phantoms.
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defined as ‘abdominal compression’ allows the phantom to move in the 
longitudinal and sagittal plane a total of only 0.5 cm. The spine phantom was 
developed most recently. The phantom was designed specifically for RTOG 0631 
[6]. The complexity of this test derives from the dimensions of the target and 
OARs, their relative locations and the highly conformal dose distribution 
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required to meet the constraints of the clinical trial [7]. Figure 2 shows images of 
the liver as well as the lung phantom used for lung as well as spine cases.  

3. RESULTS

Since 2001, when the programme started with the H&N phantom, more 
than 1200 cases have been analysed. The complexity of the delivery process has 
increased considerably since then. Institutions are now encouraged to use 
advanced imaging techniques to better identify the target and total motion as well 
as to assure correct positioning of the phantom on the treatment couch. New 
delivery techniques are also currently available. The initial testing of the phantom 
programme was performed with doses delivered from conventional linear 
accelerators. Now delivery systems such as Tomotherapy, CyberKnife and 
volumetric modulated arc therapy are available and acceptable for use on clinical 
trials. When heterogeneities are taken into account, new versions of TPS software 
are available with significant changes to the algorithm for dose calculation. The 

FIG. 2.  Images and CT slices of liver (a) and lung (b) phantoms.
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failure rate with the RPC phantoms is an indication of the ability of the 
institutions to manage the requirements of advanced technology clinical trials as 
well as to handle the new technology in the clinic. The number of irradiations that 
failed to meet the criteria and the total number of irradiations performed is shown 
on Table 2. 
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In 2008, the failure rate reported for the H&N phantom was 30% [8]. 
However, the failure rate has decreased each year since the programme started, 
especially for the H&N and pelvis phantoms. A significant number of errors were 
discovered to have contributed to the failing irradiations of these phantoms. 
These include incorrect data entered into the TPS during the commissioning 
process; errors in couch indexing for intensity modulated arc therapy delivery 
leading to 15% hot spots in the longitudinal plane; and positioning errors of up to 
3.0 cm due to misinterpreting set-up instructions provided by the TPS. A number 
of systematic errors resulted from inappropriate beam modelling of the penumbra 
below rounded multileaf collimator leaves [9]. This error led to dose 
discrepancies of up to 12%. A 20% dose discrepancy resulted from a software 
error that filled the expansion region from the GTV to the PTV with material of 
zero density. The failure rate remains at about 30% for the lung and spine 
phantom irradiations. Most of the failures in the irradiation of the lung phantom 
resulted from the use of inadequate heterogeneity correction algorithms. The 
pencil beam algorithm and the Clarkson algorithm overestimate the dose in the 
PTV and underestimate penumbra broadening resulting from the presence of low 
density regions. The convolution superposition algorithm and the analytical 
anisotropic algorithm take into account lateral scatter and electron transport and 
are better able to perform accurate dose calculations [10, 11]. Based on these 
results, the Clarkson and pencil beam calculation algorithms are not allowed tobe 

TABLE 2.  RESULTS FROM IRRADIATION OF PHANTOMS (percentage of 
failures is given in parentheses)

Phantom Non-acceptable irrad./irrad. analysed Inst. failed on first attempt /total inst.

H&N 175/805 (22%) 133/582 (23%)

Prostate 33/188 (18%) 31/166 (19%)

Liver 11/23 (48%) 8/16 (50%)

Spine 10/29 (34%) 10/26 (38%)

Lung 58/216 (27%) 43/153 (28%)
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used on lung clinical trials. Preliminary results with the Monte Carlo dose 
calculation algorithm show very good agreement between the dose delivered to 
the phantom and the dose calculated by the TPS. Another reason for the failure 
with this phantom was the use of incorrect conversions from CT number to 
electron density. Incorrect calibration of the CT unit used for lung patients at an 
institution was responsible for an 8–10% dose difference in at least three cases. 
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Many plans were designed with beams going through the treatment couch. The 
results of dose comparisons improved when the treatment couch was included in 
the TPS calculation. So far, the use of a reciprocating table to simulate respiratory 
motion with the lung phantom has not led to an increase in the number of failures, 
as was expected. The failure rate for the spine phantom is under analysis. Initial 
results were presented at AAPM 2010 [12] and reflect the complexity of the case. 
The failure rate of 50% for the irradiation of the liver phantom was related to the 
fact that two targets with motion are treated at the same time. Unfortunately, the 
low accrual of the trial did not allow the authors to send the phantom to a 
sufficient number of institutions to yield good statistics in the results.

4. CONCLUSIONS

The phantoms provide a comprehensive evaluation of new external beam 
treatment technologies currently used in radiotherapy. The existence of a quality 
assurance programme that audits the entire treatment process is very important. 
The analysis of these phantom results allows the RPC to detect and resolve 
important planning and delivery problems. Feedback to the institutions 
contributes to their education regarding use of the advanced technology being 
evaluated. ‘Credentialing’ with phantoms helps to improve the quality of the data 
used by the clinical trial groups by resolving any errors discovered. This audit 
programme benefits not only trial patients, but also all the patients treated under 
similar conditions at the participant institutions.
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Abstract

Modern radiation therapy is a complex process, with conformal and intensity modulated 
radiation therapy (IMRT) becoming the standard of care. Typically, these therapies are used via 
image guided radiation therapy to ensure localization for precise treatment. These advances 
have also initiated moves to adaptive approaches (IGART) in which patient treatment is 
modified at various points taking advantage of information acquired during the treatment 
course. Current physics quality assurance (QA) typically validates individual steps (e.g., 
through machine QA) or operates in well controlled but somewhat artificial environments 
(e.g. IMRT fluence pattern measurements by physics staff to test dose delivery for individual 
patients). Such QA does not validate the treatment process as actually implemented in the 
clinic. In this paper, a schema is described for IGART process control in which a test phantom 
is handed over to appropriate clinic staff (medical radiation therapy technicians and 
dosimetrists) to be treated as if it were a patient. The test object is evaluated by physics staff at 
the end of the QA run. An example of the implementation is given. The aim is to develop a 
system under which compliance to a clinic’s IGART policies and procedures can be regularly 
monitored and validated, in a setting reflecting how they are applied to patients.

1. INTRODUCTION
197

Radiation therapy has improved recently through the development of three
dimensional (3-D) conformal radiation therapy techniques such as achieved by 
intensity modulated radiation therapy (IMRT). These techniques have become 
standard practice, and experience indicates that patients benefit from their use [1]. 
The dose distributions resulting from 3-D conformal therapy are designed to fit 
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tightly about the specific target volumes. Therefore, the possibility of missing the 
target increases, because of patient set-up errors, organ motion, or even machine 
malfunctions during treatment delivery. A major body of research in medical 
physics and radiation oncology in the past decade has been to minimize such 
misses through the use of image guidance to verify treatment set-up [2]. 

With the use of image guided radiation therapy (IGRT) throughout a 
patient’s treatment, the potential has been observed for a significant change of the 
tumour region and surroundings during the time course of the multiple fractions 
of radiotherapy [3]. The resulting change in anatomy, which may be seen over the 
weeks of treatment, suggests the development of off-line approaches in which the 
treatment plan is re-designed (daily or weekly) to accommodate volume changes. 
This would maintain target coverage and healthy normal tissue sparing. Image 
guided adaptive radiation therapy (IGART) [4] may incorporate the daily use of 
kVCT or MVCT images to monitor anatomy changes and potentially for 
replanning purposes (where a CT simulator may not be required). In very simple 
terms, IGART describes a class of radiation therapy approaches in which a 
patient’s treatment is modified during the course of care based on new 
information gained during the treatment (see Fig. 1). More sophisticated 
approaches for inter-fraction IGART [5] are not limited to corrections for tissue 
geometry. The potential for on-line dosimetry (perhaps via exit beam dosimetry 
with electronic portal imaging devices, EPIDs or tomotherapy CT detectors) 
during each treatment increases the feasibility of dose delivery monitoring with 
subsequent correction as fractions continue through the treatment course [6, 7]. 
This approach implies that each fraction may require the delivery of slightly 
different doses via modified MLC sequencing. The planning required to correct 
and change the subsequent dose delivery itself requires validation to ensure that 
the dose is delivered correctly through all of the interventions. In all of this, the 
IGART process involves data transfer between sophisticated advanced 
equipment, often with human evaluation to assess and choose between different 
courses of action at critical steps. Therefore, the challenge of ensuring 
increasingly accurate 3-D conformal dose delivery in this new adaptive IGART 
framework is even more complex. 

2. BACKGROUND
198

The problem of quality assurance in radiation therapy is of great interest. 
New approaches are being established for IMRT delivery QA employing film [8], 
dosimeter arrays [9, 10], electronic portal imaging [11–14] and gel and 
radiochromic plastic volumetric dosimeters [15–19]. These validation techniques 
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can provide sufficient assurance of dose delivery for the well-tested and well-
established day-to-day clinical practice. Similarly, various approaches have been 
proposed for the quality assurance of other technical components involved at 
different stages of IGRT. For example, there are procedures to validate the 
geometric integrity of the imaging systems in the radiotherapy bunker for patient 
localization [20, 21], to test the registration integrity for different imaging 
modalities used in treatment planning [22] and to perform quality assurance of 

FIG. 1.  An example of two potential IGART schemas. (A) the simplest IGART process may 
involve patient set-up verification at time of treatment (e.g. kV CBCT image registration with a 
simulation CT reference image from the initial treatment planning). If a discrepancy is noted by 
the treating therapist, the patient is moved to the correct position prior to irradiation. (B) in a 
more sophisticated IGART process, one might perform exit dose measurements to determine 
the dose delivered in a given fraction. If the dose delivery was not as intended, one could 
modify the next fraction to correct and bring the cumulative dose to the intended delivery over 
the multiple fractions.
199

treatment planning systems [23]. 
The Radiological Physics Centre (RPC) in the United States of America 

provides some indication of the success of IMRT QA approaches used to date. 
The RPC provided a large number of centres involved with IMRT clinical trials 
with anthropomorphic phantoms (of the head, thorax and pelvis) containing 
various dosimeters and regions of interest for irradiation. The centres were given 
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IMRT objectives to deliver to the phantoms using their clinically established 
IMRT planning and delivery processes. Initially, one third of the centres failed to 
achieve the goal of irradiating correctly within a 7% dose or a 4 mm distance in 
the high dose region near the organ at risk; this did eventually improve to 78% 
success [24].

The RPC experience, the results of analyses by various individuals in their 
clinics, and the deliberations of working groups are leading some to conclude that 
radiation therapy quality assurance programs need to be rethought. For example, 
people are suggesting that risk analysis be undertaken to identify critical points 
requiring greater vigilance. Also, there is an appreciation that new approaches are 
required to look at the complete chain inherent to modern delivery accounting for 
the complex interactions and connections of the various components [25–28]. 
According to this view, clinical QA may become more of an integrated activity. 

3. PROPOSAL

The authors envision an IGART process quality assurance protocol that is 
not performed solely by the physics staff but by the whole clinical treatment 
team. Physics would prepare some test object (for example, but not limited to, a 
dosimeter such as a Fricke or polymer-gel or a PRESAGE radiochromic plastic 
dosimetry system) and insert it into some anthropomorphic phantom. The 
phantom would then be given to the therapy team (e.g. radiation oncologists and 
medical radiation treatment technologists, hereafter called therapists) to process 
as a patient: planning therapists would perform CT simulation; oncologists might 
contour structures that could be delineated in the target; planners or dosimetrists 
would plan the delivery on the treatment planning system; and treatment 
therapists would deliver the treatment using the IGART approaches being 
assessed. This would include whatever adaptive processes are in regular practice 
in the clinic. This report illustrates the concept by limiting the approach to simple 
patient set-up with treatment room cone beam CT (CBCT), although the process 
to be tested could be more challenging (see Fig. 2). In the IGART process QA:

(1) the preparation of the sample and insertion of a test tool into an appropriate 
phantom would be performed by the physics team as part of a regular 
200

(monthly) review at each treatment unit. The test tool would have to be 
appropriate for the particular IGART process being tested. In the authors’ 
preliminary work, Fricke and polymer gel dosimeters were used as they 
were available in the clinic. The authors tested compliance to a patient 
set-up correction protocol that could have involved movement in three 
dimensions. The use of 3-D gel and plastic dosimeters in phantoms has 
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been well indicated [15–19]. The test tool could possibly be film, a detector 
array or some other device. One important feature is that it should be in an 
anthropomorphic phantom (preferably opaque) that would seem like a 
patient to the staff subsequently treating it.  

(2) The CT simulation, imaging and contouring of the images would be 
performed as usual by the CT therapists and, it is hoped, radiation 

FIG. 2.  An example of the implementation of a process QA protocol for an IGART procedure. 
Here, a Fricke-gel dosimeter was inserted into an anthropomorphic phantom for subsequent 
treatment by the radiation delivery team as a patient. The IGART protocol being evaluated was 
the simple process of patient set-up verification using on board CBCT imaging. At the end of 
the process, the measurements from the dosimeter are compared to the treatment plan and 
evaluated to determine if the delivery was as intended. The QA system could be extended easily 
to other IGART processes.
201

oncologists. As this IGART process QA evolves and becomes established, 
it may be possible to develop phantom inserts to provide contrast to direct 
the target and critical organ contouring. For a test of target localization by 
kV imaging at the treatment unit, the phantom could be designed to enable 
controlled and recordable perturbation of the location of the target after 
imaging to simulate organ motion inherent in actual patient treatment.
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(3) Treatment planning would be performed by the dosimetrists/planning 
therapists, and the transfer of the beam data and phantom images would 
proceed to the treatment unit as in clinical practice. The treatment plan 
would also be sent to the physics department for preparation for subsequent 
comparison with measured data at the end of the irradiation. (This step may 
well involve plan transfer in to software developed for the QA.)

(4) The IGART process being tested would be implemented on the treatment 
unit by the treating therapists. In the illustration in Fig. 2, the test was set-up 
verification with the cone beam CT available on the linear accelerator with 
adjustment of patient set-up (in this case, through a automated table shift 
determined by the delivery system’s registration software as per clinical 
practice). The test could be of any IGART process, as the phantom and test 
system would be designed to indicate compliance to that process. For 
example, a three dimensional gel dosimeter may be used to evaluate inter-
fraction dose correction based on exit dose measurements from a prior 
fraction. 

(5) At the end of the process, the removal of the test tool/dosimeter and data 
analysis would be performed by physics team. This would be a complex 
step, involving data registration and test evaluation. At this time, this would 
have to be performed using in-house developed software. However, if 
IGART process control becomes accepted by the radiation therapy 
community, radiation device and treatment planning vendors may enable 
this quality assurance step in their software environment.

Figure 3 illustrates the IGRT process control, which shows the results of 
two validation runs in the clinic for the testing of prostate patient repositioning 
using CBCT registration. The experiments were completed in a Varian 
environment (running Eclipse treatment planning, and an on-board imaging 
equipped Clinac 2100ix accelerator; Varian Medical Systems, Palo Alto, USA). 
The test object was an in-house prepared polymer gel dosimeter inserted into an 
AQUA phantom (Modus Medical Devices Inc., London, Canada). 

4. CONCLUSIONS
202

Modern adaptive radiation therapy involves complex processes that are 
typically evaluated by tests at single well defined points in the treatment delivery. 
Such testing does not reflect that IGART is complex and involves data transfer 
between sophisticated advanced equipment, often with human evaluation to 
choose between different courses of action at critical steps. It would be beneficial 
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to develop an IGART process QA that is more comprehensive in evaluating the 
whole treatment chain, including the human decision making and intervention 
used in some IGART techniques. While this would not replace all other tests, the 
regular performance of such QA in the complete IGART quality control 
programme would provide additional validation that patients are receiving the 
care intended. The testing can be easily implemented using existing dosimetry 
systems and dose evaluation tools standard in the clinic.

ACKNOWLEDGEMENTS

Funding from the Canadian Institutes of Health Research is appreciated.

FIG. 3.  In the implementation the authors used measurements with gel dosimetry to validate 
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doses. (b) A corresponding 3%/3 mm gamma map of the differences when the treatment 
fraction was delivered with (left) or without (right) a required set-up shift. The analysis can be 
customized to best flag failure in each specific IGART process.
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Abstract

This study aims to compare the spectrophotometric response of the Fricke 
xylenol gel (FXG) dosimeter developed at Instituto de Pesquisas Energéticas e 
Nucleares, prepared by using 270 Bloom gelatin from porcine skin produced in Brazil, for 
clinical photons 6 MV to 18 MV and electron beams with energies between 6 MeV and 
16 MeV, to the reference depth using liquid and virtual water phantoms. The optical 
absorption spectra, dosimetric wavelengths, dose and energy dependent response, 
sensitivity and lower detection limits were evaluated and compared for both clinical 
beams. All results obtained in this study are satisfactory and indicate the viability of 
implementing this dosimeter in photon and electron 3-D dosimetry.

1. INTRODUCTION

Linear accelerators have been useful to treat the more differentiated 
tumours with clinical photon (deep seated tumours) and electron (superficial 
tumours) beams. The increased use of accelerators has required more efficient 
quality control of the treatment planning in order to optimize clinical results 
[1, 2]. The Fricke gel dosimeter, based on the oxidation of ferrous (Fe2+) to ferric 
(Fe3+) ions by ionizing radiation, has been widely studied for application to 
207

quality control of radiation treatments by allowing the 3-D dose distribution 
verification [3–19].

The High Doses Laboratory of Instituto de Pesquisas Energéticas e 
Nucleares (IPEN) developed a Fricke xylenol gel (FXG) dosimeter prepared 
using 270 Bloom gelatin from porcine skin from Brazil [20]. The 270 Bloom 
gelatin is low cost and easy to find on the national market, and replaces the FXG 
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solution produced using 300 Bloom gelatin which is imported, hard to acquire 
and high-priced, about forty-five times more expensive [21]. 

This work aims to compare the spectrophotometric response of the FXG 
dosimeter developed at IPEN, prepared using 270 Bloom gelatin, for clinical 
photons 6 MV to 18 MV and electron beams with energies between 6 and 
16 MeV, at reference depths using liquid and virtual water phantoms [22]. The 
optical absorption spectra, appropriate wavelength for best dosimetric evaluation, 
dose and energy dependent response, sensitivity and lower detection limits were 
evaluated and compared for photon and electron clinical beams.

2. MATERIALS AND METHODS

2.1. Fricke gel solutions preparation

The FXG solutions were prepared using 5% by weight of 270 Bloom 
gelatin, ultrapure water, 50 mM of sulphuric acid, 1 mM of sodium chloride, 
1 mM of ferrous ammonium sulphate hexahydrate and 0.1 mM of xylenol orange 
[4]. The samples were conditioned in polymethyl methacrylate (PMMA) cuvettes 
(10 mm × 10 mm × 45 mm) and stored under refrigeration (4 ± 1°C) and light 
protected conditions for about 12 h [4] after preparation. The FXG solutions were
maintained 30 min at room temperature and light protected before irradiation.

2.2. Fricke gel samples irradiation

The samples were irradiated in the reading cuvettes with clinical photon 
beams 6 to 18 MV (VARIAN® linear accelerator models CLINAC 2100C and 
CLINAC 23EX) and electron beams with energies between 6 MeV to 16 MeV 
(VARIAN® linear accelerator model CLINAC 2100C) with absorbed doses 
between 0.05 Gy and 40 Gy at a dose rate of 400 cGy/min using radiation field 
size of 10 cm × 10 cm.

A MEDINTEC® liquid water phantom [PMMA walls and bottom 
40 cm × 40 cm × 40 cm filled with tri-distilled water ( = 1.00 g/cm3)] was used 
for all irradiations. All three samples sets of FXG solution were packed with 
polyvinyl chloride (PVC) film in order to avoid contact of the dosimetric solution 
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with the tri-distilled water during the irradiations.
Irradiations with 6 MV photons and 12 MeV electrons were repeated using 

a CIVCO® virtual water ( = 1.03 g/cm3) solid phantom (slabs of different 
thicknesses measuring 30 cm × 30 cm), to compare with the results obtained 
using the liquid water phantom.
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To ensure the maximum dose to the centre of each FXG sample different 
reference depths were used (Table 1). Table 1 also presents the backscatter 
thicknesses used for photon and electron irradiations. 

2.3. Fricke gel samples evaluation

The evaluation technique used was the optical absorption (OA) 
spectrophotometry and the measurements were performed using SHIMADZU 
Corporation (Tokyo, Japan) spectrophotometer model UV-2101PC in the 
wavelength range from 190 nm to 900 nm.

All optical measurements were performed about 30 min after irradiation. 
Each presented value corresponds to the average of the measurement of three 
samples and the error bars represent the standard deviation of the mean. The 
background values corresponding to the optical measurements of non-irradiated 
FXG samples were subtracted from all absorbance values presented.

3. RESULTS AND DISCUSSION

3.1. Optical absorption spectra and dosimetric wavelength

The optical absorption spectra obtained with FXG solutions non-irradiated 
and irradiated with different absorbed doses in a liquid water phantom with 6 MV 
photon and 12 MeV electron beams are presented in Figs 1 and 2, respectively.  

TABLE 1.  REFERENCE DEPTHS AND BACKSCATTER THICKNESSES 
FOR PHOTON AND ELECTRON IRRADIATIONS

Clinical 
beams

Energy

Liquid water phantom
(cm/liquid water)

Virtual water phantom
(cm/virtual water)

Reference
depth

Backscatter
thickness

Reference
depth

Backscatter
thickness

Photons 6 MV
15 MV

5.0 5.0 4.4 5.0
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18 MV

Electrons 6 MeV
9 MeV
12 MeV
16 MeV

0.8
1.4
2.4
2.0

5.0 —
—
2.4
—

—
—
5.0
—
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The FXG solutions irradiated with photon and electron beams presented 
2+

FIG. 1.  Optical absorption spectra of the Fricke gel solution non-irradiated and irradiated 
with clinical 6 MV photon beams.

FIG. 2.  Optical absorption spectra of the Fricke gel solution non-irradiated and irradiated 
with clinical 12 MeV electron beams.
210

two absorption bands, as expected: one at 441 nm, corresponding to Fe  ions 
initially present in non-irradiated Fricke gel solution and other at 585 nm, 
corresponding to Fe3+ ions generated by oxidation of Fe2+ ions by ionizing 
radiation. The absorption band at 441 nm tends to disappear while the band at 
585 nm increases with radiation dose.   
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The optical absorption spectra of the Fricke gel samples produced at IPEN 
with 270 Bloom gelatin irradiated with different photon and electron energies and 
phantom materials present the same absorption band (585 nm) as presented in the 
literature [5] to 300 Bloom FXG solution for clinical photons and electrons 
beams and 60Co gamma radiation. Therefore, the dosimetric wavelength 
established for 270 Bloom Fricke gel solution was 585 nm.

3.2. Dose–response curves

The spectrophotometric dose–response curves of the FXG solutions 
irradiated with 6–18 MV photons and absorbed doses between 0.05 and 40 Gy 
and 6–16 MeV electrons and absorbed doses between 0.05 and 21 Gy, using 
liquid and virtual water phantoms, are presented in Figs 3 and 4, respectively. 

The optical response of the FXG solution presented a linear behaviour in 
dose range from 0.05 Gy to 21 Gy (clinical dose range) for photon and electron 
beams. At absorbed doses greater than 20 Gy for both photons and electrons a 
spectrophotometric response saturation was observed. 

     The difference between the optical responses of the Fricke gel solution 
irradiated using liquid and virtual water phantoms was no more than is greater 
1.0% for both 6 MV photons and 12 MeV electrons. Therefore, the 
spectrophotometric response was considered to be independent of the phantom 
material for the energy range studied. 
211

FIG. 3.  Spectrophotometric dose–response curve of the Fricke gel solutions irradiated with 
clinical photon beams using different phantom materials.
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3.3. Sensitivity and lower detection limit

The optical sensitivity for clinical photon and electron beams was 
0.06 ± 0.001 au/Gy and 0.07 ± 0.001 au/Gy, respectively, for the different energies 
and phantom materials studied.

The lower detection limit experimentally established for photons and 
electrons was 0.05 Gy in the dose range studied using a clinical accelerator.

3.4. Energy dependent response

The energy dependent response curves for the FXG solutions irradiated 
with clinical 6–18 MV photon beams (absorbed dose of 10 Gy) relative to 18 MV 
photons and clinical 6–16 MeV electron beams (absorbed dose of 5 Gy) relative 
to 16 MeV electrons in a liquid water phantom are presented in Figs 5 and 6, 
respectively.

The spectrophotometric response relative to 18 MV photon beams 
presented a maximum variation as a function of radiation energy of about 7% and 

FIG. 4.  Spectrophotometric dose–response curve of the Fricke gel solutions irradiated with 
clinical electron beams using different phantom materials.
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2% for the 6 MV and 15 MV energies, respectively. The spectrophotometric 
response relative to 16 MeV electron beams presented a maximum variation of 
about 7% for 6 MeV, while the 9 and 12 MeV beams showed less of an energy 
dependence. According to Ibbott [23], the Fricke gel is considerably less energy 
dependent than thermoluminescence dosimeters, radiographic film and ionization 
chambers, for example.    
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FIG. 5.  Energy dependent spectrophotometric response curve of the Fricke gel solutions 
irradiated with clinical photon beams.

FIG. 6.  Energy dependent spectrophotometric response curve of the Fricke gel solutions 
irradiated with clinical electron beams.
213

4. CONCLUSIONS

The results obtained in this study indicated that 270 Bloom FXG dosimeter 
developed at IPEN provided excellent results when irradiated with various 
clinical photon and electron beam energies and phantom materials. All results 
obtained were similar to those obtained for 60Co gamma radiation [21] and also 
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indicated the viability of implementing this dosimeter for photon and 
electron 3-D dosimetry.
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Abstract 

In this investigation, the results are shown of the authors’ preliminary patient specific 
quality assurance experience in the validation of whole pelvis intensity modulated radiotherapy 
(WP-IMRT) with hypofractionated simultaneous integrated boost to prostate. A cohort of ten 
patients with localized prostate cancer (high risk) who underwent hypofractionated from 
March  2009 through January 2010 was included. The combination of wide fields and 
simultaneous delivery of three levels of dose (65, 56.25 and 50 Gy) for the prostatic gland, 
seminal vesicles and pelvic lymph nodes, respectively, prescribed in 25 fractions leads to the 
peculiarity of the final dose distribution — large regions of irradiations and a high degree of 
heterogeneity. The treatment verification involves 2-D measurements with a matrix of diodes 
and one-point measurement with a standard ionization chamber. To map properly the wide 
fields of WP-IMRT, successive exposures were merged with regular shifts in matrix position.

1. INTRODUCTION

The current paradigm for the quality assurance (QA) programme for 
intensity modulated radiotherapy (IMRT) includes QA of the treatment planning 
system (TPS), QA of the delivery system and patient specific QA. The aim of 
patient specific QA is to verify the agreement between the dose distribution 
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calculated by the TPS and the actually delivered one. Because of complex fluence 
modulation, each beam often includes several small irregular off-axis subfields. 
Therefore, the typical resulting sharp dose gradients render the deviations 
between calculated and real dose critical, especially in areas close to organs at 
risk. Furthermore, each IMRT plan is strictly specific to the patient since the 
various segment configurations and monitor units (in static modality) or leaf 
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position and leaf speed (in dynamic modality) may be significantly different, 
even if the shape of the targets and organs at risk are similar. These features 
necessitate dosimetric verification of every IMRT plan. This study illustrates the 
authors’ patient specific QA experience in the validation of whole pelvic IMRT 
(WP-IMRT) with hypofractionated simultaneous integrated boost (SIB) to the 
prostate. A cohort of ten patients with localized prostate cancer (high risk) who 
underwent IMRT hypofractionated from March 2009 to January 2010 was 
included. For treating the prostatic gland, seminal vesicles and pelvic lymph 
nodes, doses of 65, 56.25 and 50 Gy, respectively, were prescribed in 
25 fractions. 

2. MATERIALS AND METHODS

2.1. Dose delivery and TPS

The WP-IMRT treatments consisted of five to seven 6 MV beams from a 
Varian Clinac 600C linac fitted with a Millenium 120 leaf collimator (Varian 
Medical Systems, United States of America). The Millennium 120 Multileaf 
Collimator (MLC) consists of two banks of 60 leaves. The 40 central leaves have 
a 5 mm leaf width at the isocentre and the outer 20 leaves have a 1 cm leaf width 
at isocentre. The distance between the most protruding leaf and the most retracted 
leaf from the same bank is limited to 14.5 cm. The volumes involved in the whole 
pelvic treatments have typically cross-sectional dimensions greater than 14.5 cm; 
this implies field sizes ranging from about 8 cm × 16 cm to 10 cm × 20 cm. 
Thus, since the targets cannot be covered by the range of MLC motion, the 
fluence patterns are split into 2/3 subfluences. Typically, WP-IMRT with five 
fields resulted in ten split subfields in the delivery. The splitting may represent a 
problem in the validation of the plan: due to cumulative doses attributable to 
MLC scatter from split fields, calculation of dose for such fluence patterns is 
highly sensitive to any inadequacies of the dose calculation model and also to the 
uncertainties in the MLC dosimetric parameters in the TPS. 

The delivery technique of the WP-IMRT plans was step-and-shoot. The 
most commonly used set-up encompassed five entry points with gantry angles set 
to 36°, 108°, 180°, 252° and 324°. Only in one case, in order to obtain a higher 
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degree of conformance, a treatment configuration with seven gantry orientations 
was adopted: 0°, 51°, 103°, 155°, 206°, 258° and 309°.

The IMRT SIB plans were generated by employing the optimization 
module (DSS, Direct step-and-shoot) of Oncentra MasterPlan™ TPS (Nucletron, 
the Netherlands). The dose calculations in MasterPlan™ are performed in a two 
step process: in the first step, the fluence distribution exiting the treatment 
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machine is modelled (enhanced energy fluence algorithm); in the second step, the 
actual dose deposited in the patient (or phantom) is calculated by taking into 
account the pre-determined fluence pattern, according to different algorithms — 
the pencil beam employed in the current investigation and collapsed cone 
convolution. 

The plans were transferred via DICOM-RT to the record-and-verify system 
DIC (Varian Medical Systems, USA). The authors performed the irradiations to 
the verification phantoms in the clinical mode just as for the delivery of the 
treatment plan to the patient. The dose rate was set to the same value (i.e. 
400 MU/min at the isocentre).

2.2. Patient specific QA: Measurement tools

The pre-treatment QA strategy relied on planar and point absolute dose 
measurements for each treatment beam. 

A 2-D phantom, a diode array (MapCheck™ model 1175, Sun Nuclear, 
USA) was used. It contains 445 n-type diode detectors arranged in a 22 cm 
octagonal grid. The grid presents two detector densities: the 10 cm × 10 cm 
central part contains 221 diodes spaced at 10 mm and each line of detectors is 
translated 5 mm with respect to the next one, so that the diagonal spacing between 
detectors is 7.07 mm; the outer part of the device contains 224 diodes spaced at 
20 mm, and in this case, each line is shifted 1 cm and the diagonal spacing 
becomes 14.14 mm. The active detector area is 0.8 mm × 0.8 mm, the inherent 
buildup is 2 g/cm2, while the linear depth from the top of the overlay to the diodes 
area is 1.35 cm and the inherent backscatter thickness is 2.27 g/cm2. An 
equalization procedure is performed on a regular basis in order to determine the 
relative differences in sensitivity between the diodes. A dosimetric 
characterization of the MapCheck™ and its performance in the validation of 
modulated beams have been extensively discussed in the literature [2–4]. 

The verification set-up entailed a measurement depth of 5 cm water 
equivalent with the detector array at the isocentre plane. For the corresponding 
dose calculation, the authors applied the IMRT plan to be verified to a CT study 
of MapCheck™ and extracted, field by field, the 2-D dose matrix to be compared 
to the experimental dose distribution obtained exposing the phantom. For the 
field by field verification, all gantry angles were changed to vertical and the 
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detector was normal to the central beam axis. A recalculation of the dose was 
performed in the MapCheck™ phantom setting a 2 mm grid calculation. 

In order to increase the effective detector two dimensional density and to 
properly map the wide fields of WP-IMRT, successive exposures were merged 
with regular shifts in MapCheck™ position. The average number of the sampled 
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points was about 400 for every single field. This procedure with multiple 
irradiations of the device was demanding and workload intensive.

The verification of WP-IMRT plans was complemented with ionization 
chamber (IC) measurements. An NE2571 0.6 cm3 Farmer type IC was used to 
assess the dose in a clinically meaningful point of a high dose region in a 
homogeneous PMMA phantom (30 cm × 30 cm × 18 cm), delivering all beams 
with their original gantry angles. The ion chamber was placed at 5 cm water 
equivalent depth from the front surface of the rectangular plane sided phantom. 
The measurement site corresponds roughly to the localization in the patient plan. 

To calculate the dose to the chamber volume, a computed tomography (CT) 
scan was performed of the chamber in the phantom and the original plan was 
applied to it. The volume of interest was assumed to be the chamber sensitive 
volume as contoured on CT images of the chamber in PMMA phantom. The 
chamber material was assumed to be water equivalent. The resolution of the 
calculation dose matrix was 2 mm. Calculated dose statistics were averaged over 
each chamber’s delineated pixel volume. The active volume was always located 
in a region of high dose and low dose gradient (less than ±5%). 

For both the verification procedures, the monitor units of the original IMRT 
plan were kept.

At every session, the output dose of the linac was measured according to 
the IAEA TRS-389 Code of Practice [5] using an NE2571 Farmer IC, coupled 
with a secondary standard electrometer, calibrated in terms of dose to water 
by the National Reference Laboratory (ENEA-INMRI, Casaccia). The 
absolute dose calibration of Mapcheck™ was performed, correcting the 
experimental data for the discrepancy between the daily rate and the value 
used in the TPS. Furthermore, standard square fields were carried out (check 
fields) to monitor the output and symmetry of the beam and also to evaluate 
the accuracy of the position of the phantom.

2.3. Patient specific QA: Acceptance criteria

For the fluence verification method, planned versus experimental maps 
were compared by means of the  function analysis [6–8], adopting a dose 
difference criterion of 3% and a distance to agreement (DTA) criterion of 3 mm. 
The  approach combines the two above mentioned methods The user defines the 
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dose difference and DTA pass–fail criteria: if both parameters are outside the 
pass–fail criteria, the agreement fails according to the  method. In the current 
investigation, the  parameter was calculated in terms of local dose by using the 
analysis tools of Mapcheck™ software. Dose levels under a certain threshold, 
corresponding to about 10% of the prescription value, were discarded. A plan was 
accepted if the percentage of points with  below 1 was higher than 90%. 
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Concerning the IC procedure, a maximum discrepancy of 5% between 
predicted value and measured value was accepted. The major tolerance in this 
comparison technique is correlated to the considerable uncertainty in the dose 
assessment both by the IC and by the TPS due to the complexity of the whole 
procedure. Different aspects have to be taken into account. In particular, for the 
calculation, it is difficult to simulate accurately the experimental set-up. For the 
measurement, the IC large collection volume may involve the lack of lateral 
electron equilibrium or the position of the detector that may be outside of the field 
or in the penumbra regions. The fact that the IMRT conditions are radically 
different from the open field conditions under which the chambers are calibrated 
may invalidate the use of such calibration factors in modulated beams.

3. RESULTS AND DISCUSSION

For the first ten patients, all the plans satisfied the acceptance criteria. 
The results of the pretreatment QA data were analysed in order to judge the 

goodness of the agreement between planned and delivered dose and to define 
confidence limits for clinical QA practice in WP-IMRT.

3.1. Comparison of two dimensional dose distributions

The planar map of  values resulting from the comparison between the 
imported calculated and measured dose distributions offers a qualitative 
representation of the agreement between two dose distributions, as shown in 
Fig. 1.   
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FIG. 1.  Example of the comparison between dose measured (left image) by diode matrix and 
dose predicted by TPS (central image) in a coronal plan, for the posterior field of a WP-IMRT 
plan (plan no. 3). The image on the right shows the resultant match in terms of  index (red 
points have values above criteria). Here, the analysis considers the whole field results from the 
composition of the two single parts (split fields) of the beam.
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Gamma histograms, defining the percentage of  values below a certain 
value, can represent an efficient pass/fail instrument in a comparison procedure. 
In the current investigation, it was decided to evaluate the following parameters 
of the  distribution of each field of the population of plans/patients considered 
(ten plans for a total of 104 fields):

— mean  value;
— percentage of points having   1;
— percentage of points having   1.5;
— percentage of points having  > 2.

These  indices are indicative of the quality of the agreement between 
measured-calculated plans.

The results obtained are reported in the Table 1:  they show a good 
agreement between TPS and measurements. The average value of -index was: 
0.46 (SD: 0.06). The mean value of percentage of points passing the criteria was 
observed better than 95% (96.3% with SD = 1.6). In two cases only (patients 4 
and 6), the percentage of points with  lower than unity was slightly less than 95% 
(93.5%, 94.3%). The average percentage of points having   1.5 was 98.8% 
(SD = 0.9), while the average percentage of points with  significantly higher 
than the limit value ( > 2) was very low: 0.9 (SD = 1.2). 

3.2. Comparison of point dose values 

Table 2 summarizes the absolute doses for calculation and measurement. 
The percentage uncertainty on intra-session ionimetric measurements ranged up 
to 1.0% for the WP-IMRT fields.

TABLE 1.  TWO DIMENSIONAL DOSE DISTRIBUTION VERIFICATION

Plan #1 #2 #3 #4 #5 #6 #7 #8 #9 #10
#beams 5 5 5 7 5 5 5 5 5 5
#segments 99 100 131 137 131 110 116 109 119 97
average γ 0.44 0.50 0.37 0.60 0.41 0.47 0.42 0.41 0.44 0.49
SD 0.06 0.07 0.06 0.06 0.07 0.08 0.05 0.04 0.03 0.03
average % points with γ ≤1 97.7 95.5 98.4 93.5 97.7 94.3 97.1 96.9 96.1 95.3
SD 1.5 2.5 1.4 3.0 2.4 3.0 1.7 2.2 1.1 1.7
average % points with γ ≤1.5 99.6 99.2 99.5 98.9 99.1 96.9 99.1 99.3 99.1 97.5
SD 0.6 0.5 0.7 1.0 1.1 2.0 0.9 0.9 0.8 1.0
average % points with γ > 2 0.4 0.5 0.4 1.0 1.2 4.2 0.5 0.0 0.1 0.2
222

Note: Results of the statistical analysis of the  values distribution of more than 100 fields 
considered (corresponding to 10 WP-IMRT plans). For each plan, the following parameters 
were taken into account (with its SD): the average  value, the percentage of points that pass the 
acceptance criterion (i.e. having  value lower than unity), the percentage of points having  
1.5 and the percentage of points having  > 2.

SD 0.9 0.6 0.7 1.5 1.2 3.5 0.9 0.0 0.7 1.5  
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TABLE 2.  POINT DOSE VALUES VERIFICATION

IC dose measurements agreed with the corresponding predicted values 
within the 5% limit. The mean ratio of absorbed dose to water from the TPS 
calculation to that from measurements (DTPS/DIC) was 0.985 (SD = 0.025). The 
TPS exhibited a trend to underestimate the dose compared to measurements. This 
could arise due to suboptimal modelling of the MLC leakage. 

In practice, it is valuable to interpret the results obtained in this comparison 
process due to the complexity of the measurements, the type of IC employed and 
the operating mode of the calculation algorithm, etc. [1]. The accuracy in the TPS 
prediction is a function of how well the analytical model reproduces various 
accelerator beam geometries and components (especially MLC leaf ends and 
leakage). Further, the dose statistics calculated by the TPS over the IC volume are 
dependent upon the digitally contoured volume, which was delineated from 
visual inspection of the CT scan of the phantom and chamber (and was slightly 
larger than the manufacturer’s nominal volume due to slice averaging effects 
present in CT images). 

Uncertainties must also be considered in the measurement process when 
assessing IC performance. During static IMRT plan delivery on a rectangular 
phantom, essentially two dosimetric parameters of interest changed: field size 
and depth of measurement. They influence the scatter particle fluence reaching 

plan DTPS (cGy) DIC (cGy) ratio = DTPS/DIC Δ%

#1 301.0 309.0 0.974 -2.59
#2 280.1 275.1 1.018 1.82
#3 294.1 305.5 0.963 -3.73
#4 295.7 311.1 0.951 -4.94
#5 315.2 323.2 0.975 -2.47
#6 292.2 305.1 0.958 -4.22
#7 315.6 314.1 1.005 0.49
#8 331.4 334.5 0.991 -0.94
#9 314.2 307.9 1.020 2.05
#10 331.4 334.5 0.991 -0.94

Note: Results of the estimates of dose (DIC) by employing IC at selected points compared with 
the corresponding values calculated by the TPS (DTPS).
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the detector. During delivery, the chamber is often positioned either outside of the 
field or in penumbra regions, resulting in volume averaging (especially important 
over gradient regions). Partial volume irradiation leads to lateral electronic 
disequilibrium where the non-uniform response to exposure within the detector’s 
volume spatially affects the conversion of signal into dose to water in the detector 
[1]. In absorbed dose to water protocols, the calibration coefficient incorporates 
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fluence perturbation correction factors. However, IMRT fluences differ 
substantially from calibration conditions [1, 5]. It should be noted that the 
authors’ procedure uses an all fields approach. This involves some compensation 
effects that could explain the observed agreement.

All these aspects render the discussion of the IC dosimetry highly critical. 
Thus, also considering the time factor, the authors are looking at the possibility of 
taking the IC dosimetric method as a secondary verification modality, to apply if 
unacceptable discrepancies between the 2-D dose distributions are detected.

4. CONCLUSION AND FUTURE DEVOLPMENTS

The treatment plan verification as outlined in this report based on matrix 
plus IC measurements was shown to be successful. The position during 
measurement with the IC is often critical for results because of the chamber size 
and the peculiarity of specific IMRT dose distributions, but is not so critical as to 
impair the generally good results obtained, probably due to compensation effects 
when the total plan is delivered.

The implemented QA procedure to check each IMRT patient is 
significantly time consuming and may become the bottleneck for a more 
intensive clinical IMRT use. Thus, to curtail the workload, the authors are 
investigating the possibility of using the portal imager (based on Si technology) 
in combination with the independent dose prediction software EPIDose™ 
provided by Sun Nuclear, which obtains the dose distribution from the fluence 
image acquired by the electronic portal imaging device (EPID). The EPID 
employed is a commercially available imaging device Portal Vision aS500 
mounted on a Clinac 600C. The measured EPID images for each IMRT field were 
acquired without adding any buildup on the top of the cassette, with the detector 
area at a source–detector distance of 105 cm. For matching measured versus 
calculated dose, the  index approach can also be used, maintaining the same 
routine acceptance criteria. 

The preliminary results are encouraging. The two methods appear 
qualitatively consistent, showing a good agreement between the measured and 
the theoretical doses (Fig. 2). The authors validated the dose prediction 
performance of EPIDose™ comparing it with MapCheck™, in terms of 
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parameters (average  index, percentage of points with   1,   1.5 and >2). To 
assess quantitatively the dosimetric performance, a regression test was applied to 
the statistics of previous  values. The analysis is being extended to a population 
of 25 WP-IMRT plans. 
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The EPID based method, still under validation, could be a useful IMRT-QA 
instrument, especially for the wide WP fields due to its large detector area, 
greater resolution and ease of use. In terms of workload at the linac, the 
superiority of EPID approach is evident: it was estimated that the time necessary 
for a verification session of the same WP-IMRT plan with EPID and MapcheckTM

is about 30 min and 90 min, respectively.
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Abstract

The goal of this intercomparison is to determine the peripheral doses during treatment of 
prostate cancer. Two different treatment techniques are compared: (a) intensity modulated 
radiation therapy (IMRT — 10MV and 18MV) on a Varian Clinac 2100 C/D (Varian Medical 
Systems, Inc.) and (b) tomotherapy (6 MV, Tomotherapy Inc.). The treatment devices are 
located in the university hospitals of Louvain and Brussels. A common treatment protocol was 
agreed between the two clinical centres, which was used by each partner. In this case, it was 
possible to evaluate the performance (in terms of peripheral doses) of the different treatment 
techniques, when faced with the same constraints, in terms of dose distribution. 

1. INTRODUCTION
227

Radiation therapy plays a very important role in treating about half of 
cancer patients. It is well known that some of the patients cured with ionizing 
radiations (either X ray based or with charged particles), can later develop a 
treatment induced secondary malignancy in organs located at a distance from the 
original tumour [1–7]. It is therefore extremely important to establish the doses 
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that are absorbed in those distant organs; these doses are also known as 
‘peripheral doses’ [8–10].

This study presents an intercomparison designed to determine the 
magnitude of peripheral doses during treatment of prostate cancer. Two different 
techniques are considered: (a) the intensity modulated radiation therapy (IMRT) 
— 10 MV IMRT (now the common energy used in clinical practice) and 18 MV 
IMRT (both on a Varian Clinac 2100 C/D linear accelerator (Linac), Varian 
Medical Systems, Inc., Palo Alto, CA, USA), and (b) the TomoTherapy (TT) unit 
(Tomotherapy Inc., Madison, WI, USA, 6 MV). The treatment devices are 
located at the university hospitals of Leuven and Brussels, respectively. A 
common treatment protocol was agreed between the two clinical centres, which 
was used by each partner (though this protocol may not be optimal for all of 
them). The authors were able to evaluate the performance (in terms of peripheral 
doses) of the different units, when faced with the same constraints, in terms of 
dose distribution. The protocol required 74 Gy in the prostate, delivered in 2 Gy 
fractions. For the dosimetric study, one single fraction (i.e. 2 Gy) was to be 
delivered. Figure 1 shows the two radiotherapy devices included in the study. 

2. MATERIALS AND METHODS

The measurements were performed with a Rando Alderson (RA) 
anthropomorphic phantom filled with thermoluminescent dosimeters (TLDs) 
(MTS-N pellets, TLD Poland) and neutron bubble detectors (in the case of 
10 MV and 18 MV IMRT). For the TLD detectors, an air kerma calibration was 
performed with a 137Cs source (0.667 MeV), exposing them to doses of 10, 70 
and 200 mGy. The detectors were inserted in a Perspex (PMMA) plexiglas 
holder. The phantom was imaged using a CT scanner and the same conversion 
curve ‘Hounsfield Units — electronic density’ was shared across the two clinical 
centres, together with the CT data. The following different organs were 
228

FIG. 1.  From left to right: Linac and TT.
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considered in this study: thyroid, stomach, colon, kidney, liver and lungs for 
neutron and photon measurements. In the case of photons, the doses to the 
oesophagus, spleen, red bone marrow, brain, small intestine and pancreas were 
monitored. Photon doses were measured by placing TLD into the RA phantom, 
inserted in locations corresponding to the different organs of interest. The TLDs 
were distributed within the different organs as uniformly as possible in order to 
guarantee a three dimensional coverage of the volume. In total, about 230 TLDs 
per irradiation were used. The final equivalent dose values were obtained by 
averaging over the readings in the different organs. Neutron doses were measured 
by placing bubble detectors, both for thermal (BDT, Bubble Technologies 
Industry, Ontario, Canada) and fast neutrons (BD-PND, Bubble Technologies 
Industry, Ontario, Canada) in holes drilled in these organs. The BDT were 
calibrated in a thermal nuclear reactor (BR1 at the Belgian Nuclear Research 
Center, SCK·CEN, located in Mol, Belgium) in terms of neutrons fluence. 
Conversion coefficients were used to derive equivalent doses. The BD-PND 
detectors were calibrated in a 252Cf neutron source, in terms of equivalent dose. 
The read-out of the bubble detectors was performed using a home-made device, 
containing a camera taking pictures of the detectors from different angles. The 
number of bubbles was then automatically determined using in-house developed 
software on each projection and an average number of bubbles was determined. 
An uncertainty of about 30% can be expected in the neutron doses. A single 
treatment fraction of 2 Gy was delivered. Figure 2 shows the phantom and the 
detectors (TLDs and bubble detectors).  

The measurements on the Linac were taken using intensity modulated fields 
at 10 MV and 18 MV, respectively. In both cases, five different fields were used. 
The RA phantom was positioned using external markers for both IMRT 
treatments. In the TomoTherapy device, a megavoltage CT image was used to 
perform the positioning. 
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FIG. 2.  From left to right: RA phantom, TLDs and bubble detectors.
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3. RESULTS AND DISCUSSION

3.1. Photon measurements

The results are presented here of the measurements taken with the same 
treatment protocol everywhere, including IMRT and Tomotherapy. Neutron 
measurements were only performed on the Linac at 10 MV and 18 MV. The 
contribution of neutrons to the total dose for 6 MV tomotherapy was virtually 
zero, as verified using bubble detectors. The TLD results are shown for all organs 
and also for organs partitioned into three different body regions: head and neck, 
thorax, pelvis. The head and neck region included: the thyroid, brain and 
oesophagus. The thoracic region included the following organs: the lungs, 
kidneys, liver, spleen, pancreas and stomach. Finally, the pelvis region included: 
the small intestine, colon and bladder. Red bone marrow was not assigned to any 
particular region, since it was spread over the three others.  

As shown in Fig. 3, the highest equivalent doses (per treatment Gy) are 
delivered to organs/sites close to the treatment region (prostate). Note that the 
dose to red bone marrow is averaged over the whole body and therefore also 
includes regions close to the prostate. In Fig. 3, data are grouped per region, 
showing the head and neck (thyroid, brain and oesophagus), thorax (lungs, 
kidneys, liver, spleen, pancreas and stomach) and pelvis organs (small intestine 
and colon top; the bladder and bottom part of the colon are shown in Fig. 4). 
230

FIG. 3.  Equivalent doses for photons for different peripheral organs. 
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Table 1 shows the results obtained for the TLD measurements. Table 2 
shows the average dose values, per region (head and neck, thorax and pelvis). 
Also, standard deviations are given per treatment technique. The mean values are 
obtained by averaging over the different TLD crystals, in each organ and/or each 
region. It can be observed that the highest equivalent doses are related to the 18 
MV IMRT modality. This becomes particularly true at distances located further 
away from the treatment site (head and neck), where the lower energy modalities 
will experience a higher degree of attenuation. As seen in Fig. 3, in each of the 
organs/sites in the head and neck region (i.e. thyroid, brain and oesophagus), 
there is a significant difference between the 18, 10 and 6 MV doses. Also, a 
significantly higher dose, related to the 18 MV treatment, can be seen in most of 
the organs located in the thorax region. By contrast, 10 MV IMRT and 6 MV TT 
show very similar behaviour in terms of peripheral doses. The doses measured in 
the pelvis region (Fig. 4) are high due because part of the TLD was located very 
close to the irradiation volume. This also explains the large standard deviations in 
this region.   

FIG. 4.  Equivalent doses for photons in the pelvis region.
231

3.2. Neutron measurements

Figures 5 and 6 show the equivalent dose due to thermal and fast neutrons 
respectively, at 10 MV and 18MV. Neutron doses were measured using bubble
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TABLE 1.  EQUIVALENT DOSES (AND STANDARD DEVIATIONS) FOR 
PHOTONS FOR DIFFERENT ORGANS

mSv/Gy 18 MV 10 MV 6 MV-TT

Thyroid 1.93 ± 0.17 0.44 ± 0.06 0.38 ± 0.05

Stomach 3.01 ± 0.26 1.08 ± 0.30 0.86 ± 0.19

Colon top 4.72 ± 0.87 2.89 ± 0.63 2.12 ± 0.33

Colon bot. 21 ± 45   9 ± 11 22 ± 55

Lungs 2.27 ± 0.40 0.58 ± 0.17 0.60 ± 0.15

Kidneys 3.53 ± 1.39 2.12 ± 0.99 1.36 ± 0.49

Liver 2.94 ± 0.47 1.20 ± 0.48 0.95 ± 0.28

Oesophagus 2.23 ± 0.35 0.63 ± 0.19 0.63 ± 0.14

Spleen 2.89 ± 0.28 1.09 ± 0.19 0.84 ± 0.12

Red bone marrow 27 ± 86 31 ± 93 31 ± 94

Brain 2.00 ± 0.32 0.30 ± 0.15 0.27 ± 0.15

Small int. 5.18 ± 1.36 3.46 ± 1.33 2.52 ± 1.81

Pancreas 2.95 ± 0.07 1.76 ± 0.56 1.32 ± 0.21

Bladder 287 ± 363 175 ± 219 203 ± 234

TABLE 2.  AVERAGE EQUIVALENT DOSE VALUES (AND STANDARD 
DEVIATIONS) IN THE DIFFERENT REGIONS

mSV/Gy     18 MV     10 MV 6 MV-TT

Head and neck 2.08 ± 0.32 0.47 ± 0.21 0.44 ± 0.20

Thorax 2.70 ± 0.71 1.02 ± 0.65 0.83 ± 0.35

Pelvis    83 ± 219    54 ± 137    66 ± 97
232

detectors, both for thermal (BDT) and fast neutrons (BD-PND). The bubble 
detectors were calibrated as explained in the previous section. 

As can be seen, there is a much higher contribution of the neutrons to the 
total equivalent dose at 18 MV because of the higher energy of the primary 
photon beam and the resulting photo-neutron interaction. 
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FIG. 5.  Equivalent dose due to thermal neutrons.

FIG. 6.  Equivalent dose due to fast neutrons.
233

For organs distant from the irradiation field, such as the thyroid, we can see 
that a significant contribution to the peripheral dose comes from the neutrons, fast 
neutrons in particular. This is due to the important attenuation of the scattered 
photons, at such distances, especially at lower (10 MV) energies.   
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4. CONCLUSIONS

This paper presents preliminary results of a study designed to measure 
peripheral doses, in different organs, for two different treatment techniques at 
three different energies: IMRT (10 MV), IMRT (18MV) and TT (at 6 MV). The 
measurements were taken in two Belgian university hospitals, located in Louvain 
(IMRT) and Brussels (TT). For IMRT, at 10 MV and 18 MV, thermal and fast 
neutron doses were also measured. A common prostate treatment protocol was 
agreed and used by the two academic centres. The goal of this study is to 
compare, in terms of peripheral doses, how the different machines behave when 
facing the same dose constraints. In a second phase, each centre will define its 
own optimized treatment protocol and use it to irradiate the RA phantom. The 
results presented in this paper are related to the first phase of the study and 
include the measurement performed for the IMRT and the TT modalities. 

As it has been shown, there are significantly higher photon doses related to 
18 MV-IMRT, both in the head and in the thorax region. 10 MV-IMRT and TT 
show a similar behaviour in terms of peripheral doses. These results are in the 
same order of magnitude with organ doses found in the literature [4, 8].

Neutron doses (thermal and fast neutrons) were also monitored, for IMRT 
at 10 MV and 18 MV. The 18 MV treatment was characterized by a much higher 
neutron dose contribution to the total dose than the 10 MV. In particular, at distant 
organs (thyroid), there was a significant contribution, at 18 MV, of the (fast) 
neutrons doses to the total dose. 

In the future, there are plans to extend the study by including a 
measurement on the Cyberknife. The authors also plan to complete the study by 
repeating the measurements where every clinical centre will use its own 
optimized protocol. In addition, the aim is to explicitly quantify the amount of 
dose that is due to the imaging used to position the phantom.
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Abstract 

The performance of a commercial 4-D diode array, the ArcCHECK (Sun Nuclear, FL, 
USA) has been tested for helical tomotherapy patient-specific quality assurance (QA). 
Seventeen helical tomotherapy plans were selected representing a variety of tumour sites. 
Agreement between measured and calculated dose distributions was assessed by evaluating the 
gamma index (γ) with criteria ranging from 2% dose differences or 2 mm distance to agreement 
(2%/2 mm) to 3%/3 mm. For a subset of plans, some delivery errors were voluntarily 
introduced in all the four rotational–translational directions to investigate the identification 
ability of the device. For a single plan point, dose comparison was carried out in the low dose 
gradient region in order to quantify the amount of dose deviation as a function of the absolute 
dose delivered. QA plans were also calculated and delivered to radiochromic films 
(GafChromic EBT2, ISP Corp., USA) within a cylindrical solid water phantom for comparison. 
For the 16 plans delivered, the mean percentage value of points with γ < 1 was 97.2% ± 2.2%, 
94.2% ± 4.6%, 95.1% ± 3.8% and 90.8% ± 6.2% calculated with (3%/3 mm), (3%/2 mm), 
(2%/3 mm) and (2%/2 mm) criteria, respectively, demonstrating that the 4-D diode array can 
be used for rotational IMRT QA. Four of the ‘wrong’ measurements still had a good QA 
response showing a number of points >90% fulfilling γ < 1 calculated with the 3%/3 mm 
criterion. The number of ‘false positives’ decreased with tighter γ calculations (3%/2 mm and 
2%/3 mm) and disappeared with 2%/2 mm. Point to point comparison showed a mean dose 
deviation of 1.2% ± 1.1%, 1.9% ± 1.6% and 2.1% ± 1.3% for low, medium and high dose 
regions, respectively. The mean percentage value of points with γ < 1 was 96.3% ± 3.3% and 
91.4% ± 2.4% calculated with (3%/3 mm) for diode array and film dosimetry showing a 
consistent superiority of the device with respect to GafChromic film (p < 0.05). 

1. INTRODUCTION
237

Intensity modulated radiation therapy (IMRT) involves the delivery of 
multiple beams at many angles around the patient with the aim to highly conform 
the dose distribution to the target while maintaining the dose to the adjacent 
normal structures as low as achievable. The desired fluence modulation is yielded 
by a computer controlled multileaf collimator whose leaves are able to sweep 
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across the radiation field. Submillimetre multileaf collimator positional errors 
may cause up to 20% dose error depending on the multileaf collimator gap width 
[1]. Helical tomotherapy is a particular IMRT delivery technique that 
simultaneously combines the motion of the binary multileaf collimator, the 
rotation of the gantry and the translation of the treatment couch in order to 
achieve the optimal dose distribution [2]. Such a complicated delivery technique 
requires a patient specific quality assurance (QA) programme that would allow 
assessing the correct beam delivery. In practice, the method of patient specific 
IMRT QA is to recalculate the dose distribution on a phantom that can host a 
detector, keeping the patient’s plan properties unchanged. The calculated dose 
distribution is then compared to the measured dose distribution. Several detectors 
have been employed in such measurements ranging from 1-D (ionization 
chambers and diodes) to 2-D (radiographic and radiochromic films, detectors 
arrays) devices [3–5]. Although 2-D detector arrays offer the practical advantage 
of performing direct measurements (i.e. absence of typical post-processing of 
films), they exhibit significant angular dependency under rotational beams [6]. 
Recently, a new diode array (ArcCHECK, Sun Nuclear Corporation, Melbourne, 
FL, USA) was specifically developed for rotational therapy QA by arranging 
diodes on a cylindrical plane. 

The purpose of this study is to evaluate the performance of the ArcCHECK 
device for helical tomotherapy plan verification; 16 helical tomotherapy plans 
representative of various tumour sites were used. Furthermore, the capability of 
the device in the detection of delivery errors was investigated as well as its 
accuracy in the determination of the absolute dose. Some selected QA plans were 
also measured by means of radiochromic films (GafChromic EBT2, ISP Corp, 
USA) for comparison.

2. MATERIALS AND METHODS

The ArcCHECK diode array consists of 1386 diodes of 0.8 mm × 0.8 mm 
geometrically arranged on 21 adjacent rings spaced 1 cm apart. Detector spacing 
is 1 cm, and each ring is rotated by 1 cm with respect to the neighbouring rings, 
creating a helical grid distribution of diodes which maximizes the number of non-
overlapping detectors seen from a beam eye’s view (BEV) perspective. The 
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detector grid is embedded in a hollow PMMA cylinder with a 15 cm inner 
diameter and a 21 cm outer diameter, at a physical depth of 29 mm, 
corresponding to a water equivalent depth of 32.8 mm. The signal is updated 
every 50 ms allowing dose to time synchronization analysis [7].
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The initial calibration of the device required two steps:

 (i) The array calibration, which measured the differences in relative sensitivity 
between the detectors;

(ii) The absolute dose calibration, which assigns a known dose value to each 
detector corrected for its sensitivity.

Since the array calibration was provided by the vendor, the authors were 
limited to calibrate the device in terms of absolute dose. For this purpose, the 
centre of the cylinder was placed at the isocentre of a linac (Clinac 2100 C/D, 
Varian Medical Systems, Palo Alto, CA) for a resulting SDD of 86.27 cm and 
irradiated with a 6 MV, 5 cm × 5 cm field size. The exact dose value was 
measured using a farmer type ionization chamber positioned at the same depth of 
the diodes (e.g. 32.8 mm) in solid water.

CT images of the ArcCHECK were made with an 8 slice CT scanner 
(GE Light Speed, GE HealthCare) using 3 mm of slice thickness. Radio-opaque 
markers were placed at the projections of the cylindrical centre on the surface of 
the device for its alignment.

Dose calculations were done with the QA package included in the 
tomotherapy treatment planning system with a grid resolution of 2 mm. For each 
QA plan the ArcCHECK was placed with its centre at the isocentre of the 
treatment unit. The whole 3-D planned dose distribution was exported via 
DICOM RT and imported on the ArcCHECK software. Once the RT PLAN and 
RT DOSE files were loaded, the software extracted the dose plane corresponding 
to the detectors plane. 

Sixteen plans designed for head and neck, prostate, breast and brain 
malignancies were calculated and then delivered to the device. Agreement 
between measured and calculated dose distributions was assessed by evaluating 
the gamma index (γ) with criteria ranging from 2% dose differences or 2 mm 
distance to agreement (2%/2 mm) to 3%/3 mm in order to explore the potential 
and the limitations of the system. 

For a limited number of plans (one head and neck, one prostate and one 
breast), some delivery errors were voluntarily introduced in all the four 
rotational–translational directions by moving the device from its correct 
alignment prior the irradiation to investigate its identification ability [8]. Each 
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QA plan was delivered five times: once with no shifts or rotation applied; three 
times with the displacements of 3 mm applied in every direction; and once with 
the rotation of 3° applied to the gantry, obtaining a set of 12 different 
measurements. Each ‘wrong’ measurement was compared to the correct one in 
terms of amount of points passing the γ calculation. 
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For one plan (a breast case), the measurement points were compared to the 
calculated points in low dose gradient region to quantify the amount of dose 
deviation as a function of the absolute (low, medium and high) dose delivered. A 
low dose gradient point was identified when all the surrounding calculation 
points lying within a square of 3 mm × 3 mm showed a dose variation of less than 
5%. 

Finally, for a subset of plans, QA results obtained with the diode array were 
compared to those obtained with radiochromic film dosimetry, although 
measurements were not strictly related with each other due to the different 
geometries of the detectors.

All ArcCHECK measurements were made in absolute dose mode using the 
absolute dose calibration previously described.

3. RESULTS

For the 17 plans delivered, the mean percentage value of points with γ < 1 
was 97.2% ± 2.2%, 94.2% ± 4.6%, 95.1% ± 3.8% and 90.8% ± 6.2% calculated 
with 3%/3 mm, 3%/2 mm, 2%/3 mm and 2%/2 mm criteria, respectively. Results 
of the γ analysis listed by tumour site are given in Table 1. For the 12 ‘wrong’ 
measurements, four of them still had a good QA response showing a number of 
points >90% fulfilling γ < 1 calculated with (3%/3 mm) criteria. The number of 
‘false positives’ decreased with tighter γ calculations (3%/2 mm and 2%/3 mm) 
and disappeared with 2%/2 mm. Delivery errors in the X direction were more 
prone to give false positive with respect to all other shifts or rotations as 
illustrated in Table 2. An example of γ deterioration with the introduction of a 
rotation of 3° is given in Fig. 1 for a prostate plan. Point to point comparison 
carried out in low dose gradient regions showed a mean dose deviation of 
1.2% ± 1.1%, 1.9% ± 1.6% and 2.1% ± 1.3% for low, medium and high dose 
regions, respectively. For the subset of five plans, the mean percentage value of 
points with γ < 1 was 96.3% ± 3.3% and 91.4% ± 2.4% calculated with 
(3%/3 mm) for diode array and film dosimetry, respectively.

4. DISCUSSION
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Excellent agreement between measured and calculated dose was observed 
with (3%/3 mm) criteria, demonstrating that the 4-D diode array can be used for 
rotational IMRT QA. Analysis carried out with a tighter γ criteria still yielded 
acceptable results, showing a slight trend for better outcomes with (2%/3 mm) 
than with (3%/2 mm). As a consequence, the absolute dose calibration should be



SESSION 5

TABLE 1.  MEAN PERCENTAGE OF PASSING POINTS LISTED BY 
TUMOUR SITE OPTIMAL RESULTS FOR BONE METASTASIS WERE DUE 
TO THE LOW GRADE OF COMPLEXITY OF THE DOSE DISTRIBUTION

Tumour site (n)
γ (3%/3 mm) γ (3%/2 mm) γ (2%/3 mm) γ (2%/2 mm)

Mean percentage of passing points 

Brain (5) 98.0 93.4 97.2 91.7

Head and neck (3) 95.8 92.9 92.4 87.4

Breast (3) 94.7 93.2 90.9 87.5

Pelvis (2) 97.8 93.5 95.4 88.2

Bone metastasis (2) 99.9 99.9 99.9 99.9

Anal canal (1) 97.3 95.9 97.3 95.9

Ocular region (1) 97.5 93.3 93.5 88.3

Total (17) 97.2 (2.2) 94.2 (4.6) 95.1 (3.8) 90.8 (6.2)

TABLE 2.  PERCENTAGE OF POINTS WITH Γ < 1 (AVERAGED OVER 
THE THREE PLANS) WITH THE INTRODUCTION OF THE DELIVERY 
ERRORS (percentage of passing points greater than 85% may be regarded as 
‘false positive’)

No errors 3 mm
X

3 mm
Y

3 mm
Z

3° rotation
M

ean %
 passing point

γ (3%/3 mm)

97.8% 91.3% 88.6% 85.9% 82.6%

γ (3%/2 mm)

96.5% 88.0% 83.5% 84.8% 77.4%

γ (2%/3 mm)
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s 95.8% 84.9% 81.3% 78.8% 74.4%

γ (2%/2 mm)

92.7% 79.2% 73.3% 71.9% 66.0%
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carefully performed in terms of its accuracy. The treatments plans used in this 
work had different sonograms, indicating that the radiation entered the device 
from different directions as well. For instance, a head and neckplan has its 
fluence entering the patient more evenly spaced in the solid angle in respect to a 
breast plan. The optimal outcomes carried out for all the various QA plans 
suggested a negligible angular dependency of the diodes under the TomoTherapy 
beam. 

Results arising from the delivery error analysis pointed out the detection 
ability of the device indicated by the lowering of the percentage of passing points. 
Nevertheless, in some cases, γ analysis was still considered acceptable, giving 
rise to ‘false positive’ measurements. In order to reduce such ‘false positive’ 
results, it may be convenient either to increase the threshold of passing points or 

FIG. 1.  γ analysis for a prostate case with 3%/2 mm criteria: (a) planned dose distribution, 
(b) γ analysis for the comparison with the correct measurement, note that passing rate was 
94.5%, (c) γ analysis for the comparison with the ‘wrong’ measurement having 3° of gantry 
rotation. Note that the passing rate decreased to 89.6%.
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to perform γ evaluation using a tighter criterion. The solution adopted as standard 
for patient specific QA by the authors involved the successful outcome of both 
thresholds: 97% of passing points with γ (3%/3 mm) and 90% of passing points 
with γ (2%/2 mm). Point dose comparison in low dose gradient region confirmed 
the ability of the detectors to measure absolute dose accurately within a range of 
2% independently from the dose value. The γ evaluation showed a consistent 
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superiority of the diode array with respect to GafChromic (p < 0.05), suggesting 
that the former may represent an alternative to film dosimetry in IMRT QA tasks.
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Abstract

The intention of the guidance of this paper, Good Practice of Clinical Dosimetry 
Reporting, by the Dosimetry Committee of the European Association for Nuclear Medicine, is 
to guide the reader through a series of suggestions for reporting dosimetric approaches in 
nuclear medicine.

1. INTRODUCTION

A number of recent publications in nuclear medicine contain data on 
dosimetric findings for existing or new, diagnostic or therapeutic agents. In many 
of these articles, however, the description of the methodology applied for 
247

dosimetry is lacking or omits important details. In such a situation, it is very 

1 This paper is reproduced by courtesy of the European Association of Nuclear 
Medicine.



LASSMANN et al.

difficult to assess the reliability of the data presented, which could also prevent 
other scientists from reproducing or improving previously published results.

The Dosimetry Committee of the European Association for Nuclear 
Medicine (EANM) has recently released a guidance document on Good Practice 
of Clinical Dosimetry Reporting [1] (see also www.eanm.org). The authors’ 
intention is to guide the user through a series of suggestions for reporting 
dosimetric approaches in nuclear medicine. At present, there are few guidelines 
regarding optimal practice of internal dosimetry and methods can vary widely. 
The validity of the results obtained from such a dosimetry study is dependent on 
the rigour and integrity with which such a study is reported.

The items addressed in this guidance document could also be used as a 
checklist by reviewers of manuscripts submitted to scientific journals or grant 
applications. In addition, it could be used to decide which data are useful for a 
documentation of dosimetry results in individual patient records.

1.1. Suggested documentation

(a) Equipment:
This includes, but is not limited to, the description of all equipment used for 
the study and the appropriate quality control measures taken.

(b) Image quantification:
This includes acquisition settings and the corrections performed (e.g. 
attenuation, scatter, dead time, reconstruction parameters for SPECT or 
PET, background subtraction) in addition to the calibration of all devices 
used.

(c) Biokinetics:
The number of data points per patient needs to be documented as well as the 
integration and fitting procedure of the time–activity curves. The way the 
data are extrapolated before the first and after the last measured data point 
also needs to be documented.

(d) Dosimetry calculations:
All the steps leading to a final calculation of the absorbed dose should be 
given for individual patients. If results are expressed in Gy/GBq, then the 
injected activity should also be reported. Care should be taken that the 
significant numbers of digits in the resulting values for absorbed doses do 
248

not exceed the errors of the underlying process. If possible, errors margins 
including the results of a propagation of error calculation should be 
included.
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(e) Miscellaneous items:
In some cases confounding factors such as the use of recombinant human 
TSH in the case of differentiated thyroid cancer or renal protection agents 
(e.g. sometimes used during treatments with radiolabelled peptides) might 
alter the biokinetics of a given radiopharmaceutical. This information 
should be provided.

2. CONCLUSION

The set of recommendations given by the EANM dosimetry committee for 
reporting dosimetric methods and results [1] provides a comprehensive overview 
on the acquisition and processing of images quantitatively for dosimetric 
purposes and on the subsequent steps needed for a proper dosimetric assessment 
of nuclear medicine diagnostic and therapeutic agents. In addition, a 
downloadable checklist is provided as an appendix. This document and the 
corresponding checklist will guide the authors of reports and publications through 
the necessary steps so that the reproducibility of the results will be warranted; it 
will enable other researchers to use such information for expansion and possible 
improvements.
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Abstract

Therapy with radiolabelled pharmaceuticals is a systemic treatment where the absorbed 
dose is delivered by internally distributed radionuclides that emit electrons or α particles. 
Absorbed dose calculation for radionuclide therapy is a real challenge due to technical and 
physical limitations in the imaging process together with a physiologically governed 
distribution and redistribution over time. Practical issues regarding the number of 
measurements and patient mobility may also limit the accuracy. This paper discusses the most 
important factors needed to consider for patient specific image based 2-D and 3-D dosimetry.

1. INTRODUCTION

The prognosis of achieving long time remission for disseminated cancer 
disease is in many cases poor. A systemic treatment is often required, and 
treatment with radiolabelled pharmaceuticals, ‘radionuclide therapy’, is such a 
systemic treatment. Treatment of thyroid cancer with [131I]-NaI is perhaps the 
most common targeted radionuclide therapy, which has been practised for many 
years. It is an effective procedure that reduces the risk of recurrence, curing a 
significant fraction of patients with metastatic thyroid cancer. Targeted therapies 
are also used to reduce severe pain in metastatic bone disease. Radionuclides 
successfully used in this application are 153Sm, 186Re and 89Sr. Non-Hodgkin’s 
lymphoma is a tumour disease with increasing incidence, which today is treated 
by radiolabelled antibodies expressed to the antigen CD20 on tumour cells. 
Approved commercial antibodies are ZevalinTM (90Y) and BexxarTM (131I). 
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In radionuclide therapy, the absorbed dose is delivered by administration of 
suitable radionuclides that emit either electrons or α particles. It is assumed that 
the released kinetic energy is transferred by charged particle interactions to 
sensitive parts of the cells for activation of cell death. An accurate dosimetry is 
important because of radiopharmaceutical uptake in normal tissues and organs. 
However, absorbed dose planning for radionuclide therapy is a real challenge in 
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that the radionuclide source cannot be turned on or off as in external beam 
therapy; instead it decays exponentially. On a small scale level, the 
radiopharmaceutical will generally be heterogeneously distributed meaning that 
the energy deposition is non-uniform. Since the biokinetics is dynamic, several 
activity measurements need to be taken to estimate the amount of energy released 
in an organ or tumour. Measurement can be made by sequential planar 
scintillation camera measurements or by SPECT. The spatial resolution of 
scintillation cameras is about 10–15 mm, depending on the source location and 
radionuclide characteristics, which puts a limit on the detail in the spatial 
information obtained. The system sensitivity (cps/MBq) is another factor that, 
together with the acquisition time, will influence on the image noise 
characteristics. Practical issues regarding the number of measurements and 
patient mobility may thus also limit the accuracy in the calculation of the activity. 
Since the treatment is systemic, circulating activity may result in unnecessary 
absorbed doses to normal organs and tissues. Often, this puts a limit on the 
activity that can be administered and is one of the major reasons for the need of an 
accurate patient specific dosimetry. The dose rate for radionuclide therapy is 
much lower than in external beam therapy, and currently, an increasing number of 
dosimetry studies are incorporating the calculation of the biologically effective 
dose for ‘coupling’ to the biological effects obtained.

2. 2-D IMAGE BASED DOSIMETRY

Dosimetry using 2-D planar imaging based activity quantification has been 
used for many years. In a planar acquisition, the source depth in the patient is not 
resolved, which requires several approximate correction methods that will be 
described below. Despite these drawbacks, the conjugate view method has been 
the major choice for many dosimetric studies, mainly due to its simplicity in 
implementation.

2.1. Activity quantification

The most commonly employed method for obtaining quantitative measures 
of the activity and the residence time of organs from planar images is the 
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conjugate view approach, in which the geometric mean is applied to 180°
opposed projections, often acquired anterior–posterior. In its original formulation 
[1, 2], the method addresses the quantification of one or several rod sources 
oriented along one projection line. It is assumed that the projections are acquired 
in narrow beam geometry without inclusion of counts due to scatter in the patient, 
collimator or in the crystal. Under these circumstances, the geometric mean 
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gives: (a) a count rate that is independent of the source position along the 
projection line, (b) attenuation in the medium that can be described as the 
attenuation through the total patient thickness and (c) self-attenuation in the 
source that can be described as a function of the source extension. After applying 
the geometric mean and attenuation correction, division by the acquisition time 
and the system sensitivity will give the activity. 

The implementation of the conjugate view technique includes the drawing 
of regions of interest (ROIs) in the images, to outline the tissues that are of 
interest for quantification. Often, the ROIs are defined in the raw 
anterior–posterior count rate images and then the respective corrections are 
applied. The quantification can also be performed in image space on a pixel by 
pixel basis, and then delineating ROIs in the resulting quantified image. The 
strategy used (ROI based or pixel based) has implications for the choice of 
correction methods, which will be discussed below. 

For ROI based quantification, some studies use the first anterior–posterior 
count rate images, acquired pre-voiding, to determine an effective sensitivity as 
the ratio of the geometric mean of the count rates in an organ ROI, by the 
administered activity. This effective sensitivity is then assumed to implicitly 
include corrections for attenuation and scatter. However, such an approach does 
not account for the variations in the correction parameters due to redistribution of 
the radionuclide over time. Explicit estimations of the system sensitivity, the 
attenuation and scatter are preferable. The system sensitivity is experimentally 
determined for the camera system and energy window settings. The attenuation 
correction is the most important correction, as it reaches factors of 2–3 for many 
radionuclides. Two parameters need to be determined: the patient thickness at the 
location of the source, and the attenuation coefficient representing the attenuation 
for the patient composition along the projection line. Using a computed 
tomography (CT) image, the patient thickness can be measured and a 
representative attenuation coefficient estimated. The attenuation can also be 
measured by use of two transmission studies, with and without the patient in 
position, where the ratio between these two images describes the attenuation. The 
transmission measurements can be performed by utilizing an external 
radionuclide flood source or using an X ray CT scout [3]. In both cases, the 
measured attenuation must be rescaled from the transmission energy to the 
energy of the radionuclide. The transmission imaging approach allows for a pixel 
253

based quantification scheme, assuming that the attenuation map and the 
anterior–posterior images can be spatially registered. Pixel based correction may 
be advantageous in cases where the attenuation distribution is heterogeneous and 
thus difficult to represent by one value, such as for the lungs, or when the body 
thickness varies over the region. 
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A commonly applied method for scatter correction is to use an effective 
attenuation coefficient in the attenuation correction, with a value lower than the 
linear attenuation coefficient [4], which can also be described as a buildup factor 
[5]. The effective value is determined in phantom studies prior to application, for 
the radionuclide and the camera settings. This approach implicitly assumes that 
the scatter distribution is equivalent to the distribution of the measured counts. 
Another common method, that allows for assessment of the scatter distribution, is 
to use additional scatter energy windows in the acquisition, just beside the 
photopeak window [6, 7]. The measured scatter count rate is scaled to the width 
of the photopeak window, and subtracted from the photopeak counts. Noise may 
be a problem if a pixel based quantification scheme is used, since the scatter 
windows can be narrow. Model based approaches to scatter correction have also 
been applied, where deconvolution of the count rate images is applied using 
scatter point spread functions [8, 9]. These describe the total-to-primary ratio and 
the distribution of scatter, and may be determined using Monte Carlo simulation. 
The self-attenuation of the source induces an overestimate of the activity. The 
overestimate increases for increasing source thicknesses and for lower 
radionuclide emission energies. Most organs in the body have an average 
thickness in the anterior–posterior direction of 3–10 cm, giving an overestimate 
of about 1–8% for 111In (245 keV). For 90Y bremsstrahlung imaging using an 
energy window centred at 150 keV, effects interpreted as being related to the 
self-attenuation were obtained for the assessment of the total body activity, where 
overestimates of around 10% were obtained [9]. 

Overlap of activity from the background and adjacent tissues is a major 
factor whose magnitude depends on the distribution of the radiopharmaceutical. 
‘Background’ refers to radionuclide concentration in blood or extracellular fluid, 
whereas ‘overlap’ refers to the activity in tissue with a radionuclide uptake that is 
superimposed on the tissue of interest in the image. Methods for correction of 
overlap and background activity have been extensively described in Ref. [5]. 
Background correction is generally performed by measuring the activity of a 
small region adjacent to the organ of interest, observing that the patient thickness 
should be equivalent. The background contribution is then estimated by scaling 
the background count density (count/pixel) to the number of pixels in the organ 
ROI. If possible, the background correction should be scaled to account for the 
thickness of the background compartment in the organ ROI, so that the volume 
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occupied by the organ itself is not included in the background. In case of overlap, 
the overlapped part of the organ ROI should be treated separately. The activity 
residing in the overlapped part could be estimated by extrapolation from the 
count density in the non-overlapped part, or, if the organ that causes the overlap 
has already been quantified, the count density that is assumed to belong to this 
organ can be subtracted [8].
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In addition to the conjugate view technique, planar image quantification can 
also be performed by using the 2-D and 3-D methods [10]. The organs of interest 
are delineated in a CT image and nominal activity values assigned to organ 
volumes. The resulting 3-D activity distribution is projected in the 
anterior–posterior directions. The organ activities are then determined iteratively 
by comparison of the calculated projections and the measured ones, assuming 
that they are spatially registered. The problem of overlap and background activity 
is thus elegantly circumvented.

2.2. Calculation of the cumulated activity

Patient imaging is performed at several times after administration to follow 
the radiopharmaceutical redistribution over time. At each time, the activity in the 
organs-of-interest is determined, giving series of time–activity data for each 
organ. If image registration is available, the images from all times can be spatially 
registered thus allowing for one single set of ROIs to be used for analysis [11]; 
otherwise, ROIs must be drawn for each imaging time. Curve fitting is applied to 
the time–activity data, often using a sum of exponential functions with the 
number of terms depending on the biokinetics and the number of data points 
available. The cumulated activity (MBq·h) is then determined as the area under 
the curve for each organ.

2.3. Absorbed dose calculation

Absorbed dose calculation in 2-D imaging is based on precalculated organ 
dose factors, ‘S values’, calculated by Monte Carlo simulation of the particle 
transport in a computer phantom. The S values describe the absorbed dose in a 
target volume per unit of cumulated activity in the source organ and are expressed 
in unit of Gy·MBq-1·h-1. The Olinda software [12] includes a large database of 
S values and a biokinetics module, with a user-friendly interface.

Most phantoms are geometrically stylized using mathematical shapes for 
representation of organs, and have been developed for estimating the risk of late 
effects for large populations. Therefore, they are probably not representative for a 
particular patient geometry. Nevertheless, owing to the lack of depth information 
in 2-D imaging, the use of precalculated S value has been a practical alternative. 
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It is possible, to some degree, to scale the S values to better represent the 
individual patient. Scaling by the ratio of the total body weight of the phantom 
and the patient is the simplest solution but may be inaccurate since it scales all 
organs by the same fraction. A better way is to scale by the patient specific organ 
mass. This requires a determination of the organ mass from an anatomical CT 
image. In the near future, S values for more realistic phantom geometries will be 
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available, which will make 2-D dosimetry somewhat more accurate since the 
phantoms are more representative of the human anatomy [13]. 

3. 3-D IMAGE BASED DOSIMETRY

Although many planar quantification methods today are quite sophisticated 
the inherent problem with the lack of depth information remains. By use of 
tomographic methods such as SPECT and in some case PET, 3-D information is 
obtained as where each slice represents a section through the patient. Correction 
for various physical effects is more straightforward and can be included in the 
reconstruction software. Today, most quantification methods are based on the 
iterative MLEM algorithm. This method starts with an initial guess of a 3-D 
activity distribution. The algorithm includes a model of the image process for 
calculation of projection from the first initial guess (forward projector). In its 
simplest form, the model assumes straight lines to calculate the projection. The 
measured projection is then compared with the calculated projections by 
calculating the quota. This error projection is then back projected for all angles to 
create an error image that is multiplied with the initial image to obtain a better 
estimate of the radionuclide distribution (the update). This is repeated until the 
change in the estimated image is sufficiently low. The OSEM method [14] is very 
similar to MLEM except that the update is made after a subset of projections 
making the estimated SPECT image to converge much faster than the MLEM 
method.  

3.1. Activity quantification

Correction for (a) non-homogeneous photon attenuation, (b) contribution to 
events in the image from photons that have been scattered in the patient and 
therefore appear at wrong positions, and (c) loss of spatial resolution due to the 
collimator design are necessary factors to consider in quantitative SPECT [15]. In 
an iterative reconstruction method, these corrections are made naturally if one 
can model these effects in the forward projector. Non-homogeneous attenuation 
correction is today best made by using a SPECT/CT system where an anatomical 
CT image registered to the SPECT image by hardware design can be obtained. 
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Although CT data are produced from an X ray spectrum, it is possible to convert 
them into a specific discrete energy with sufficient accuracy. The CT images have 
a high spatial resolution and signal-to-noise ratio. The correction for scatter is 
somewhat difficult and several methods have been proposed. These methods are 
often based on multiple energy window acquisitions or on analytical models. A 
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scatter estimate from a scatter window method, e.g. the triple energy window 
method [7], can be subtracted from the projection data prior to image 
reconstruction but this increases the noise and may produce negative counts. In 
an iterative reconstruction the scatter can be included in the forward projector as 
an additive component resulting in better noise characteristics. The ESSE method 
[16] is a model based compensation method that uses the precalculated scatter 
function to model scatter in the forward projector. Collimator resolution 
compensation can be included in the forward projector modelling the acceptance 
angle of the collimator holes as a distance dependent Gaussian function or, when 
septal penetration occurs, using tables of Monte Carlo simulated distance 
dependent point spread functions.  

3.2. Calculation of the cumulated activity

Similar to planar based methods of calculating the cumulated activity in 

FIG. 1.  The principal steps of an iterative reconstruction. The forward projector mimics the 
imaging process as close as possible. The difference in the various iterative methods often lies 
in how the comparison is made and how the error projections are calculated.
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organs, patient imaging is performed at several times after administration. The 
time series of images can then be analysed by determining the activity in the 
whole organ by drawing volumes of interest (VOIs) in the quantified image from 
each time, and then by curve fitting determining the cumulated activity. If image 
registration is available, the time series can be spatially registered, allowing for 
one set of VOIs to be used for all imaging times. An advantage with combined 
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SPECT/CT is that the image registration can be performed via the more detailed 
CT images, to determine a spatial transformation that is applied for fusion of the 
SPECT images [17]. For spatially registered time series of images, the calculation 
of the cumulated activity can also be performed on the level of each voxel, using 
trapezoid integration or voxel  based curve fitting. 

Hybrid SPECT/planar imaging has been suggested as an option when 
multiple SPECT/CT studies on many time points are not possible. The hybrid 
method combines the superior quantification accuracy of SPECT and the 
biokinetic information obtained from planar imaging. One SPECT study is used 
to determine the activity in VOIs at one time point. This is then used to normalize 
a time–activity curve obtained from sequential planar image based activity 
quantification [18].

3.3. Absorbed dose calculations

Image based absorbed dose calculations from a quantitative SPECT image 
can be made by: (a) assuming that released energy is locally absorbed within the 
voxel, (b) convolution methods with precalculated dose kernels that describe 
spatially the energy deposition in a uniform media from a point source, or 
(c)  implementing a full Monte Carlo calculation using quantitative SPECT 
images and registered CT images to calculate the trajectories from each 

FIG. 2.  An example of an SPECT study with 111In-labelled antibodies distributed in the liver. 
The images shown from the left are (A) an uncorrected image, (B) correction for attenuation, 
(C) correction of attenuation and collimator response and (D) correction for attenuation, 
scatter (ESSE) and collimator response. All images are reconstructed using an OSEM 
algorithm with six iterations and six angles per subset. 
258

individual particle and score the release of energy in the voxels until particle 
termination. The advantage of Monte Carlo simulations compared to convolution 
methods is that non-homogeneities and boundaries are included in the 
calculation. Combined SPECT/CT studies also allow for an accurate 3-D 
absorbed dose calculation in that the distribution of voxel masses in the patient 
can be determined from the co-registered CT study. An advantage using SPECT 
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imaging is also that absorbed dose calculations are performed on a voxel level, 
which reduces the need for accurate organ delineation and problems due to partial 
volume effects. Voxel  based representations of the absorbed dose gives improved 
possibilities for the visualization of the absorbed dose distribution and for 
quantitative analysis using dose–volume histograms of target tissues and organs 
at risk. 

4. RADIOBIOLOGICAL CONSIDERATIONS

The biologically effective dose (BED) is extensively used in external beam 
therapy and brachytherapy to describe the dependence of the rate of cell death (or 
cell repair) for different fractionation schemes and dose rates. Basically, BED can 
be described as the product of the physical dose (in Gy) and a relative 
effectiveness factor [19]. The latter is a function of the radiobiological tissue 
dependent parameters α/β, the rate constant for repair and the dose rate. In 
radionuclide therapy, the dose rate varies temporally and BED is then a useful 
quantity for comparison of radiation effects from different radionuclides, or other 
modalities [20]. A successful application of the BED was presented in kidney 
dosimetry for radiolabeled peptides [21]. Voxel based implementation of the 
BED has also been presented [22, 23], which then allows for BED maps to be 

A                               B                              C                                    D

FIG. 3.  This figure shows (A) the absorbed dose rate distribution for the first time point, (B) 
the absorbed dose distribution obtained by voxel-by-voxel integration, and (C) the region of 
interested for the current slice, from which (D), the integral dose–volume histogram, has been 
calculated. 
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visually interpreted. The equivalent uniform dose (EUD) is another 
radiobiological quantity, used mainly for comparison of different dose 
distributions in tumours [24]. In radionuclide therapy, the distribution of the 
absorbed dose is many times, for physiological reasons, heterogeneous. The EUD 
then gives the uniform biologically effective absorbed dose that would result in 
the same surviving fraction as the non-uniform biologically effective absorbed 
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dose, and has been applied, e.g. to SPECT/CT dosimetry for radiolabelled 
monoclonal antibodies [25]. 

5. EXAMPLES OF IMAGE BASED PATIENT SPECIFIC DOSIMETRY

Sgouros and Kolbert have developed the 3-D internal dosimetry 
programme called 3D-ID [26], which has been used for both human studies 
involving for example 131I for thyroid cancer treatment [27] and for preclinical 
applications to calculate S values for dosimetry in mice [28]. Another 
comprehensive package for 3-D dosimetry is the RMDP developed by Guy et al. 
[29]. This program includes both quantitative SPECT methods and image 
registration and the dosimetry is calculated from β kernels or voxel S values. The 
imaging group at the Johns Hopkins University has been working extensively 
with patient specific imaged based dosimetry and methods for quantitative 
SPECT. Through mathematical simulations, they have evaluated the accuracy 
and precision for both 2-D and 3-D dosimetry procedures [30]. In recent works by 
Dewaraja et al., a fast Monte Carlo code [31] has been used to calculate energy 
deposits from both electrons and photons for accurate 3-D 131I dosimetry [32]. 
Image quantification has been established with iterative reconstruction software 
that includes a full Monte Carlo simulation of the imaging process [33]. 

The authors developed the LundAdose Programme for dosimetry based on 
both 2-D and 3-D quantitative scintillation camera imaging. It is written in IDL 
and includes both an image reconstruction method with compensation for 
attenuation, scatter and collimator response [16] and a 3-D dosimetry programme 
using EGS4 based software based on SPECT and CT images. The authors have 
been involved in two clinical studies of 111In/90Y labelled antibodies. The first 
was for Non-Hodgkin’s lymphoma patients that aimed to study parameters for an 
extracorporeal adsorption procedure [34]. Both multiple SPECT/CT and planar 
studies were made. In an ongoing myeloablative study including bone marrow 
support, the authors are performing dose planning to the secondary organ at risk, 
which is the liver. On the basis of a pretherapy study with 111In labelled ZevalinTM

the aim is to determine the necessary activity to obtain a particular absorbed dose 
to the liver. The dosimetry is based on seven consecutive SPECT/CT studies. 
From the quantitative 111In SPECT images, spatially registered to each other over 
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time by CT–CT image registration, the absorbed dose distribution is estimated for 
90Y by considering the differences in physical half-lives. The absorbed dose is 
calculated assuming local energy deposition since the range of the β particles 
from 90Y is of the same order as the SPECT resolution. The study also includes a 
verification of the delivered absorbed dose by use of 90Y bremsstrahlung imaging 
during therapy. The authors therefore developed methods for both 2-D 
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quantification [35] and 3-D SPECT quantifications [36] where both methods use 
Monte Carlo simulated predefined kernels to describe the scatter and penetration. 

The authors also used our software for dosimetry study of 
177Lu-[DOTA0,Tyr3] octreotate for treatment of disseminated neuroendocrine 
tumours [37]. Here, it is important that the absorbed dose to the kidneys does not 
exceed the maximally tolerated absorbed dose. Three different methods for 
calculations of the kidney absorbed dose were compared involving: (a) planar 
activity imaging, (b) a hybrid SPECT/planar activity quantification combined 
with a MIRD based absorbed dose calculation using S values and (c) a hybrid 
SPECT/planar method where dose rate images were determined from SPECT at 
one time point. This study showed a large difference in calculated kidney 
absorbed doses depending on dosimetry method. Methods (b) and (c) gave 
consistent values, but method (a) gave higher absorbed dose values, which may 
imply that patients evaluated according this method may be undertreated. 
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Abstract

In nuclear medicine, mean absorbed doses to organs are published for standard stylized 
anatomic models. To provide more realistic and detailed geometries of the human morphology, 
the International Commission on Radiological Protection, together with the International 
Commission on Radiation Units and Measurements, have recently adopted voxel phantoms to 
represent the reference adult. Using the OEDIPE software, an advanced tool developed at the 
French Institute of Radiation Protection and Nuclear Safety, and the MCNPX Monte Carlo 
code, dosimetric calculations were performed for the new female and male voxel phantoms. 
Results obtained for different radiopharmaceuticals used in nuclear medicine show that 
differences with the reference mathematical phantom can reach a maximum factor of 3.7 for 
the male and 4.1 for the female voxel phantoms. Furthermore, differences in effective doses can 
reach more than 50% between the published values of the mathematical phantom and the adult 
voxel phantom.

1. INTRODUCTION

Nuclear medicine is a discipline based on the administration of 
radionuclides in the human body for diagnostic or therapeutic purposes. Thus, 
each organ can become a source of radiation delivering a fraction of the emitted 
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energy in tissues. Therefore, to ensure the radiation protection of the patient, 
accurate and realistic dosimetric studies must be achieved. In this context, the 
Council of the European Union in its Council Directive 97/43 Euratom 
distinguishes diagnostic from therapeutic procedures [1]. For diagnostic 
purposes, the exposure of tissues has to be evaluated and kept as low as 
reasonably achievable and consistent with the required diagnostic information, 
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taking into account economic and social factors. In this case, diagnostic 
reference levels of dose, which corresponds to levels of activity for 
radiopharmaceuticals, are established and the mean absorbed dose per unit 
activity administered are published for standard reference phantoms [2–4]. For 
therapeutic purposes, the dosimetric evaluation must be individually planned, 
ensuring that the exposure of healthy tissues is kept as low as possible and 
consistent with the therapeutic aim.

At present, most dose values available are determined on the basis of the 
Medical Internal Radiation Dose (MIRD) formalism [5] and standard 
mathematical anthropomorphic phantoms [6–9]. In the last few decades, the 
advances in both medical imaging and computational techniques have enabled 
the development of computational voxel phantoms. These are based upon three-
dimensional imaging techniques such as magnetic resonance imaging (MRI) or 
computed tomography (CT) and provide more realistic and detailed information 
about the human anatomy than the MIRD type models [10]. Therefore, the 
International Commission on Radiological Protection (ICRP) and the 
International Commission on Radiation Units and Measurements (ICRU) have 
adopted voxel phantoms as the computational representation of the adult 
reference person to improve reference dosimetry [11]. 

Presented here are the mean absorbed doses and effective doses performed 
for the new ICRP/ICRU female and male voxel phantoms, using the OEDIPE 
software [12, 13] and the MCNPX Monte Carlo code [14]. The results obtained 
for different radiopharmaceuticals used in nuclear medicine are compared with 
the mean absorbed doses published for the Oak Ridge National Laboratory 
mathematical phantoms. 

2. MATERIALS AND METHODS

2.1. The ICRP/ICRU adult reference voxel phantoms

The ICRP/ICRU adult male and female reference voxel phantoms [15] have 
been developed by the Helmholtz Zentrum München (German Center for 
Environmental Health, formely GSF) in collaboration with the DOCAL task 
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group of the ICRP. The anatomy of the reference voxel phantoms is that of Rex 
and Regina [16], which are derived from the medical images of two individuals. 
The dimensions, masses and densities of the 141 anatomical regions have been 
adjusted to match the ICRP reference adult male and female [17]. The voxel sizes 
are 8 and 4.84 mm in height with in-plane resolution of 2.137 and 1.775 mm for 
the male and female, respectively. A detailed description of the phantoms and the 
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limitations due to image resolution can be found elsewhere [15,18]. Frontal and 
sagittal slices of the phantoms are shown in Fig. 1. 

2.2. Dosimetric formalism

The mean absorbed dose D(rT,TD) to target tissue rT over a defined dose 
integration period TD following administration of a radionuclide to the patient is 
given in Ref. [19] as:

FIG. 1.  Sagittal and frontal slices of the adult male voxel phantom (left) and the adult female 
reference voxel phantom (right). 
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where

is the time integrated activity (or number of nuclear transformations) 
in source tissue rS over the period TD (taken to be infinity as 
radionuclides of general use in nuclear medicine have relatively short 
physical half-lives); and

S(rT ← rS) is the radionuclide S value.

The S value is given as:

                     (2)

where 

Ei and Yi are the mean or individual energy and yield (number per nuclear 
transformation), respectively, of the radiation particle i emitted by 
the radionuclide; 

f(rT←rS, Ei) is the absorbed fraction (defined as the fraction of radiation energy 
Ei emitted within the source tissue rS that is absorbed in the target 
tissue rT); and

M(rT) is the mass of the target tissue rT.

In the context of medical exposures, the effective dose E given in sievert is 
defined as:

(3)

where 

wT is a tissue weighting factor for target tissue rT subject to the condition that
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( )

E w H r T w w D r Tmale female
T T D T R R T D
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 the wT  values used in this article are given in Table 1; 
wR is the radiation weighting factor for radiation type R; and 

wT
T

=Â 1
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DR(rT,TD) is the contribution of radiation type R to the mean absorbed dose in 
target tissue rT. Current ICRP recommended values of wR are 1.0 for 
photons, electrons, positrons and β particles. 

The effective dose for protection of reference persons is based on weighting 
factors that are mean values representing an average over individuals of both 
sexes. Thus, the effective dose for the voxel adult phantom is determined using 
Eq. 4:

(4)

2.3. The OEDIPE software

The dose calculations are performed with the software OEDIPE, a French 
acronym for ‘tool for personalized internal dose assessment’. OEDIPE is a user-

TABLE 1.  WEIGHTING FACTORS FOR CALCULATION OF THE 
EFFECTIVE DOSE E ACCORDING TO THE 1990 RECOMMENDATIONS 
OF THE ICRP [20]

Tissue wT

Gonads 0.20

Colon, lung, red bone marrow, stomach 0.12

Bladder, breast, liver, oesophagus, thyroid, remaindera, b 0.05

Skin, bone surfaces 0.01

a Adrenals, brain, small intestine, kidney, muscle, pancreas, spleen, thymus and uterus.
b In exceptional cases where a single one of the remainder tissues or organs receives an 

equivalent dose in excess of the highest dose in any of the 12 organs for which a weighting 
factor is specified, a weighting factor of 0.025 should be applied to that tissue or organ and 
a weighting factor of 0.025 to the average dose in the rest of the remainder, as defined above.

E w
D r T D r T

T
R T D

Male
R T D

Female

T

=
+Â ( , ) ( , )

2
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friendly graphical interface, developed at IRSN with the Interactive Data 
Language (ITT Visual Information Solutions, United States of America) [12,13]. 
The main purpose of this software is to estimate the dose delivered by associating 
voxel phantoms and the MCNPX Monte Carlo code [14]. Its global features are 
defined according to the following stages:
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— Importation of CT or MRI images of the patient.
— Construction of a computational phantom or importation of an existing 

voxel phantom.
— Definition of the sources of radiation (distribution, activity, energy and type 

of emissions). The software includes a database of 246 radionuclides [21]. 
— Automatic creation of the MCNPX input file in which the geometry of the 

phantoms is described using repeated structures.
— Process of the MCNPX output file.

MCNPX (MCNP eXtended) is a general purpose transport code from Los 
Alamos National Laboratory [14] primarily based on the MCNP code [22]. 
Photons, electrons, neutrons, as well as 29 other particles can be considered. The 
version 2.6c of MCNPX was used. The cut-off energy for both photons and 
electrons was set at the default value of 1 keV and the energy deposited in the 
target regions was scored. 

2.4. Monte Carlo calculations

To have a panel of radioisotopes, biodistributions, photon and electron 
energies, the dose calculations are achieved for the radiopharmaceuticals listed in 
Table 2.

Cumulated activity of a selected radiopharmaceutical was homogeneously 
distributed in the different source regions of the voxel phantoms following the 
ICRP biokinetics standard models. The term ‘total body tissues’ was defined as 
total body minus contents of walled organs (gall bladder, stomach, small 
intestine, ascending colon, transverse colon, descending colon, sigmoid colon, 
urinary bladder), air inside body and skin at top and bottom [15]. In addition, the 
term ‘other organs and tissues’ was defined as the ‘total body tissues’ minus the 
source organs previously identified. As described in the ICRP Publication 23 
[23], the upper large intestine includes the ascending colon, the transverse colon 
right and left. The lower large intestine includes the descending colon, the 
sigmoid colon and the rectum. 

The distribution of activity is realized for all the organs in a same MCNPX 
input file, so that the deposited energy in a target organ is obtained at once. 
Twenty million histories were followed so that the statistical uncertainties of the 
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target organs do not exceed 5%. The transport of secondary particles was taken 
into account. The computation time for a dose calculation ranged from two hours 
for [123I]-MIBG to 25 h for [131I]-iodine uptake 55% (using two Intel (R) Xeon 
(TM) processors of 3.20 GHz CPU with 8 GB RAM). 

The absorbed doses were calculated for 24 target organs and tissues listed in 
Table 2. To determine the absorbed dose to red marrow, the deposited energy was
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first determined for the 19 bones and bone groups of the reference voxel 
phantoms. The deposited energy in red marrow was then assumed to be 
proportional to the mass of red marrow in the different parts of skeleton, these 
data being available in ICRP Publication 110 [15]. The same method was applied 
for the endosteum.

3. RESULTS AND DISCUSSION

As an example of the results, Figs 1–3 show comparative values of some 
organ absorbed doses as well as effective doses between the reference 
mathematical phantom [2, 4] and the adult male and female voxel phantoms for 

18 99m 123

TABLE 2.  LIST OF RADIOPHARMACEUTICALS AND TARGET TISSUES 
USED IN THIS STUDY

Radiopharmaceuticals Target organs and tissues

[11C]-labelled brain receptor substances
    ([11C]-Br) [4]

L-[methyl-11C]-methionine ([11C]-Met) [4]

2-[18F]Fluoro-2-deoxy-D-glucose
    ([18F]-FDG) [4]

[99mTc]-ECD [4]

[99mTc]-ethylenedicysteine ([99mTc]-EC)
    normal and abnormal renal function [4]

[99mTc]-MIBI resting subject and exercise [3]

[111In] [2]

[123I]-labelled brain receptor substances
    ([123I]-Br) [4]

[123I]-Metaiodobenzylguanidine
    ([123I]-MIBG) [3]

[124I]-iodine uptake 0% and 55% [2]

[131I]-iodine uptake 0% and 55% [2]

Adrenals Ovaries

Urinary bladder wall Pancreas

Bone surfaces/endosteum Red marrow

Brain Skin

Breasts Spleen

Gallbladder wall Testes

Heart Thymus

Kidneys Thyroid

Liver Uterus

Lungs Stomach wall

Muscles Colon wall

Oesophagus Remaining organs
271

[ F]-FDG, [ Tc]-ECD and [ I]-MIBG.
The maximum differences (per cent values) in absorbed doses between the 

reference mathematical and voxel phantoms for the different 
radiopharmaceuticals are given in Table 3. The mean differences for each 
radiopharmaceutical are also indicated with the associated standard deviation. 
The mean differences are higher for the female voxel phantom than for the male 
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FIG. 2.   Absorbed dose per unit activity administered (mGy/MBq) for [18F]-FDG.

FIG. 3.  Organ absorbed dose per unit activity administered (mGy/MBq) for [99mTc]-ECD.
272

one compared to the mathematical phantom. Indeed, the latter is hermaphrodite 
and its organs’ masses are mostly higher than those of the female one, except for 
the breasts, uterus, ovaries and pancreas. The lowest mean differences are found 
for [11C]-Br, 11.3% for the male voxel phantom, and for an [124I]-iodine uptake of 
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TABLE 3.  MAXIMUM (WITH CORRESPONDING ORGAN) AND MEAN 
(STANDARD DEVIATION ASSOCIATED) DIFFERENCES (%) IN 
ABSORBED DOSES BETWEEN REFERENCE MATHEMATICAL AND 
VOXEL PHANTOMS FOR THE DIFFERENT 
RADIOPHARMACEUTICALS  

Radiopharmaceuticals

Differences between
voxel male

and mathematical phantom
(absolute value)

Differences between
voxel female

and mathematical phantom
(absolute value)

 Max (%)
Organs

Mean (%)
SD

Max (%)
Organs

Mean (%)
SD

[11C]-Br
59.6

Bladder
11.3
15.6

57.9
Uterus

25.0
14.4

[11C]-Met
95.1

Adrenals
21.9
22.7

119.4
Adrenals

39.0
29.4

[18F]-FDG
57.0

Bladder
11.4
12.9

72.9
Uterus

28.7
16.9

[99mTc]-ECD
184.7

Pancreas
41.0
38.4

163.0
Pancreas

44.6
38.2

[99mTc]-EC normal
156.4

Red marrow
32.2
39.3

166.9
Small intestine

51.3
47.5

[99mTc]-EC abnormal
72.7

Adrenals
22.3
20.2

87.2
Ovaries

42.0
22.8

[99mTc]-MIBI resting
77.6

Pancreas
31.1
21.6

82.4
Adrenals

30.0
21.2

[99mTc]-MIBI exercise
60.6

Pancreas 
27.0
19.7

67.7
Adrenals

28.6
18.5

[111In]
161.0

Thyroid
83.0
49.8

211.6
Thyroid

105.6
57.1

[123I]-Br
179.6

Pancreas
44.9
43.0

175.5
Adrenals

54.2
46.9

[123I]-MIBG
152.1 65.9 175.1 95.7
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Oesophagus 34.6 Oesophagus 43.5

[124I]-iodine uptake 0%
42.4

Bladder
11.4
12.0

76.3
Uterus

22.7
21.8

[124I]-iodine uptake 55%
223.0
Lungs

68.9
58.3

257.0
Lungs

84.8
70.9
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[131I]-iodine uptake 0%
72.6

Bladder
12.6
18.5

70.4
Bladder

27.8
21.4

[131I]-iodine uptake 55%
271.2
Lungs

79.9
72.2

307.3
Lungs

95.9
81.6

TABLE 3.  MAXIMUM (WITH CORRESPONDING ORGAN) AND MEAN 
(STANDARD DEVIATION ASSOCIATED) DIFFERENCES (%) IN 
ABSORBED DOSES BETWEEN REFERENCE MATHEMATICAL AND 
VOXEL PHANTOMS FOR THE DIFFERENT 
RADIOPHARMACEUTICALS (cont.) 

Radiopharmaceuticals

Differences between
voxel male

and mathematical phantom
(absolute value)

Differences between
voxel female

and mathematical phantom
(absolute value)

 Max (%)
Organs

Mean (%)
SD

Max (%)
Organs

Mean (%)
SD

FIG. 4. Organ absorbed dose per unit activity administered (mGy/MBq) for [123I]-MIBG.
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0%, 22.7% for the female voxel phantom. These values reach 83.0% and 105.6%
of differences for [111In]. These observed discrepancies are mainly due to the 
mass and topology differences between organs. The maximum differences are 
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obtained for lungs. Indeed, in the case of [131I]-iodine with an uptake of 55%, a 
factor of 3.7 and 4.1 for the male and female voxel phantoms, respectively, are 
observed. Some important differences can also be found for some walled organs 
such as the urinary bladder wall. These are explained by the approximations 
previously used for electrons in the dose calculations based on the mathematical 
phantom [24, 25]. Indeed, no absorbed fraction values were available; instead, it 
was assumed that electrons’ energy was entirely absorbed in the source organs 
and that for activity in the contents of walled organs, the absorbed dose to the 
wall was half the equilibrium dose to the contents. Moreover, the differences 
observed can be explained by the limitation related to the voxel size of the 
phantoms. Indeed, voxel effects can be induced while representing small and 
walled organs. 

The effective doses for the male and female reference voxel phantoms and 
the percentage differences between the adult voxel phantom and the adult 
mathematical phantoms are presented in Table 4 for different 
radiopharmaceuticals. Differences can reach more than 50% between the adult 
voxel and mathematical phantoms, in particular with [111In], [123I]-MIBG, 
[124I]-iodine uptake 55% and [131I]-iodine uptake 55%. It should however be 
noticed that concerning the effective doses actually published for [124I]-iodine 
uptake 55% and [131I]-iodine uptake 55%, the weighting factors used are those of 
ICRP publication 53 since they have not been re-evaluated with those of ICRP 
Publication 60. The effective dose is an interesting tool in diagnostic nuclear 
medicine for conveying the risk of stochastic effects in future populations of 
patients. Thus, the realistic and accurate determination of this parameter is 
important to compare patient exposures originating from different diagnostic 
procedures, different imaging technologies and different hospital practices. 
Nevertheless, as stated in the MIRD pamphlet 21 [19], the effective dose cannot 
be assigned as an index of stochastic risk to a single individual patient (male or 
female), nor can it be assigned to male or female patients of body morphometries 
significantly different from those of the ICRP reference individuals. Indeed, the 
organ doses are obtained using phantoms based on a median individual of a large 
population, sex and age averaged and weighted by wT. Finally, the ICRP recently 
issued its 2007 Recommendations [11], superseding the 1990 Recommendations, 
which include updated and amended tissue weighting factor. The effective dose 
will therefore have to be calculated accordingly.
275



DESBRÉE et al.

C
T

IV
E

 D
O

S
E

S
 (

m
S

v/
M

B
q)

 F
O

R
 T

H
E

 M
A

L
E

 A
N

D
 F

E
M

A
L

E
 R

E
F

E
R

E
N

C
E

 V
O

X
E

L
 P

H
A

N
T

O
M

S
 A

N
D

 
C

E
S

 (
%

) 
IN

 E
F

F
E

C
T

IV
E

 D
O

S
E

 B
E

T
W

E
E

N
 T

H
E

 A
D

U
LT

 V
O

X
E

L
 A

N
D

 M
A

T
H

E
M

A
T

IC
A

L
 P

H
A

N
T

O
M

S
 

R
E

N
T

 R
A

D
IO

P
H

A
R

M
A

C
E

U
T

IC
A

L
S

  

ls
 

E
ff

ec
ti

ve
 d

os
e 

fo
r

th
e 

vo
xe

l m
al

e
ph

an
to

m

E
ff

ec
ti

ve
 d

os
e 

fo
r

th
e 

vo
xe

l f
em

al
e

ph
an

to
m

E
ff

ec
ti

ve
 d

os
e 

fo
r

th
e 

vo
xe

l a
du

lt
ph

an
to

m

E
ff

ec
tiv

e 
do

se
 f

or
th

e 
m

at
he

m
at

ic
al

ph
an

to
m

D
if

fe
re

nc
es

 b
et

w
ee

n
th

e 
vo

xe
l a

du
lt

 a
nd

m
at

he
m

at
ic

al
 p

ha
nt

om
 (

%
)

3.
26

E
-0

3
4.

22
E

-0
3

3.
74

E
-0

3
4.

3E
-0

3
–1

3.
0

4.
45

E
-0

3
6.

13
E

-0
3

5.
29

E
-0

3
8.

4E
-0

3
–3

7.
0

1.
53

E
-0

2
1.

99
E

-0
2

1.
76

E
-0

2
1.

9E
-0

2
–7

.4

4.
84

E
-0

3
7.

05
E

-0
3

5.
95

E
-0

3
7.

7E
-0

3
–2

2.
8

3.
44

E
-0

3
5.

85
E

-0
3

4.
64

E
-0

3
6.

3E
-0

3
–2

6.
3

l
3.

54
E

-0
3

5.
00

E
-0

3
4.

27
E

-0
3

4.
6E

-0
3

–7
.2

6.
63

E
-0

3
8.

24
E

-0
3

7.
43

E
-0

3
9.

0E
-0

3
–1

7.
4

se
5.

68
E

-0
3

7.
23

E
-0

3
6.

45
E

-0
3

7.
9E

-0
3

–1
8.

3

2.
88

E
-0

1
3.

64
E

-0
1

3.
26

E
-0

1
2.

1E
-0

1
55

.4

3.
70

E
-0

2
4.

67
E

-0
2

4.
19

E
-0

2
5.

0E
-0

2
–1

6.
2

1.
86

E
-0

2
2.

31
E

-0
2

2.
08

E
-0

2
1.

3E
-0

2
60

.2

0%
7.

49
E

-0
2

9.
97

E
-0

2
8.

73
E

-0
2

9.
5E

-0
2

–8
.1
276

TA
B

L
E

 4
.  

E
F

F
E

T
H

E
 D

IF
F

E
R

E
N

F
O

R
 T

H
E

 D
IF

F
E

R
ad

io
ph

ar
m

ac
eu

ti
ca

[11
C

]-
B

r

[11
C

]-
M

et

[18
F

]-
F

D
G

[99
m

Tc
]-

E
C

D

[99
m

Tc
]-

E
C

 n
or

m
al

[99
m

Tc
]-

E
C

 a
bn

or
m

a

[99
m

Tc
]-

M
IB

I 
re

st
in

g

[99
m

Tc
]-

M
IB

I 
ex

er
ci

[11
1 In

]

[12
3 I]

-B
r

[12
3 I]

-M
IB

G

[12
4 I]

-i
od

in
e 

up
ta

ke
 



SESSION 6

55
%

1.
95

E
+

01
2.

31
E

+
01

2.
13

E
+

01
1.

4E
+

01
52

.1

0%
3.

92
E

-0
2

5.
17

E
-0

2
4.

54
E

-0
2

6.
1E

-0
2

–2
5.

5

55
%

3.
80

E
+

01
4.

47
E

+
01

4.
14

E
+

01
2.

4E
+

01
72

.4

C
T

IV
E

 D
O

S
E

S
 (

m
S

v/
M

B
q)

 F
O

R
 T

H
E

 M
A

L
E

 A
N

D
 F

E
M

A
L

E
 R

E
F

E
R

E
N

C
E

 V
O

X
E

L
 P

H
A

N
T

O
M

S
 A

N
D

 
C

E
S

 (
%

) 
IN

 E
F

F
E

C
T

IV
E

 D
O

S
E

 B
E

T
W

E
E

N
 T

H
E

 A
D

U
LT

 V
O

X
E

L
 A

N
D

 M
A

T
H

E
M

A
T

IC
A

L
 P

H
A

N
T

O
M

S
 

R
E

N
T

 R
A

D
IO

P
H

A
R

M
A

C
E

U
T

IC
A

L
S

 (
co

nt
.)

 

ls
 

E
ff

ec
ti

ve
 d

os
e 

fo
r

th
e 

vo
xe

l m
al

e
ph

an
to

m

E
ff

ec
ti

ve
 d

os
e 

fo
r

th
e 

vo
xe

l f
em

al
e

ph
an

to
m

E
ff

ec
ti

ve
 d

os
e 

fo
r

th
e 

vo
xe

l a
du

lt
ph

an
to

m

E
ff

ec
tiv

e 
do

se
 f

or
th

e 
m

at
he

m
at

ic
al

ph
an

to
m

D
if

fe
re

nc
es

 b
et

w
ee

n
th

e 
vo

xe
l a

du
lt

 a
nd

m
at

he
m

at
ic

al
 p

ha
nt

om
 (

%
)

277

[12
4 I]

-i
od

in
e 

up
ta

ke
 

[13
1 I]

-i
od

in
e 

up
ta

ke
 

[13
1 I]

-i
od

in
e 

up
ta

ke
 

TA
B

L
E

 4
.  

E
F

F
E

T
H

E
 D

IF
F

E
R

E
N

F
O

R
 T

H
E

 D
IF

F
E

R
ad

io
ph

ar
m

ac
eu

ti
ca



DESBRÉE et al.

4. CONCLUSION

In nuclear medicine, the absorbed dose is currently established using 
mathematical reference phantoms and the assumption that electrons deposit their 
entire energy in the region where they are emitted. To improve the accuracy and 
realism of the simulations, the ICRP and ICRU have adopted reference voxel 
phantoms. Moreover, Monte Carlo calculations for electrons have been made. In 
this context, the authors have developed methodologies based on the OEDIPE 
software, an in-house developed tool, that associates voxel phantoms to the 
Monte Carlo code MCNPX. Thus, this method has allowed the determination of 
absorbed and effective doses for the new ICRP/ICRU reference voxel phantoms. 
Finally, the developed technique is adapted and of great interest when working on 
specific voxel phantoms, based on CT or MRI images, in particular to evaluate 
the influence of patient morphology on the absorbed doses.
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Abstract

As outlined in Report No. 160 of the National Council on Radiation Protection and 
Measurement, the average value of the effective dose to exposed individual in the United States 
of America has increased by a factor of 1.7 over the time period 1982 to 2006, with the 
contribution of medical exposures correspondingly increasing by a factor of 5.7. At present, 
medical contributors to the effective dose include computed tomography (50% of total medical 
exposure), nuclear medicine (25%), interventional fluoroscopy (15%), and conventional 
radiography and diagnostic fluoroscopy (10%). An increased awareness of medical exposures 
has led to a gradual shift in the focus of radiation epidemiological studies from traditional 
occupational and environmental exposures to those focusing on cohorts of medical patients 
exposed to both diagnostic and therapeutic sources. The assignment of organ doses to patients 
in either a retrospective or prospective study has increasingly relied on the use of 
computational anatomical phantoms. This paper reviews the various phantom format types — 
stylized, voxel, and hybrid — as well as phantom morphometric categories — reference, 
patient dependent, patient sculpted, and patient specific. Specific emphasis is given to hybrid 
phantoms — those defined through the use of combinations of polygon mesh and NURBS 
surfaces. The concept of a patient dependent phantom is reviewed in which phantoms of non-
50th percentile heights and weights are designed from population based morphometric 
databases and provided as a larger library of phantoms for patient matching and lookup of 
refined values of organ dose coefficients and/or radionuclide S values. This paper further 
outlines methods for constructing heterogeneous models of skeletal dosimetry allowing for 
explicit consideration for electron energy loss at both the macroscopic and microscopic 
dimension of the skeletal tissues. Absorbed fractions to active marrow in the reference adult 
male is highlighted and compared to values used in existing clinical models of marrow dose 
assessment.
281

1. INTRODUCTION

In its Report No. 160, the National Council on Radiation Protection and 
Measurement indicates that from 1982 to 2006, the average per capita effective 
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dose contributed from all radiation sources in the United States of America 
increased from 3.6 to 6.2 mSv [1]. The major driving force for this increase was 
medical exposures, which resulted in a change from 15% of total exposure in 
1982 to 48% of total exposure in 2006. At present, medical contributors to the 
average effective dose include computed tomography (CT) (50% of total medical 
exposure), nuclear medicine (25%), interventional fluoroscopy (15%) and 
conventional radiography and fluoroscopy (10%). 

A growing awareness of increased medical exposures over the past several 
years has had two major effects. The first is a shift in the focus of radiation 
epidemiological studies from traditional occupational and environmental 
exposure studies, to those focusing on cohorts of medical patients exposed to 
both diagnostic and therapeutic sources. The enhanced radiosensitivity of 
children makes paediatric studies of prime importance [2]. Examples include 
those under the Childhood Cancer Survivor Study 
(www.cancer.gov/cancertopics/coping/ccss), and the study of children who have 
undergone CT imaging (http://dceg.cancer.gov/reb/research/ionizing/medical/4). 
The second is an increased awareness of the need to reduce radiation exposures to 
current patients through optimization of image quality and patient dose in 
diagnostic imaging, or through maximizing tumour dose while minimizing non-
target tissue dose in radiation therapy within both the near- and far-field regions 
of the patient. Furthermore, professional societies [3] and federal agencies [4] are 
increasingly advocating the recording of patient dose in imaging studies via 
indicator dose quantities. The ideal situation for patient dose monitoring, 
however, would be the ability to estimate individual organ doses for each patient 
and each imaging exam or therapy procedure, and record that dose in electronic 
form. This information would be invaluable for both prospective monitoring of 
cumulative exposures to seriously ill patients requiring multiple diagnostic and 
therapeutic procedures, as well as retrospective epidemiological studies 
undertaken in the future.

2. COMPUTATIONAL PHANTOMS IN MEDICAL DOSIMETRY

Estimating organ doses to medical patients, either prospectively or 
retrospectively, requires the use of computational anatomical models of human 
282

anatomy, although some information can be derived through physical phantoms 
and embedded dosimeters. A computational anatomical phantom is a 
computerized representation of human anatomy for use in radiation transport 
simulations of a medical imaging examination or a radiation therapy procedure. 
The need for such a phantom varies among the various medical applications for 
which organ dose estimates are sought. In nuclear medicine, detailed 3-D patient 
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anatomy is available through the CT portion of SPECT/CT or PET/CT imaging 
systems. However, the vast majority of nuclear medicine studies are conducted 
using single or dual headed planar imaging systems, and thus organ doses are 
generally estimated through pre-computed and phantom based S values under the 
MIRD system [5]. In radiography and fluoroscopy, no 3-D image of patient 
anatomy is generated, and essentially all organ dosimetry is accomplished 
through the use of computational phantoms and pre-computed organ dose 
conversion coefficients. In CT, 3-D anatomical data is acquired by design and can 
in principle be used to define the patient’s own computational phantom. A major 
problem of this approach is that image segmentation is required to properly 
define tissue boundaries for reporting average organ dose or dose–volume 
histograms. While advances in automated image segmentation algorithms are 
ongoing, the vast majority of computational phantoms generated from patient CT 
images are performed through manual contouring. A secondary issue in CT 
dosimetry is that most CT images have limited anatomical coverage, and thus no 
anatomical information exists regarding organs and tissues that are partially 
imaged or are just beyond the edges of the scan field. A similar situation exists in 
external beam radiotherapy, where CT images of the cancer patient are used for 
treatment planning. While these images are more than sufficient to characterize 
the dose distributions within the tumour, and to establish dose gradients to near-
field tissues, no anatomical information is available for characterizing radiation 
dose from treatment head and in-patient scatter in far-field tissue regions. The 
issues of photon scatter dose in intensity modulated radiation therapy (IMRT) and 
neutron scatter dose in proton therapy are prime examples of the need for 
additional anatomical information of the patient beyond that acquired during 
treatment planning.

2.1. Phantom format types

At present, there are three different formats for computational anatomical 
phantoms: stylized (or mathematical), voxel (or tomographic), and hybrid 
formats based on NURBS and/or polygon mesh surfaces. Stylized phantoms have 
been the workhorse of radiation dosimetry for over 40 years, and even today, 
form the basis for many reference sets of dose and risk coefficients. As shown in 
Fig. 1, they are composed of 3-D geometric surface equations defining both 
283

internal organs and outer body surfaces. While they are flexible in terms of 
allowing changes in organ size, body shape and extremity positioning, they are 
generally deficient with respect to anatomical realism. Voxel phantoms, in 
contrast, are composed of a 3-D array of volume elements, each with a unique 
organ identity, elemental composition and density (see Fig. 2). Voxel phantoms 
are assembled through segmentation (pixel tagging) of individual image slices 
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from the CT or magnetic resonance image set, and thus they provide a high level 
of anatomical realism [6–8]. Their main limitation is that they are very difficult to 
alter in order to represent the body morphometry of subjects other than the person 
providing the source image. Exceptions include uniform scaling of the voxel size 
to represent individuals of larger or smaller stature, but of the same relative organ 
and body region anatomy.  

Hybrid phantoms [9] — the third model format — are so named because 
they preserve both the anatomical realism of voxel phantoms and the 
mathematical flexibility of stylized phantoms as shown in Fig. 3. Various steps 
are followed to construct hybrid phantoms. First, image sources — typically from 
CT or magnetic resonance — are segmented just as would be done in the creation 
of a traditional voxel phantom. This step is performed at the Advanced 
Laboratory for Radiation Dosimetry Studies (ALRADS) at the University of 
Florida using the software 3D-DOCTORTM (Able Software Corp., Lexington, 
MA). A resulting 3-D rendering of the subject anatomy is exported as a polygon 
mesh (PM) model, in which individual organs and the outer body contour are 
represented by a large array of triangular surfaces. For some complex structures, 
such as the vertebrae, this format is preferred and retained in the final hybrid 
phantom. For many other organs and all outer body surfaces, these polygon mesh 
models are subsequently converted to non-uniform rational B-spline (or NURBS) 
surfaces, where 3-D control points can been individually or regionally altered to 
permit organ reshaping and repositioning, as well as allowing for uniform 
enlargement or reduction. The software code RHINOERCOSTM (McNeel North 

FIG. 1.  Stylized phantom. FIG. 2.  Voxel phantom. FIG. 3.  Hybrid phantom.
284

America, Seattle, WA) may be used for this step. The resultant phantom is termed 
a hybrid-NURBS/PM phantom. However, most present-day radiation transport 
codes require a voxelized structure for particle tracking, and so a user defined 
MATLAB routine (VoxelizerTM) was written to fill the NURBS/PM structures 
with cubic voxels of any user-defined size. This resultant anatomical model is 
termed a hybrid voxel phantom, where the adjective denotes that the resultant 
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voxel structure was derived from NURBS/PM surfaces, and not directly from a 
segmented medical image. An important distinction between a voxel phantom 
and a hybrid-voxel phantom is that while in the hybrid-NURBS/PM format, 
significant changes can be made to the phantom to conform to different phantom 
categories as defined below.

2.2. Phantom morphometric categories  

Another consideration is the morphometric category of the resultant 
phantom. As shown in Fig. 4, four categories are possible, each moving 
progressively to the right along a continuum of patient specificity. The first is a 
reference phantom defined typically as an individual at 50th height/weight 
percentile from a given patient or general population. The characteristics of a 
reference phantom for radiation protection purposes are as defined by the 
International Commission on Radiological Protection (ICRP) in Publication 89 
[10]. This document outlines reference values for organ masses (from which 
targeted organ volumes may be derived), subject height, weight, and body surface 
area. More specific characteristics such as extremity lengths, sitting heights and 
body region circumferences are not given in ICRP Publication 89, and thus 
additional databases must be consulted for reference phantom construction. An 
important point is that while ICRP specifies reference values for organ mass, 
analogous values for organ shape, depth, and position within the body are not 
defined, and thus these values generally belong to the anatomical source used for 
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FIG. 4.  Continuum of anatomical specificity.
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phantom construction — cadaver, retrospective patient review, or prospective 
volunteer. Examples of stylized reference phantoms are those of the Oak Ridge 
National Laboratory (ORNL) series [11]. The ICRP reference phantoms [12] and 
the MAX and FAX phantoms [13] are examples of reference phantoms in 
voxelized formats. Three examples of reference hybrid phantoms include those of 
the University of Florida series [14], the RPI series [15], and the MASH and 
FASH phantoms of Cassola et al. [16].

Clearly, not all patients are presented at the 50th percentile height and 
weight at the time of treatment or imaging, and thus the use of reference 
phantoms, designed specifically for standardization of organ dosimetry in 
radiological protection, is problematic in patient medical dosimetry. One solution 
is simply to consider other non-50th height/weight percentiles in the relevant 
patient population, and then expand the available library of phantoms for patient 
matching. Such a concept was originally proposed by Johnson et al. [17] in 
defining a patient dependent phantom. In that study, the University of Florida 
reference adult male and female hybrid phantoms were rescaled to match 
5 different height percentiles (10th, 25th, 50th, 75th and 90th) and for each height 
percentile, 5 different weight percentiles (also 10th, 25th, 50th, 75th and 90th). 
As a result, the phantoms available for patient matching expanded from only two 
reference phantoms to 25 male and 25 female patient dependent phantoms. As 
outlined in the Johnson et al. study [17], the limited series of reference paediatric 
phantoms were expanded from ten (newborn, 1-year, 5-year, 10-year, and 15-year 
male and female) to 50 males and 50 females. For paediatric patient dependent 
phantoms, a grid of targeted heights was established ranging from 85 to 188 cm in 
11.5 cm increments for the males, and from 82 to 178 cm in 10.7 cm increments 
for the females. Within each age and height bin, 5 values of weight percentile 
were established (10th, 25th, 50th, 75th and 90th, respectively). The final series 
of paediatric patient dependent phantoms in the University of Florida series are 
thus 50 males and 50 females. The total library includes 150 phantoms. Patient 
matching is thus performed on a height/weight basis, and not directly by patient 
age. Subject age comes into play only by the assignment of a given reference 
hybrid phantom for rescaling to a given subset of the patient dependent phantom 
library. For example, the University of Florida reference 10-year female phantom 
was used by Johnson et al. to establish 15 additional phantoms of the female 
patient dependent series: phantoms at total heights of 124.9, 135.6 and 146.4 cm, 
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each at five different weight percentiles.
Patient dependent phantoms are created through a multisteps rescaling of 

the starting or ‘anchor’ reference phantom. These steps include (1) matching a 
targeted trunk height, (2) matching a targeted total height through independent 
scaling of leg length, and (3) matching a targeted total body mass through scaling 
body circumferential parameters. As a result of the 3-D rescaling under step 1, 
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internal reference organs are similarly rescaled in 3-D, with increases in trunk 
height yielding larger organs and decreases in trunk height yielding smaller 
organs than seen in the corresponding reference phantom. These changes are 
broadly supported by the autopsy study by de la Grandmaison [18]. 

Patient dependent phantoms have the distinct advantage of improved 
patient specificity over reference phantoms, while at the same time, permitting 
organ doses to be precalculated for many medical imaging procedures. These 
include radionuclide S values for use in nuclear medicine, organ dose conversion 
coefficients for diagnostic and interventional fluoroscopy, and organ dose 
conversion coefficients for common CT examinations. As a result, organ doses 
may be assigned to the patient via software lookup tables given on only minimal 
patient information such as age, gender, height and weight. For even greater 
patient specificity, such as might be required in radionuclide and external beam 
therapy, one might consider the next level of anatomical model — the patient 
sculpted phantom. The patient sculpted phantom results from: (a) selection of a 
given patient dependent phantom based upon patient height and weight, and 
(b) readjustments to the outer body contour to explicitly match that seen in the 
given patient. It is conceivable that this process can be automated, and possibly 
utilize body surface imaging technologies. For external irradiation of the patient, 
such as in fluoroscopy or CT, improvements in dose accuracy will result by 

FIG. 5.  Patient dependent phantoms of the University of Florida series. Five have the same 
height, but different weights, and five have the same weight, but different heights.
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properly accounting for residual soft tissue attenuation and scatter. For internal 
irradiation of the patient, such as nuclear medicine, more modest improvement in 
dose accuracy would be anticipated.

On the far right side of Fig. 4 are patient specific phantoms — those that 
uniquely match the body morphometry and internal organ anatomy of the 
individual patient. Patient specific voxel phantoms are generally created through 
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combinations of automated and manual image segmentation. Advances in image-
processing software will eventually permit the creation of patient specific hybrid 
phantoms where internal and exterior phantom sculpting is applied to a given 
patient dependent phantom. However, such phantoms require an initial set of 3-D 
images for their construction, and in many cases, these images will not cover all 
anatomical regions where a dose assessment might be sought.

2.3. ICRP reference phantoms 

In late 2009, the ICRP and ICRU issued a joint report, ICRP 
Publication   110, describing the development and intended use of computational 
phantoms of the reference male and reference female [12]. In the 2007 
Recommendations of the ICRP, these phantoms (shown in Fig. 6) were adopted 
for forthcoming updates to organ dose coefficients for internal and external 
radiation sources. The phantoms are given in voxelized format, and are based on 
medical images of selected individuals, yet are consistent with the anatomical and 
physiological data given in ICRP Publication 89 [10]. The phantoms were created 
by modification of two existing voxel models (Golem and Laura) whose body 
heights and weights closely resembled reference data. The report described the 
methods used for this process and the resulting phantom characteristics. 
Furthermore, to illustrate the use of these phantoms, conversion coefficients for 
some external and internal exposures were included.
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FIG. 6.  Reference voxel phantoms of the ICRP adult male and adult female.



SESSION 6

In 2008, ICRP established that its future reference phantoms for the 
paediatric series will be based on voxelized versions of the University of Florida 
hybrid phantom series [14]. These phantoms are shown in Fig. 7. In the 
University of Florida series, head and torso CT images of patients whose ages 
were close to targeted reference ages were obtained under approved protocols. 
Major organs and tissues were segmented and subsequently modelled as either 
NURBS or polygon mesh surfaces. The phantoms were matched to four reference 
datasets: (a) standard anthropometric data on body region sizes and 
circumferences, (b) reference organ masses from ICRP Publication 89, 
(c) reference elemental compositions from ICRU Report 46 and (d) reference 
data on alimentary tract organs given in ICRP Publications 89 and 100.  

3. SKELETAL DOSE MODELS IN MEDICAL DOSIMETRY

The skeleton is perhaps the most difficult of all organ systems to model 
anatomically in the field of computational dosimetry. The relevant tissues of the 
bone trabeculae and marrow cavities cannot be imaged directly by clinical in vivo 
systems such as CT or magnetic resonance imaging. Consequently, one must rely 
on previously developed skeletal dosimetry models in which ex vivo 
microimages of excised spongiosa (acquired via contact radiography, NMR 
microscopy, or microCT) are used in radiation transport studies. Until recently, 
the only complete set of skeletal microstructural data in a format sufficient for 
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FIG. 7.  The University of Florida series of reference hybrid phantoms.
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radiation transport in the adult skeleton is that generated at the University of 
Leeds in the late 1960s to the mid-1970s. The Leeds group used optical scanning 
techniques to acquire linear path length distributions across the bone trabeculae 
and marrow cavities of the lumbar vertebrae for several subjects, as well as across 
several skeletal sites in a 1.7–year child (five sites), a 9-year child (five sites) and 
a 44-year male (seven sites) [19–20]. The bone and marrow pathlength 
distributions for the Leeds 44-year male subject have been used as the basis for 
electron (and thus beta particle and photon) absorbed fractions embodied in 
essentially all skeletal dosimetry models published to date. These include 
(1) MIRD Pamphlet No. 11 for nuclear medicine [21], (2) ICRP Publication 30 
for radiation protection [22], (3) ORNL TM-8381 for photon internal dosimetry 
[11], (4) Bouchet et al. for nuclear medicine [23], (5) the MIRDOSE3 code [24] 
and (6) the OLINDA/EXM code [25].

Of equal importance are estimates of skeletal tissue mass. Unfortunately, 
complete tissue masses were not reported for the Leeds 44-year male subject, and 
thus the various skeletal dosimetry models above have had to rely on a variety of 
patient and/or cadaver studies as summarized in ICRP Publication 70 [26]. These 
studies include those by (a) Mechanik in 1926 (total marrow masses and their 
relative distribution within the skeleton) [27], (b) Custer in 1974 (reference 
marrow cellularities) [28], (c) Trotter and Hixon in 1974 (bone tissue masses) 
[29], and (d) Beddoe in 1976 (bone trabeculae surface–volume ratios for 
estimating endosteal tissue masses) [30]. The ICRP reference adult male skeletal 
model is thus assembled from a wide range of subject populations and 
measurement techniques. More fundamentally, the anatomical sources for its 
absorbed fractions are not the same as those from which reference tissue masses 
are reported.

Recent studies at the University of Florida have been focused on the 
construction of a comprehensive model for electron dosimetry in the adult and 
paediatric skeleton that specific address various limitations of existing models. 
These limitations include a lack of consideration of (1) electron escape from 
trabecular spongiosa and (2) electron cross-fire from cortical bone to spongiosa. 
Furthermore, the ICRP now defines the tissues at risk for radiogenic bone cancer as 
a 50 m layer adjacent to the bone surfaces of the trabeculae and inner medullary 
cavities, but exclusive of the Haversian canals of cortical bone. The authors have 
previous reported on a revised skeletal dose model for the ICRP reference newborn
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[31]. Below is a summary of data for the ICRP reference adult male.
Candidate cadavers for skeletal model development were reviewed 

according the following selection criteria: (a) an age between 20 and 50 years, 
(b) a body mass index of between 18.5 and 30 kg/m2, and (c) a cause of death that 
would preclude significant skeletal deterioration. The subject identified was a 
40-year male approximately 82 kg and 170 cm at time of death. The subject died 
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of sudden complications associated with cardiopulmonary arrest following 
myocardial infarction. Prior to bone harvesting, the entire cadaver was imaged 
under CT at 1 mm axial resolution. Following detailed review of the in vivo CT 
images, bone harvesting was conducted. Thirty-eight major skeletal sites were 
excised from the male cadaver. These bones were cleaned of excess tissue, 
bagged, labelled, and stored frozen. Later, each bone was imaged under ex vivo 
CT scanning in order to (a) identify the location and extent of spongiosa to be 
sectioned for microCT imaging, and (b) quantify the fraction of bone volume 
associated with spongiosa, cortical bone, or medullary marrow. Following review 
of the ex vivo CT images, cores of marrow-intact spongiosa were strategically 
excised from each harvested bone sample, and subsequently imaged under 
microCT scanning at a 30 m isotropic voxel size. For some bone sites, multiple 
cores were taken. For example, the cranial cap was sampled three times within its 
frontal, parietal and occipitable bones. Figure 8 shows representative images of
the craniofacial bones and the sacrum at their macroscopic and microscopic 
scales. These image sets — voxelized heterogeneous bone models from the 
University of Florida adult male hybrid phantom and segmented microCT images 
of cored spongiosa — were used in tandem within the EGSnrc-based Paired 
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FIG. 8.  Macroscopic and microscopic models for the craniofacial bones and sacrum.
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Image Radiation Transport (or PIRT) model originally developed by Shah et al. 
[32]. 

Table 1 shows the partitioning of the homogeneous skeleton with in the 
University of Florida reference adult male hybrid phantom into its macroscopic

TABLE 1.  MACROSCOPIC AND MICROSCOPIC VOLUME FRACTIONS 
ACROSS THE SKELETON OF THE UNIVERSITY OF FLORIDA ADULT 
MALE HYBRID PHANTOM
292
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and microscopic tissues. Homogeneous bone volumes are given in column 2 
which fully encompass the 9350 g of total ICRP skeletal reference tissues. 
Columns 3 to 5 give the volume fractions of cortical bone, spongiosa, and 
medullary marrow as seen in the ex vivo CT scans of the 40-year male cadaver as 
adjusted to accommodate total reference mineral bone and total marrow. 
Columns 6 to 8 of Table 1 give volume fractions relevant only to cored specimens 
of spongiosa as seen under microCT imaging. Volume fractions for trabecular 
bone and marrow cavities sum to unity. The next volume fractions define the 
fraction of total spongiosa volume that is occupied by the marrow tissues within 
50 m of the bone surfaces — shallow marrow. Active marrow is further defined 
by the marrow cellularity and reference values from ICRP Publication 70 at 
shown in the final column of Table 1.  

Tissue masses for the University of Florida adult male hybrid phantom are 
given in Table 2 in two sets — without and with 200 g of miscellaneous skeletal 
tissues. As noted at the bottom of Table 2, active and inactive marrow are 
matched exactly to ICRP reference values, with trabecular bone is 5% larger than 
reference, and cortical bone is 1% lower than reference. The ratio of trabecular to 
cortical bone is found to be 21%/79%, respectively, in the University of Florida 
adult male hybrid phantom — only slightly different than the rounded average of 
20%/80% assumed by the ICRP.

Figure 9(A) shows the variation in values of the absorbed fraction for 
marrow self-irradiation, f (AM ¨ AM) across all active marrow regions of the 
skeleton. These values are shown to be highest in the ribs and sacrum at energies 
below and above ~500 keV, respectively. They are lowest for the proximal 
femora/humeri and craniofacial bones below and above ~200 keV, respectively. 
Comparisons of skeletal averaged values of fskel(AM ¨ AM) are shown in 
Fig. 9(B) for the present study, and that given in the model of Stabin and Siegel 
[33]. Good agreement is seen for fskel(AM ¨ AM) across both models out to an 
energy of ~400 keV, after which the Stabin and Siegel model increasingly 
overestimates energy deposition to active marrow due to a lack of consideration 
for electron escape from spongiosa. A similar divergence in model results was 
seen for the ICRP reference newborn, but beginning at a much lower energy of 
only 10 keV [31].     

Figures 10(A) and 11(A) show values of the absorbed fraction to active 
marrow for electron sources on the surfaces and in the volumes, respectively, of 
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trabecular bone. Values of f (AM ¨ TBS) at energies below ~100 keV are fairly 
constant with magnitudes dictated primarily by bone-specific variations in 
marrow cellularity. Maximal values of f(AM ¨ TBS) and f (AM ¨ TBV) are 
seen at energies between 500 keV and 800 keV, and are highest in the sternum 
and sacrum, and lowest in the proximal humeri/femora and craniofacial bones. 
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TABLE 2.  TISSUE MASSES WITHIN THE SKELETON OF THE 
UNIVERSITY OF FLORIDA ADULT MALE HYBRID PHANTOM
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FIG. 9.  Absorbed fractions for electron self-dose to active marrow (A) by bone site in the 
University of Florida adult male phantom, and (B) in comparison to the model of Stabin and 
Siegel [33]. 
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Skeletal averaged values for f(AM ¨ TBS) and f(AM ¨ TBV) influenced by 
their values seen in the craniofacial bones which account for 15.3% of total 
trabecular surfaces and 29.5% of total trabecular bone mass.    

Skeletal averaged absorbed fractions in trabecular bone are shown in 
Figures 10(B) and 11(B) for the present model begin at 0.16 at low energy 
(product of a half-space value of 0.5 and a skeletal averaged marrow cellularity of 
0.32). In contrast, values of fskel(AM ¨ TBS) under the Stabin and Siegel model 
report a value of 0.213 at 1 keV, a value not supported by ICRP reference marrow 
masses. Under the present model, values of fskel(AM ¨ TBS) begin to increase at 

FIG. 10.  Absorbed fractions to active marrow from electron sources on the trabecular surfaces 
(A) by bone site in the University of Florida adult male phantom, and (B) in comparison to the 
model of Stabin and Siegel [33]. 

FIG. 11.  Absorbed fractions to active marrow from electron sources in the trabecular volumes 
(A) by bone site in the University of Florida adult male phantom, and (B) in comparison to the 
model of Stabin and Siegel [33].
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~100 keV and peak at ~400 keV due to electron traversal of the bone trabeculae, 
after which they decline owing to electron escape. In contrast, values of 
fskel(AM ¨ TBS) in the Stabin and Siegel model continue to climb and plateau at 
just under 0.3. for electrons born uniformly within the trabecular volumes, the 
curves of Figure 11(B) show a divergence of model results as low as 40 keV. 
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Values of fskel(AM ¨ CBV) for cortical bone sources are shown in 
Fig. 12(A) across the bones of the University of Florida adult male hybrid 
phantom, and in Fig. 12(B) for their skeletal averaged values in the present 
model. The model of Stabin and Siegel does not consider irradiation of spongiosa 
tissues from electron sources in cortical bone (an absorbed fraction value of zero 
is assumed).  

4.  FUTURE DIRECTIONS

With the development of hybrid phantom technology and the construction 
of patient dependent phantom libraries, existing dosimetry software can be 
extended away from its historical reliance on reference phantoms. This is 
particular relevant for nuclear medicine and CT dosimetry, where Monte Carlo 
calculations of energy deposition for specified source organs and for clinically 
relevant body examinations can be performed and made available for patient dose 
assignment through simple matching by patient age, gender, height and weight. 
As image processing techniques become increasing automated, patient sculpted 
and even patient specific phantoms, coupled with real time Monte Carlo or even 
deterministic radiation transport simulations can be implemented in the clinic. 
Assessments of skeletal tissue are increasingly being refined through detailed 

FIG. 12.  Absorbed fractions to active marrow from electron sources in the cortical volumes 
(A) by bone site in the University of Florida adult male phantom, and (B) in comparison to the 
model of Stabin and Siegel [33].
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cadaver based reference models. Challenges for the future, however, are to make 
these models more patient specific through adjustments for skeletal size, marrow 
cellularity and bone microstructure.
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Abstract

A method for inverse treatment planning was developed for patient specific targeted 
radionuclide therapy. The method is based on the calculation of patient-specific absorbed dose 
distribution using imaging data, incorporating radiobiological modelling to account for effects 
of dose rate distribution for prediction of tumour response. The equivalent uniform biologically 
effective dose concept was introduced as an additional tool for optimizing the treatment plan 
and evaluating its potential outcome. The inverse planning process consists in estimating the 
activity to be administered from the prescription of treatment in terms of tumour control 
probability within the accepted normal organs dose limiting toxicity for treatment schemes that 
use multiple activity administrations. Clinical case data were used for planning different 
treatment schemes with different numbers of equal amount of activity, assuming that each 
amount of administered activity will produce the same biological effect. The comparison of 
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results between direct and inverse planning showed no significant differences. 
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1. INTRODUCTION

Nuclear medicine has a long history of systemic application of beta emitter 
radiopharmaceuticals for treatment of different diseases. Traditionally, the 
treatments are prescribed in terms of administered activity, taking into account 
the local and international clinical experience. One of the key challenges of 
targeted radionuclide therapy is the optimization of the activity to be 
administered and estimate in advance its potential benefit to a specific patient. 
For this purpose, it is necessary to quantify the relationship between administered 
activity and absorbed dose to tumour and normal organs that, expressed in terms 
of biological effects, allows estimating the radiation dose that maximizes the 
treatment response within the accepted tolerance for dose limiting organs. The 
importance of dosimetric treatment planning is that it provides the tools for these 
purposes. 

This paper describes an inverse planning method to estimate the amount of 
activity to be administered from treatment prescription in terms of tumour control 
probabilities within the accepted normal organs dose limiting toxicity for patient 
specific targeted radionuclide therapy. 

2. MATERIALS AND METHODS

The method proposed here is based on calculating patient specific absorbed 
dose distribution using imaging data, incorporating radiobiological modelling to 
account for effects of dose rate distribution for prediction of tumour response. 
Taking into account that the efficacy of targeted radionuclide therapy is affected 
by non-uniformity of dose and dose rate distributions in tumours, the equivalent 
uniform biologically effective dose (EUBED) concept was introduced as an 
additional tool for optimizing the treatment plan and evaluating its potential 
outcome. The EUBED model converts the spatial biologically effective dose 
(BED) distribution into an equivalent uniform biologically effective dose value 
that would produce a biological response similar to that expected from the 
original BED distribution . The EUBED describes the biological effects for 
non-uniform BED distribution and may be used for predicting tumour response. 
Accordingly, the proposed method of treatment planning quantifies the 
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relationship between administered activity and the absorbed dose distribution 
that, expressed in terms of biological effect, maximizes the EUBED in tumour 
while the mean dose in the dose limiting normal organs is maintained within 
accepted values. 
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2.1. Inverse planning dosimetry

Considering that the tumour control probability (TCP) is one of the most 
relevant endpoints for treatment of tumours using ionizing radiation, a method for 
inverse dosimetric planning was introduced to determine the activity to be 
administered from treatment prescription in terms of TCP, assuming that each 
amount of administered activity will produce the same biological effect for 
treatment schemes that use multiple activity administrations that are equally time 
spaced . 

The input data for calculations are: 

— The integral dose volume histogram (iDVH) in Gy/GBq obtained from 
spatial absorbed dose distribution of tumour using SPECT images; 

— The estimated mean absorbed 
— dose of the dose limiting organ.

From the prescribed TCP, the corresponding EUBED is calculated by using 
the Poisson´s statistic model [3] , as follows: 

(1)

where 

a is the linear coefficient of the linear-quadratic model (Gy–1), which is a 
measure of cell radiosensitivity;

r is the tumour cell density (cells/g), the number of cells per cm3 of tumour;
VT is the tumour volume, determined from CT images;
Y is the clonogenic fraction, the fraction of clonogenic cells from the total 

tumour cells;
Td is the effective tumour doubling time, the time for tumour volume to 

double; and
T is the overall treatment time.
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The overall treatment time is defined as:

T = (N – 1)t + Tc (2)

where
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N is the number of activity administrations;
t is the time interval between each administration of activity; and
Tc is the critical time at which the dose is too small to be effective. 

The estimated EUBED is then divided by the number of activity 
administrations, N, to determine the corresponding partial EUBEDp for one 
administration. The iDVH is converted to integral BED dose volume histogram 
(iBVH) from which the corresponding differential BED volume histogram 
(dBVH) is obtained. The BED values within the bin i of the histogram were 
calculated using a model based on cell repair and proliferation during the internal 
irradiation at low dose rate with beta emitters [6]. According to this model, for 
biexponential temporal behaviour of tumour dose rate [7], the BED values may 
be estimated as:

(3)

where

Tc is the critical time at which the dose is too small to be effective; 
Di is the mean absorbed dose (Gy) within the bin i on the iDVH;
Te is the effective elimination half-time (h);
Tu is the effective uptake half-time (h);
t is the effective time (h);
Tm is the cell repair half-time (h);
a is the linear coefficient on the linear-quadratic model (Gy–1);
b is the quadratic coefficient on the linear-quadratic model (Gy–2); and
Dc is the critical dose value from which the treatment is not effective.

Dc = 1.443kTe (4)
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where k is the critical dose rate value (Gy/h) that is not effective for tumour cells 
sterilization.

The amount of activity that produces previously estimated partial EUBEDp

is determined from the dBVH by an iterative method [8]. The constraint 
condition is that the estimated amount of administered activity must be equal or 
less than maximum tolerated activity (MTA). The administered activity, A, is 
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changed within the established constraints condition to estimate the 
corresponding EUBEDe value according to the following Eq. :

(5)

where P(y) is the normalized probability distribution of BED, yi.
The process is repeated until the EUBEDe = EUBEDp or when the activity, 

A, is greater than MTA. The treatment optimization is performed by means of 
varying the number of activity administrations to maximize the EUBED, while 
the mean dose to dose limiting organ is maintained within the accepted value. The 

FIG. 1.  Flow chart of dose of the inverse planning process.
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flow chart in Fig. 1 shows the inverse planning process.
The results from inverse planning were compared with those obtained by 

direct planning. Briefly, the direct planning determines the dose distribution 
produced for a given amount of activity from which the corresponding BED 
distribution is calculated. The EUBED for this distribution of BED is estimated 
from the dBVH using Eq. (5) multiplied by the number of administrations. The 
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total cumulated EUBED is then used to calculate the TCP by the Poisson 
statistical model. An Excel spreadsheet was developed to implement the 
described method for inverse treatment planning. 

2.2. Application to a patient study

The method was applied to scintigraphic data of a patient with inoperable 
liver and spleen metastases of a carcinoid tumour included on a clinical trial. The 
patient was injected with 110 MBq of 111In-DOTATOC to assess the tumour 
uptake and retention before treatment with 90Y-DOTATOC [9]. A previous CT 
study was performed to determine the volume of tumour metastases. A set of 
anterior and posterior whole body images and several blood samples were 
acquired at predefined time intervals. A SPECT study of the abdominal region 
was performed at 8 h after the injection of radiopharmaceutical. A set of 
128 projections of 64 × 64 matrix size with 10 s per projection was acquired using 
circular orbit. 

The van Reenen et al. method [10] was used for whole body images 
quantification. The SPECT projections were scatter corrected [11] using adjacent 
scatter windows on either side of the photopeak window placed at 172 keV, 
filtered with Hamming-Hann filter and reconstructed using filtered back 
projection method. The reconstructed images were corrected for photon 
attenuation using the Chang method [12]. 

The fraction of injected activity in the abdominal region at time t (the same 
region in which the SPECT study was acquired) was calculated from geometric 
mean counts on this region and the first whole body counts. The fraction of 
injected activity in the abdominal region was fitted to the sum of two 
exponentials functions, and the area under this curve was analytically determined 
and expressed as the number of disintegrations per unit of activity. This value was 
assigned to the segmented SPECT volume corresponding to the abdominal region 
of the patient. By scaling the total SPECT counts to the number of disintegrations 
per unit of activity in abdominal region, it is assumed that the spatial distribution 
measured at the time in which the SPECT study was acquired is constant, but the 
kinetic of radiopharmaceutical is followed by planar imaging [13]. Indeed, the 
relative activity concentration ratio measured in a portion of tumour or normal 
organ with respect to any other portion of the same tumour or normal organ is 
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assumed constant throughout the uptake and retention of radiopharmaceutical, so 
that the same relationship in the number of disintegrations per unit of activity 
would then also be observed. This method has the advantage of minimizing the 
effects of background subtraction and organ superposition on the quantification 
of activity from planar imaging.
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The tumour volumes of interest (VOIs) were created over SPECT images 
from an iterative selection of threshold values that best matched with the 
corresponding tumour volume determined by the CT study. All metastatic 
tumours were included in one VOI. 

The tumour absorbed dose distribution was calculated by the S factor 
method at the voxel level [14] from SPECT images of the abdominal region. In 
peptide therapy with radiolabelled somatostatin analogues, the kidneys and the 
bone marrow are usually the dose limiting organs [19–21]. In this patient, the 
renal uptake of radiopharmaceutical was not observed and therefore, the bone 
marrow was identified as dose limiting organ. The bone marrow dose was 
calculated using the patient-specific method from radioactivity concentration in 
blood and body [19]. Owing to the small size of radiopeptide, a factor of 
0.6 relating the specific activity in the red marrow to that in blood was used [20]. 

Since the carcinoids are slow growing radioresistant tumours [21], mean 
radiobiological parameters were selected for tumours with these characteristics 
[22]. The values of a and b were chosen to be 0.3 Gy–1 and 0.05 Gy–2, respectively, 
whereas the repair half-time Tm = 1.5 h, the effective doubling time Td = 90 d and 
the critical dose rate k = 0.1 Gy·d–1. The values of clonogenic fraction y = 0.1, 
tumour cell density r = 109 cells/g were selected for calculations.

2.3. Planning strategy

The planning strategy was based on the following considerations: 

— In the presence of non-uniform dose distribution, the treatment is less 
effective as the amount of administered activity increase [25].

— The dose fractionation is better tolerated by patients and contributes to 
alleviate the effects of non-uniform dose distribution on treatment efficacy 
[26].

Similarly to external beam radiotherapy, it was considered that a radiation 
treatment could be justified when a TCP ≥ 0.5 (50%) is reached without 
producing severe toxicity induced by ionizing radiation to normal organs. 
Accordingly, for dosimetric planning of this patient, the following problem was 
considered: to determine the amount of activity of 90Y-DOTATOC-SMS to be 
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injected to produce a TCP ≥ 0.5 (50%) without exceeding the maximum tolerate 
activity (MTA) for the dose limiting organ in several administrations of activity 
that are equally time-spaced.

For comparison and evaluation of results, different treatment schemes with 
different numbers of administrations were selected. The total activity was 
constant for each selected treatment scheme. 
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3. RESULTS

Table 1 shows the tumour dose statistics. Figures 2 and 3 show the obtained 
tumour absorbed dose distribution and the corresponding dose volume 
histograms. As shown, there is a high degree of non-uniformity in dose 
distribution with a variation coefficient equal to 54.2%.    

TABLE 1.  TUMOUR DOSE STATISTICS

Mean dose
(Gy/GBq)

Minimum dose
(Gy/GBq)

Maximum dose
(Gy/GBq)

Variation coefficient
(%)

7.53 2.52 19.63 52.4

FIG. 2.  Spatial distribution of tumours absorbed dose in Gy/GBq.
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FIG. 3.  Dose volume histograms.
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The mean dose per unit of injected activity for bone marrow was estimated 
at 0.08 Gy/GBq. For this patient, the MTA was estimated at 25 GBq from MTD 
for bone marrow of 2 Gy [27].

Several treatment schemes with total activity of 22.2 GBq were obtained by 
direct planning considering six weeks intervals between each administration [18]; 
results are shown in Table 2. As can be seen, there are several treatment schemes 
that satisfied the treatment prescription (TCP ≥ 50%).  

Table 3 shows the activity values estimated by inverse planning from TCP 
values obtained by direct planning. The comparison of both activity values shows 
no significant differences for each treatment scheme.    

TABLE 2.  TREATMENT SCHEMES OBTAINED FROM DIRECT 
PLANNING WITH TCP ≥ 50%

Activity
(GBq)

Marrow
dose
 (Gy)

Tumour
dose
(Gy)

Tumour
BED
(Gy)

Tumour
partial

EUBED
(Gy)

 Number of
administrations

Cumulated
EUBED

(Gy)
TCP (%)

7.4 0.59 55.7 71.3 29.8  3 89.4 60.0

5.55 0.44 41.8 49.8 23.3 4 93.2 80.2

4.44 0.35 33.4 37.9 19.3 5 96.5 89.0

3.7 0.3 27.9 30.5 16.5 6 99.0 92.9

2.78 0.22 20.9 21.7 12.8 8 102.2 94.8

2.22 0.18 16.7 16.7 10.5 10 105.0 95.7

TABLE 3.  COMPARISON OF ACTIVITY VALUES OBTAINED BY 
INVERSE PLANNING AND THOSE USED BY DIRECT PLANNING FOR 
EACH TREATMENT SCHEME

(%) Number of administrations
Direct planning Inverse planning

Activity (GBq) Activity (GBq)

60.0 3 7.40  7.40

80.2 4 5.55 5.55
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89.0 5 4.44 4.44

92.9 6 3.70 3.70

94.8 8 2.78 2.77

95.7 10 2.22 2.22
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4. DISCUSSION

The main consequence of non-uniform dose distribution is the loss of 
treatment effectiveness. The greater the non-uniformity, less effective becomes 
the treatment. Figure 4 shows that the EUBED does not increase in the same 
proportion as the mean BED with the increment of the activity. This result shows 
that for non-uniform dose distribution, the treatment will be proportionally less 
effective with the increment of activity.  

In this patient, for example, one administration of 22.2 GBq of activity will 
produce a EUBED equal to 83 Gy. For one administration of 2.22 GBq, it is 
10.5 Gy. If each administration of activity produces the same biological effects, 
the EUBED delivered in 10 administrations of 2.22 GBq will be equal to 105 Gy. 
The differences in cells kill between these two values of EUBED will be greater 
than a factor of 700. 

Figures 5 and 6 show how the EUBED and TCP increase with the number 
of activity administrations. These results demonstrate that a strategy based on 
multiple administrations of activity contributes to optimize the treatment 
maximizing the EUBED in the tumour within the accepted tolerance of dose 
limiting organ.  

According to the results shown on Table 3, there are no differences between 
activity estimation by inverse planning and those used by direct planning. During 
the direct planning, the dBVH is obtained directly from BED distribution at voxel 
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FIG. 4.  Variation of mean BED and EUBED with the activity.
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FIG. 5.  Cumulated EUBED versus number of activity administrations.

FIG. 6.  TCP values versus number of activity administrations.
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level, while the inverse planning is performed on the dBVH, which is derived
from iDVH of absorbed dose distribution in Gy/GBq. For this reason, the 
EUBED estimation will be sensitive to the bin size of the dBVH during the 
inverse planning. To ensure relative discrepancy under 4% between the EUBED 
estimated by direct and inverse planning, a dose bin width of 0.5 Gy/GBq is 
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required for inverse planning. Consequently, the relative difference of the activity 
values will be less than 1%. The results presented here were obtained using a 
width of dose bin of 0.1 Gy/GBq.

If the planning strategy is based on mean BED rather than EUBED, the 
expected value of activity will be less than that obtained when the EUBED is 
used for treatment planning. In line with this, the delivered EUBED value will be 
less than expected, and the corresponding TCP value may not be relevant for 
tumour control. In this patient, for example, the result of dosimetric planning 
based on mean BED for ten administrations of activity shows a total cumulated 
EUBED value of 73.7 Gy, which represents a 30% loss of treatment efficacy. The 
TCP calculated for this EUBED value will not be relevant for tumour control. If 
similar calculations are performed for the other treatment schemes, it can be 
shown that the loss of treatment efficacy increases with the reduction of the 
number of administrations.

The errors associated with SPECT images quantification are mainly related 
to the attenuation and scatter of photons in the patient body. Several 
compensation methods for these effects have been developed to determine the 
activity in absolute units within defined VOI [28]. Partial volume effect also 
affects the determination of the activity in small tumour lesions and should be 
considered when tumour lesions are less than system spatial resolution [29]. The 
implementation of quantitative imaging procedures will improve the accuracy of 
dose calculations from SPECT imaging [28]. For these reasons, the results 
presented in this paper will depend of the accuracy of the quantitative imaging 
procedures implemented. 

In the studied patient, the Chang method for attenuation correction was 
selected taking into account that, for the abdominal region, the attenuation 
coefficient may be considered constant for all tissues [28]. The triple energy 
window technique was used to provide accurate correction in the situation when 
scatter for higher energy photons ‘spill down’ into the primary photopeak 
window [11]. Because the tumour volumes in this patient are greater than system 
spatial resolution, the variation of activity inside the tumour VOI is not affected 
by partial volume effect.

The results presented here are valid under the assumption that equal 
amounts of administered activity will produce the same biological effect. 
However, in the course of treatment, the uptake and retention pattern of 
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radiopharmaceutical in tumours may change from one administration to another. 
In clinical practice, it is recommended to perform a pretreatment study to 
determine the amount of activity needed to deliver the same partial EUBED 
before each therapeutic administration. Another approach could be to perform a 
pretreatment study to determine the partial EUBED produced by the same 
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planned amount of activity. In this case, the number of administrations needed to 
deliver the total planned EUBED will change.  

The proposed inverse planning method takes into account the 3-D dose 
distribution in the tumour, incorporating the radiobiological modelling of tumour 
response and the EUBED concept. Also, it may help physicians to justify and to 
optimize treatments with beta emitter radiopharmaceutical using multiple 
administrations of activity.

5. CONCLUSIONS

The inverse treatment planning technique is a useful tool for estimating the 
amount of activity that produces an expected outcome in terms of prescribed TCP 
for treatment schemes based on multiple activity administrations,. It could be 
applied in clinical routine if tumour radiobiological parameters are available. The 
treatment planning based on mean BED, rather than EUBED, shows an important 
reduction in the likelihood of achieving tumour control when the dose 
distribution is non-uniform.
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Abstract 

The clinical application of radiobiological modelling for evaluation of treatment plans in 
radiotherapy is becoming more prevalent. The aim of this paper is to present a formulation for 
the evaluation of activity prescriptions in radionuclide therapy based on the calculation of the 
tumour control probabilty and normal tissue complication probability (NTCP). The dose rate 
functions for the calculation of the biologically effective dose are obtained from scintigraphic 
images. The MIRD schema is used for normal tissue dose calculations. Irradiation levels in the 
tumour are established from the isoeffective dose for the treatment of reference. A value of 
NTCP < 0.05 for critical organs was taken as the acceptance criterion during treatment 
planning. This article presents two examples using clinical data to ilustrate how this model can 
be used for biological verification of treatment plans. Although the whole body dose is 
commonly used as a tolerance limit, other critical organs must be carefully monitored even 
when the treatment may be biologically acceptable according to the 2 Gy whole body dose 
limit.

1. INTRODUCTION

Radiobiological models can be used to predict the biological effects of 
radiation treament. Although these have been mainly applied to external 
radiotherapy, currently, their use in radionuclide therapy is increasing as well 
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[1–3]. Owing to the low dose rate (LDR) and biokinetic behaviour of the 
radiopharmaceuticals used in radionuclide therapy, a single administration is not 
enough to achieve acceptable levels of local control without compromising the 
functionality of normal tissues. Therefore, dose fractionation treatment is often 
used under different protocols as seen in published clinical trials [4–7].
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The biological evaluation of a treatment helps verify the tumour control 
effectiveness and normal tissue effects of it. The organs whose functionality is 
potentially affected the most during treatment are commonly known as critical 
organs or organs at risk (OARs). The acceptance or rejection of a treatment plan 
is based on estimations of tumour control probability (TCP) and normal tissue 
complication probability (NTCP) as dose–response parameters. On the basis of 
data collected from external radiotherapy and peptide radiotherapy treatments, 
dose–response models are currently being used to perform treatment plan 
evaluations [8].

This paper presents a methodology for treatment plan evaluation based on 
TCP and NTCP calculations. TCP is calculated using the Poisson´s statistical 
model. The Lyman-Kutcher-Burman model is used to calculate NTCP for critical 
tissues. Absorbed doses in tumours and critical organs are estimated from the data 
obtained through nuclear medicine images. Two examples using clinical data 
were used to illustrate how this model could be applied during the treatment 
planning process. 

2. METHODS

2.1. Dose rate function and internal absorbed dose calculations 

For radionuclide therapy, dose rate functions are usually expressed as a sum 
of N exponential terms. Using the MIRD schema, the mean dose rate function in 
the k-th target organ  can be written as:

(1)

where

A0 (GBq) is the injected activity;
S(k←h) (Gy·GBq–1·h–1) is the S value or mean absorbed dose in target k per 
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 fh,j and h,j (h ) are the fraction of injected activity and the effective rate 
constant respectively for the j-th phase in the activity-
time profile of the h-th source organ; and

m(h) is the number of exponential terms for the function 
which describes the fraction of injected activity (FIAh) 
curve (term in brackets) for the h-th source organ.
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The FIAh profiles are determined from serial imaging studies. The profiles 
obtained with Eq. (1) should be fitted to a function of the form: 

(2)

where

(Gy·h–1·GBq–1) is the fitting coefficient to the dose rate profile for 
the h-th source organ calculated by Eq.(1); and

´h,j (h
–1) describes the j-th phase in the new dose rate function 

for the k-th target.

The mean total absorbed dose (DT,k) in the k-th target organ is calculated by 
integration by time until the complete decay of source in Eq. (2):

(3)

where

DT,MIRD,k (Gy·GBq–1) is the mean absorbed dose in the k-th target tissue per GBq 
of injected activity.

It can be demonstrated that, if the uptake fraction remains constant, when n
sucessive administrations of equal activity amounts, A0,f, are given at equally 
spaced time intervals,  the dose rate profiles can be modelled as:

(4)
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(6)

The factor n(,´k,j) describes the effect of activity accumulation due to 
succesive administrations. The total absorbed dose in the k-th target is calculated 
as:

(7)

where

A0,f is the injected activity per administration. The total injected activity is 
A0,T = n×A0,f.

2.2. Linear–quadratic (LQ) model: Biologically equivalent dose and 2 Gy 
equivalent dose

Since the target (tumour or normal tissues) is irradiated at a LDR during 
radionuclide therapy, the equation of the LQ model for BED calculations should 
be reformulated. In this case, incomplete repair must be considered in the LQ 
model as the LDR allows for possible repair of sub-lethal damage during the 
irradiation. A monoexponential kinetic repair is considered with a constant repair 
rate of . As tumour cell division could happen during LDR irradiation, the 
influence of cell proliferation should also be included in LQ formulation for 
tumour and normal tissues displaying early response, such as bone marrow. The 
growth cell kinetics is considered exponential. The BED at LDR (BEDLDR,k) for a 
multi-exponential dose rate function, including the influence of cell proliferation, 
(2) is given by:
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(11)

(12)

(13)

where

k (Gy–1) is the linear radiosensitivity coefficient in the LQ model;
k (Gy) is the LQ parameter which differentiates tissues based on their 

response to irradiation: acute or late;
TD,k (h) is the potential doubling time (this is constant when the given cell 

population grows exponentially);
k (h

–1) is the repair rate of sub-lethal damage;
Dk(Teff,k)(Gy) is the absorbed dose in the k-th tissue target;
´k,L and r0,k,L are the effective elimination constant rate and the dose rate 

coefficient respectively for the longer elimination phase for which

; and

Teff,k is the time threshold where cell kill rate is greater than cell 
proliferation.

 For t > Teff,k the proliferation can overcome the toxic effect of irradiation 
rendering the dose delivered during this period a waste. The
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ratio defines the minimum dose necessary to produce a toxic effect on the cell 
population.
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The second term in Eq. (8) accounts for the influence of cell proliferation. 
This term cancels for tissues which develop late response, like the kidneys or 
whole body. In this case all the exponential terms in Eqs (10)–(12) go to zero.

The tolerance values for normal tissues and tumour control references are 
based on the data from external radiotherapy at high dose rate using a standard 
regime of 2 Gy per fraction. The LQ model allows the conversion of non-standard 
schemes to a 2 Gy equivalent dose (ED2 Gy). The biological equivalence between 
irradiation at LDR (in tumour or normal tissue) and 2 Gy standard regime is given 
by:

(14)

BEDLDR,k is calculated from Eqs (8)–(13).

2.3. Calculation of tumour control probability and normal tissue 
complication probability 

The TCP is calculated using Poisson’s statistical model; the tumour is 
controlled when the clonogenic cells are fully eliminated:

(15)

where

 is the clonogenic cell fraction in the tumour (0.01–0.1);
C (cells/cm3) the cell density in the tumour (107–109);
dT [cm] the tumour diameter; and
BEDLDR,T is calculated using Eqs (8)–(13).

The NTCP for each normal tissue or organ at risk (OAR) can be calculated 
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using the Lyman-Kutcher-Burman´s model [9]:
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(17)

where

is the error function;

xk is Lyman’s parameter, which accounts for the irradiated volume effect 
in the k-th OAR [11]; and

TD5/5,k(1) is the tolerance dose for the occurrence of the effect of interest in 5% of 
the population in 5 years after whole organ irradiation [12].

An Excel spreadsheet was programmed to calculate BEDLDR,k, ED2Gy,k, 
TCP and NTCP by direct evaluation of the corresponding equations. Iterative 
methods were used when necessary. The radiobiological parameters used in the 
calculations are shown in Table 1.

2.4. Basis for clinical applications 

The methodology described here allows the user to validate if the treatment 
prescription (number of administrations, n, and injected activity per 
administration, A0,f) is biologically acceptable. The treatment prescription is only 
satisfactory if TCP ≥ 0.5 and NTCP < 0.05 for all analysed OARs. If a treatment 
is rejected, it can be modified to meet the requirements. A new treatment plan can 
be formulated based on the n and A0,f necessary to achieve an absorbed dose in

TABLE 1.  RADIOBIOLOGICAL PARAMETERS FOR TUMOUR AND 
CRITICAL ORGANS (OARs) 

Parameters      Tumour Kidneys [13] Bone marrow [2]

 (Gy–1) 0.1–0.5 (0.35) 0.3 0.9

 (Gy) 3–15 (10) 2.5–5.0 (3.0) 10

x
ED TD

TD
Gy k k

k k

=
- ( )

( )
2 5 5

5 5

1

1
, / ,

/ ,x

erf x
2( )
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TD (d) 4.0–10.0 (4.0) 25

Tr (h) 0.5–2.0 0.5–3.0 (2.0) 0.5

TD5/5 (Gy) 25.0 2.0

Note: The values in parenthesis are the base line parameters used in the calculations.
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tumour, DT,T, for which the isoeffect condition (BEDLDR,T = BEDref,T) is satisfied. 
The isoeffect condition states that BEDLDR,T must be equal to BEDref,T, where 
BEDref,T is the tumour BED value for the reference irradiation scheme. This value 
can be calculated from the equations reported by Howell et al. in Ref. [14]. For 
the new scheme, the NTCP values for the OARs are calculated and the proposal 
is accepted if the restriction conditions are satisfied for all OARs. This process 
can be repeated as necessary until a satisfactory plan is reached. Therefore, 
treatment modifications are made by an iterative method [15].

For treatment schemes with repeated administrations, the interval between 
administrations () is considered well-spaced if there is no activity accumulation 
observed due to successive administrations. Under this consideration, the 
expression for BED given by Eqs (8)–(13) represents the partial effect (PELDR,T) 
due to a single administration. The BED is the summation of these PELDR,T and 
the isoeffect condition becomes n × PELDR,T = BEDref,T. 

3. RESULTS 

The dose rate functions used for radiobiological modelling may be 
calculated using the FIA(t) profiles obtained based on data from scintigraphic 
images. Figure 1 shows the dose rate (Gy·GBq–1) profiles calculated from Eq. (1) 
for whole body, kidneys, bone marrow and tumour. The dose rate functions for a 
single administration are obtained by curve fitting these dose rate profiles to 
Eq. (2) (solid line in Fig.1). These FIA(t) profiles were adapted from clinical data 
published for a 177Lu-peptide [16]. The 177Lu S values for the 70 kg adult male 
phantom were downloaded from the RADAR web site [17].   

When successive administrations are given, the activity accumulation 
depends on the inter-administration intervals and the duration of the elimination 
phase. The accumulation factor n(,ḱ,j) given by Eq. (5) describes the 
contribution of the n-1 administration. 

Figure 2 (left) shows the variation of n(,ḱ,j) as function of the inter-
administration intervals for a given elimination rate constant ratio (/Te). The 
vertical line in Fig. 2. (left) represents the ‘remainder’ dose rate due to the 
previous (n-1) administration. As  increases, n(,ḱ,j) asymptotically 
approaches 1. On the other hand, the duration of the elimination phase increases 
324

the accumulation effect. As can be seen in Fig. 2, the effects of a longer 
elimination phase are greater if there is more than one elimination phase (right). 
Figure 3 shows the accumulation effects on the dose rate function. The 
assumption that there is no activity accumulation due to successive 
administrations is fulfilled when /Te > 5. 
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FIG. 1.  Dose rate curves in critical organs and tumour calculated from FIA(t) profiles using 
Eq. (1). The solid lines are the fitted curves obtained from Eq. (2).

FIG. 2. Influence of interadministration and effective elimination time ratio (/Te) on 
accumulation factor n(, ḱ,j )(left); and influence of effective elimination phase duration on 
accumulation factor n(, ḱ,j )(right). 
325

The equations presented to calculate the BED for LDR (Eqs (8)–(13)) are 
the generalized version of the equations reported by González et al. [18]. This 
generalization allows for BED calculations of cases with more complex 
biokinetic profiles (i.e. two elimination phases) and for calculations of BED of 
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LDR for tumour and normal tissues for a single radiopharmaceutical 
administration. 

The use of the proposed methodology in clinical conditions can be 
illustrated using a hypothetical example. The absorbed doses per GBq of injected 
activity in a patient, for a single administration of a 177Lu-peptide, for the tumour, 
whole body, bone marrow and kidneys are: 9.67 Gy·GBq, 0.04 Gy·GBq, 
0.041 Gy·GBq and 0.94 Gy·GBq, respectively.

Problem: Using the radiobiological data shown in Table 1, verify if the 
amount of activity needed to produce an acceptable biological response in the 
tumour is equivalent to that of a reference treatment considered as ‘biologically 
acceptable’. Take the reference treatment to be a continuous irradiation dose rate 
constant with 222Ra. 

Solution: The treatment will be accepted if the condition NTCP < 0.05 is 
satisfied in all critical organs. The amount of activity that will produce the 
isoeffective response is calculated from the isoeffective condition for a single 
administration. Equations (8)–(13) must be changed by replacing 
r0,k = A0 × r0,MIRD for any subscript i or j. This equation is derived from Eq. (2). 
The solution of the isoeffective equation gives that A0 = 7.73 GBq. The absorbed 
dose in tumour is DT,T = 7.73 GBq × 9.67 Gy/GBq = 74.90 Gy and the 2 Gy 
equivalent dose is 57.75 Gy. The absorbed doses in the kidneys, bone marrow and 
whole body for the calculated activity are 6.71 Gy, 0.29 Gy and 0.28 Gy, 

FIG. 3.  Effect of interadministration interval on dose rate functions when successive 
administrations are given.
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respectively. The ED2 Gy are 4.43 Gy, 0.08 Gy and 0.189 Gy, respectively. The 
NTCP was calculated for the kidneys using the available model parameters and 
the value obtained was below the threshold. Comparing the ED2 Gy values for 
each normal tissue shown in the Table 1, it may be concluded that the treatment 
plan can be accepted. 
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However, in some patients, very low tracer uptake in the tumour is 
observed. In these cases, the treatment plan might have to be changed. If the 
uptake observed in a patient is 5 times less of what is expected, the prescribed 
activity will have to be increased to reach acceptable levels in the tumour, making 
the treatment potentially unsafe for normal tissues. The injected activity 
necessary to satisfy the isoeffective condition for a single administration in a 
patient with low tumour uptake is 38.65 GBq. Using this activity, the calculated 
absorbed doses in whole body, bone marrow and kidneys are 1.57 Gy, 36.38 Gy 
and 1.58 Gy, respectively. The 2 Gy equivalent doses are 0.95 Gy, 23.27 Gy and 
1.02 Gy. The 2 Gy limit for whole body and bone marrow is not exceeded, but the 
treatment cannot be accepted because the ED2 Gy for the kidneys exceeds the 
tolerance level. The corresponding NTCP value is too high. Therefore, the 
tolerance criterion for acceptance of the prescription must be carefully controlled. 
A treatment plan with multiple administrations of activity should be explored for 
this case. For example, an acceptable treatment course in this scenario would be 
to give more than six cycles of 7.0–8.0 GBq per administration. 

4. DISCUSSION

The goal of treatment planning in radionuclide therapy is to estimate the 
optimal activity to be injected into the patient which provides satisfactory tumour 
control, but keeps the absorbed dose levels in OARs below the tolerance limit. In 
radionuclide therapy, bone marrow, whole body and kidneys are often the 
limiting dose organs. 

It should also be noted that uncertainties in dose estimation should be taken 
into account during treatment planning calculations as values with high 
uncertainties may lead to poor dose–response correlations. Frequently, the dose 
estimations are based on data obtained through serial planar imaging scans, 
SPECT or a combination of both [19]. Some reports point out that activity 
quantification methods are the major contributors to uncertainty in absorbed dose 
estimations [20]. The scatter and photon attenuation corrections improve activity 
quantification estimates in planar images. Errors in organ activity estimates vary 
from –26% to 16% in the MIRD phantom, depending on the organ studied and 
the correction methods used [20]. The overlapping of anatomical structures must 
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be carefully evaluated. Errors stemming from this issue can lead to an 
overestimate in dose of more than 60% [22]. Iterative reconstruction algorithm of 
SPECT images with scatter and attenuation corrections the preferred method 
[23]. He et al. reported that large differences are observed when the number of 
disintegrations per MBq of injected activity is estimated using only planar images 
versus a combination of planar and SPECT images [24]. Other error sources in 
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activity quantification arise from loss of counts due to deadtime when imaging 
high activities [25, 26] . Differences, larger than the propagation error, between 
the half-lives of the therapy and tracer isotopes can lead to significant 
discrepancies [21], as well as the activity sampling time and curve fittings 
[19, 21]. Activity quantification protocols must be carefully evaluated before 
they are used in clinical practice and methods for dosimetric verification should 
be explored in order to determine the instrumentation quality and assess the 
uncertainty in the calculations [27, 28]. Nevertheless, marked differences in the 
activity uptake could be observed during the course of treatment due to changes 
in the saturation of receptor sites or down regulation in receptor expression. The 
interpatient differences in receptor expression or intertumour variability in 
patients with multiple lesions could also produce different grades and profiles of 
activity uptake. Several strategies must be evaluated during treatment planning.

All the calculations in this paper were done under the assumption of 
uniform dose rate and absorbed dose in the tumour and normal tissues. This 
approach is often used for normal tissue in absence of available data 
demonstrating otherwise. This condition may also be assumed for small tumours 
and metastases. In case of non-uniform distribution more ‘biologically 
representative’ dose distribution parameters, such as the equivalent uniform 
distribution (EUD) [29] for normal tissue and tumour or effective dose (Deff) [30] 
in whole irradiated normal tissue volume, can be calculated from the 
dose–volume distribution. However, in general clinical practice, the equations 
presented here are applicable. 

For treatments with repeated administrations, the interval 
interadministration is a critical variable. It determines how the activity 
accumulation influences the dose rate profile. If the interval between 
administrations is comparable to the effective elimination time, the effect of 
activity accumulation will be observed. In this case the equation for calculating 
the BED becomes more complex than those reported in Eqs (8)–(13) [31]. The 
additive property of BED could be favorably used if tumour uptake changes in 
the course of the treatment. In that case, new activity calculations have to be 
performed. A large period between administrations allows tissues with early 
response, like bone marrow, to recover their function. There are reports of clinical 
trials where treatments with small interadministration intervals have been used 
with good results [4]. The results of the examples analysed here are in agreement 
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with the studies where peptides labeled with Lu [15] administered in several 
cycles of 4.5–7.0 GBq where well tolerated by patients. Although the second case 
illustrates an extreme situation, it represents a typical scenario in which activity 
fractionation may be a good choice. Another problem that could be solved by 
using the methodology presented here is the determination of the optimal number 
of administrations for a value of activity per administration prescribed. Updates 
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on the treatment plan could be performed based on the uptake profile. The new 
scheme must be calculated for the remainder BED fraction (partial effect). 

The tolerance limits commonly used have been established from the data 
collected based on treatment with external radiotherapy at high dose rates. The 
framework of LQ model allows for the establishment of a biological 
correspondence between different irradiation schemes. Through the LQ model, it 
is possible to convert non-standard schemes to a ED2Gy. This will make the 
reporting of tolerated doses and the communications with physicians much easier, 
as the information will be presented in familiar terms [12]. Additionally, the 
conversion to ED2Gy may be useful when combining both external radiotherapy 
and systemic modalities.

TCP and NTCP are dose response parameters used to describe the effects of 
irradiation in tumour and normal tissues. The use of biological indexes like TCP 
and NTCP in treatment prescription ensures that the local tumour control may be 
achieved without complications in normal tissues. The applicability and accuracy 
of the tissue response estimates will depend on the quality of the available 
biological parameters, and on how sensible the model is to the uncertanties of the 
parameters used. Clinical trials with standard protocols should be performed to 
improve the uncertainties in the values used for calculation. Treatment 
effectiveness is also influenced by the shape of the dose distribution and the size 
of the irradiated volume. The greater the degree of heterogeneity, the more 
ineffective the treatment. The TCP depends on the number of clonogenic cells in 
the irradiated volume. More activity will be required to control larger tumour 
volumes. The effectiveness of heterogenous dose distributions is not improved by 
increasing the amount of activity administered. In these cases, the combination of 
external local and systemic irradiation should be explored. It is important to 
‘differentiate’ the contribution of each OAR in the acceptance of the treatment 
scheme [32]. Other goal functions such as the uncomplicated tumour control 
probability or the function f(EUD) [33] can be used as overall predictors of 
treatment response. The first is a parameter based on calculation of TCP and 
NTCP, the second is related to the shape of the dose distribution. Such functions 
can also be used in treatment optimization. 

5. CONCLUSION
329

It is possible to verify the activity prescription in radionuclide therapy 
based on the calculation of TCP and NTCP for a single administration schedule, 
as well as for prescription with fractionation of the administered activity. During 
verification of the prescription, the tolerance limits of all source organs, including 
bone marrow, must be carefully assessed. 
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Abstract

The IAEA/WHO thermoluminescent dosimetry (TLD) postal dose audit programme has 
been used for over 8000 radiotherapy beams throughout the world in over four decades of its 
operation. Records have been kept of the results of TLD audits since the inception of the 
programme. Analysis of these data has yielded much interesting information. In the early years, 
the TLD service recorded approximately 50% audited beams having adequate calibration. This 
percentage of acceptable results has now increased to 96%. Obviously, regular participation in 
dosimetry audit stimulates an improvement in dosimetry practices in radiation therapy in many 
hospitals worldwide. Another dosimetry audit programme for treatment planning (TPS audit) 
in external beam radiotherapy, which has been developed by the IAEA, assesses the 
radiotherapy workflow for conformal techniques, from patient data acquisition and 
computerized treatment planning to dose delivery. The IAEA supports national and subregional 
TPS audit activities to improve the quality and safety of dose calculation in radiotherapy. The 
third audit modality operated by the IAEA within the framework of the Quality Assurance 
Team for Radiation Oncology (QUATRO) is a comprehensive audit that reviews radiation 
oncology practices with the aim to improve quality. To date, over 50 QUATRO audits have 
been organized by the IAEA in radiation oncology centres in Europe, Africa, Asia and Latin 
America. QUATRO audits indicate and document areas for improvement and provide advice 
for further development of the audited centres. 

1. INTRODUCTION

A high degree of accuracy, reliability and reproducibility in radiation dose 
delivery to cancer patients is necessary to ensure safe and high quality treatment 
and optimized outcome for the patient. The calibration of the radiation beam is 
the first and fundamental step in radiotherapy. If the radiation beam is incorrectly 
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calibrated, radiotherapy treatment will be incorrectly delivered. In the case of 
large discrepancies, the consequences can be fatal. A mistake in the beam 
calibration will affect all patients treated with that beam.

* MedAustron, Wiener Neustadt, Austria.
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Independent external quality audits, being part of a comprehensive quality 
assurance (QA) programme, are widely recognised as an effective method to 
verify the quality of practice in a radiotherapy centre. Quality audits include a 
range of types and levels of peer review, for example comprehensive audits 
review the entire radiotherapy practice and partial audits focus on specific 
important parts, such as dosimetry audits.

Dosimetry audits have a long tradition [1–7]. Since 1969, the IAEA jointly 
with the World Health Organization (WHO) has operated a dosimetry audit 
programme for radiotherapy using thermoluminescent dosimeters (TLDs). This 
paper provides a brief overview of the IAEA/WHO TLD postal dose audit 
programme. In addition, two more recently developed IAEA audit programmes 
are presented very briefly, one for treatment planning in radiotherapy (TPS audit) 
[8, 9] and one covering comprehensive (or clinical) audit, denoted as the Quality 
Assurance Team for Radiation Oncology (QUATRO) audit [10], which evaluates 
radiation oncology practices in cancer centres. 

2. THE IAEA/WHO TLD POSTAL DOSE AUDIT SERVICE FOR 
RADIOTHERAPY DOSIMETRY

The IAEA/WHO TLD postal dose audit programme is one of the oldest 
radiotherapy dosimetry services in the world [1–6]. Initially, it was used for 
monitoring the calibration of 60Co beams. In 1991, its scope was expanded to 
audits of calibration of high energy photon beams produced by clinical 
accelerators. Today, two thirds of beam checks are for beams generated by 
clinical accelerators and one third are for 60Co beams.

Over the period of their operation, the IAEA/WHO TLD postal dose audits 
have undergone several scientific reviews, technical improvements and changes 
related to increasing the level of organization and efficiency of the auditing 
services. Automation of the TLD system in 1998 shortened the time of TLD 
evaluation and increased the number of hospital beams to be monitored from 
100–150 to 400–500 per year (Fig. 1). Nevertheless, the requests from 
radiotherapy centres steadily increase and exceeded 600 beams checked in 2009. 

2.1. TLD results of radiotherapy centres
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Records have been kept of the results of TLD audits of radiotherapy centres 
since the inception of the programme. To date, the calibration of approximately 
8000 radiotherapy beams (see Fig. 2) in 1700 cancer centres in 120 countries 
have been audited. These audits were made in radiotherapy centres in Africa, the 



SESSION 7

FIG. 1.  Increase in the activity of IAEA/WHO TLD postal dose audits for radiotherapy centres.

FIG. 2.  Results of the IAEA/WHO TLD postal dose audits of radiotherapy centres for the 
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eastern Mediterranean, Europe, Latin America and the Caribbean, Southeast Asia 
and the Western Pacific. Every year, about 50 or more hospitals newly register to 
the TLD programme. 

delivery of absorbed dose to water under reference conditions during 1969–2009. 
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Differences of less than 5% between the participant stated dose and the 
TLD measured dose are considered acceptable. This 5% acceptance limit defines 
the maximum discrepancy between stated and measured doses that does not 
require any further investigation. For radiotherapy centres with results outside the 
5% acceptance limit, the IAEA has established a follow-up procedure that uses a 
second TLD check to give centres the possibility to correct the discrepancy. The 
regular follow-up procedure of poor TLD results was introduced in 1996. 
Discrepancies between the TLD measured dose and the participant stated dose 
are resolved through direct interaction with hospital physicists and contacts with 
local experts where available, or by recruitment of international experts in 
medical physics [11] to visit the centre and assist in resolution of discrepancies. 
This is an important component of TLD audits that brings improvements in 
dosimetry practices in radiotherapy centres.

The provision of the regular audit programme over a significant time 
enables the IAEA to document that many radiotherapy centres have improved 
their abilities to accurately deliver the radiation dose. Indeed, there is a systematic 
growth in the fraction of acceptable TLD results, i.e. those falling within the limit 
of 5%. In its early years, the IAEA/WHO TLD postal dose audit service recorded 
approximately 50% of audited centres had adequate beam calibrations for beams 
used for cancer treatment [4]. In the early 1990s, less than 70% audited beams 
had adequate calibrations (see Fig. 3). Recently, the percentage of acceptable 
results has reached 96% (Fig. 3). However, 4% of the poor results remain 
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FIG. 3. Fraction of the TLD results within the 5% acceptance limit for radiotherapy hospitals. 
The light grey area indicates the results obtained in the first check, and the dark grey area 
corresponds to the percentage of results improved in the follow-up process.
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uncorrected either due to a failure to respond to the IAEA/WHO efforts or due to 
local problems that could not be resolved without allocation of appropriate 
resources by local governmental bodies.

As shown in Fig. 2, large discrepancies in the beam calibration still occur. 
They are observed mostly in centres that engage in auditing for the first time. 
These centres perform less well than those centres that participate on an ongoing 
basis. In 2000–2009, the percentage of deviations outside the 5% acceptance limit 
was 80% for centres new to the audit and 91% for centres participating in an audit 
in a regular manner. The percentage of large deviations, exceeding 10%, was 9% 
for new centres compared to 4% for regular participants. The same pattern was 
observed for major deviations exceeding 20%, with 3% of discrepancies having 
occurred for new centres and 1% for regularly participating centres. This suggests 
that the new participants in the audit programme need to gain more experience in 
dosimetry in order to reach the level of well performing hospitals. This also 
suggests that more resources for training of medical physicists need to be 
allocated. As discussed above, large discrepancies still also occur in the group of 
regularly participating centres, although to a lesser extent. Centres with persisting 
deviations often work within practical limitations such as insufficient availability 
of qualified medical physicists or lack of adequate dosimetry equipment, which 
compromises quality. The clinical relevance of severe TLD deviations detected in 
the audit programme was confirmed in several cases [6], but, fortunately, not all 
poor dosimetric results reflect deficiencies in the calibration of clinical beams or 
machine faults. Sometimes, the TLDs receive incorrect doses due to 
misunderstanding of the instructions on how to perform the TLD irradiation.

2.2. Analysis of TLD results of radiotherapy centres

The analysis of recent data sheets has shown that the most common 
mistakes made by participants pertained to using an incorrect geometry set-up for 
the TLD irradiation, incorrect calculation of monitor units, irradiation time or a 
combination of various mistakes and errors. These are mistakes in irradiating the 
TLD or calculating the dose to be delivered to the TLD but they do not constitute 
direct evidence of incorrect patient dosimetry in the same way that an incorrectly 
calibrated beam would. Nevertheless, these mistakes reflect on the likelihood of 
various human mistakes that may impair the quality of the routine clinical 
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dosimetry practice in these centres. Again, education and training of medical 
physicists in clinical dosimetry cannot be overemphasized. About 40% of 
deviations had reasons that could not be traced due to lack of information on the 
dosimetry procedures in the participants’ data sheets. In particular, poor 
performance of some radiotherapy centres in Latin America seems to be due to an 
insufficient number of qualified medical physicists in the region.
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Table 1 reports the deviations of TLD audit results detected in 2000–2009. 
In general, basic dosimetry of high energy X ray beams is observed to be more 
accurate compared with that of 60Co beams (see Table 1), but this reflects the fact 
that radiotherapy centres with linacs are usually supported by better resources for 
medical physics services than hospitals only having 60Co machines. In addition, 
the 60Co machines in some countries exhibit performance deficiencies due to poor 
technical condition caused by machine age, inadequate maintenance or too low 
activity of 60Co sources as documented by the irradiation times needed to deliver 
2 Gy to the TLD. For example, over 40% of 60Co machines in Eastern (non-EU) 
Europe are older than 20 years [12].

Different dosimetry codes of practice (CoPs) are used in countries around 
the world, ranging from old exposure (NX) based CoPs of the early 1970s, 
through air kerma (NK) based CoPs developed in the 1980s, up to the recently 
developed modern absorbed dose to water (ND,w) based CoPs. TLD results of 
2000–2009 grouped by the code of practice reported by centres participating in 
audits are given in Table 2. The distribution of results shows the smallest standard 
deviation (last column) for participants using the absorbed dose to water (ND,w) 
based CoPs, such as TRS 398 [13], while results from participants with empty or 
incompletely filled data sheets have the largest standard deviation. Also, the 
mean of the distribution is close to 1.000 for users of ND,w and NK CoPs, while for 
users of old codes of practice and those with incomplete or empty data sheets, the 
mean DTLD/Dstat deviates from 1.000 by 1–2%, indicating problems with 
traceability to the International System of Units. The number of major 
discrepancies, greater than 20%, is large for the group with no or incomplete 
dosimetry data. In Table 2, 75 major discrepancies (>20%) were excluded from 
the statistics, 42 of which were from this group.    

TABLE 1.  RESULTS OF TLD AUDITS IN 2000–2009

60Co beams
(2013)

High energy X ray beams
(2427)

Deviations outside the 5% limit: 18% 6%

5–10% 9% 4%
340

10–20% 6% 1%

>20% 3% 1%

Results within the 5% limit 82% 94%
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The data reported by the participants show that there is a substantial 
increase in the use of modern absorbed dose to water codes of practice since 
2000. In 2008–2009, about 84% of participants use CoPs based on absorbed dose 
to water standards. There has been a notable decrease in the use of NK and old NX

based CoPs, especially in hospitals in the Latin America region. However, in the 
Western Pacific region, 32% of the hospitals participating in TLD audits are still 
using outdated CoPs based on exposure standards. 

2.3. Uncertainties in radiotherapy machine calibrations 

On the basis of the TLD audit results, the uncertainty of calibration of 
treatment machines can be derived for various countries. In 2000–2009, 
100 countries participated in the IAEA/WHO TLD postal dose audits at least once. 
Figure 4 shows the mean and standard deviation of the distribution of the TLD 
results for 82 countries participating with more than five beams1 in this period. 

TABLE 2.  THE MEAN RATIO OF TLD MEASURED DOSE TO THE DOSE 
STATED BY THE PARTICIPANT, DTLD/DSTAT, AND THE STANDARD 
DEVIATION OF THE DISTRIBUTION OF TLD RESULTS GROUPED 
ACCORDING TO THE DOSIMETRY CoPs USED BY PARTICIPANTS IN 
TLD AUDITS (2000–2009)

Code of practice Number of
beams checked

Mean DTLD/Dstat Standard deviation
(%)

NDw 1875 (13)a 1.003 2.6

NK 1162 (13) 1.005 3.3

NX 340 (7) 1.020 4.7

Ion chamber details only 129 (3) 1.020 5.4

No dosimetry data 858 (39) 1.011 5.1

a Discrepancies greater than 20% were excluded from the statistics. Number of excluded 
results is shown in parentheses.
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Data shown in Fig. 4 demonstrate that approximately 75% of the countries 
have the mean of the distributions of TLD results between 0.99–1.01 and 95% 

1 A low (<5) number of participations in TLD audits is not considered statistically 
significant and therefore such data were excluded from the analysis.
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countries within 0.98–1.02, whereas 5% (4/82) of the countries have the mean 
outside 2%. The latter value is a sign of poor traceability to the International 
System of Units for these countries. This can be attributed to insufficient access 
to reliable dosimeter calibrations by the national SSDL, lack of such an SSDL in 
some of these countries, lack of dosimetry equipment in some hospitals, and 
problems with the implementation of dosimetry CoPs.

The standard deviation of the distributions of TLD results in various 
countries shown in Fig. 4 is smaller than 5% for hospitals in 90% (74/82) of 
countries. It is smaller than 3% for 62% (51/82) of countries, which suggests that 
the basic dosimetry practices in radiotherapy centres are generally adequate. 
However, hospitals in 10% (8/82) of countries perform less adequately, as their 
TLD results show larger spread, with the standard deviation exceeding 5%. 

FIG. 4.  Results in the IAEA/WHO TLD postal dose audit presented as the mean of the 
distributions of TLD results for 82 countries participating in TLD audits in 2000–2009 with 
more than 5 beams. The error bars correspond to the standard deviation of the distributions of 
results for individual countries. Red circles indicate countries with a mean <0.98 or >1.02. 
Extreme deviations exceeding 20% have been excluded from the statistics.
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2.4. The IAEA/WHO TLD audits for secondary standards dosimetry 
laboratories (SSDLs)

In addition to auditing the beam calibration at radiotherapy centres, since 
1981, TLD audits have also been used to monitor the consistency of dosimetry 
practices by members of the IAEA/WHO network of SSDLs [14, 15]. Results of 
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this programme in 1997–2009 (Fig. 5) indicate that about 97% of the results of 
SSDLs that have participated in the TLD audits were within the acceptance limit 
of 3.5%.  

For laboratories with deviations outside the acceptance limit, a follow-up 
programme has been established to resolve the discrepancies. Those laboratories 
are assisted by the IAEA to understand and resolve the problem. A repeat 
(follow-up) TLD set is sent to each of these SSDLs and deviations outside the 
3.5% limit are explained and corrected.

3. THE IAEA TPS AUDIT METHODOLOGY

FIG. 5.  Results of the IAEA/WHO TLD batches 1997–2009. A total of 988 beam calibrations 
were checked in 71 laboratories, which include 684 60Co (circles) and 304 high energy X ray 
beams (triangles); 29 deviations outside the 3.5% acceptance limit were detected.
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The dosimetry audits gradually evolve from the basic beam calibration 
audit that is the most essential step, by including other beam parameters, 
progressing to complex treatment techniques, verifying treatment planning, and 
finally auditing the complete process of dose planning and delivery. These 
developments bring the dosimetry audit closer to the patient treatment and 
therefore have the potential to increase potential benefits. 
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One of the newer audit modalities operated by the IAEA involves audits of 
treatment planning systems in radiotherapy [8, 9]. The objective of the TPS audit 
is to ensure the optimal usage of treatment planning systems and hence safer 
radiotherapy. The TPS audit reviews the dosimetry, treatment planning and 
radiotherapy delivery processes in radiotherapy centres using ‘end to end’ 
approach, i.e. following the pathway similar to that of the patient, through 
imaging, treatment planning and dose delivery. This audit is implemented at the 
national level with IAEA assistance and is currently operated in some European 
countries. The IAEA provides equipment (a dosimetry phantom) and the detailed 
audit methodology, as well as expert services to help national auditing 
organizations to introduce the TPS audit in their country. The national 
counterparts conduct the TPS audit at local radiotherapy centres. 

To date, two pilot TPS audit exercises have been completed for 3-D 
conformal radiotherapy, in the Baltic States and among Hungarian radiotherapy 
centres [16]. Issues related to treatment preparation, planning and delivery were 
identified, and opportunities for improvement outlined. The TPS audit in the 
Baltic States showed mostly acceptable results with a few exceptions related to 
TPS algorithm limitations for heterogeneities. The deviations of up to 20% 
between the measured and the calculated dose were discovered for points located 
in the lung. A number of small discrepancies related to beam modelling were also 
observed. In Hungary, four TPSs of ten audited had all results within the 
acceptance criteria, whereas six others had one or more measurement points 
showing discrepancies between the TPS calculated and measured doses. 
Generally, better agreement between the TPS calculations and measurements was 
observed for 6 MV X ray beams than for 15 MV and 18 MV beams. Following 
the TPS audit, areas for improvement were identified, for example TPS data 
input, CT calibration, beam calibration, and they were discussed with local 
physicists. Further TPS audits in other European countries have been scheduled.

4. COMPREHENSIVE AUDIT IN RADIOTHERAPY: QUATRO

In order to optimize outcomes of radiation treatment, it is equally important 
that the clinical aspects as well as the physical and technical aspects of patient 
treatment are audited, because, though essential for the radiotherapy process, 
344

accurate beam dosimetry and treatment planning alone cannot guarantee the 
required outcome. A comprehensive audit methodology has been developed and 
described by the IAEA [10], known as the QUATRO methodology. 

The IAEA QUATRO audits assemble teams of professionals (radiation 
oncologist, medical physicist, radiation therapist (RTT)) to peer review 
radiotherapy practices and management at radiation oncology centres with the 
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aim to improve quality. QUATRO audits include the assessment of the 
radiotherapy infrastructure; patient and equipment procedures; radiation 
protection aspects; and staffing levels and professional training programmes for 
the local radiotherapy staff. QUATRO audits aim to help radiotherapy centres 
attain the best level of practice possible for their country. 

By 2010, QUATRO had conducted approximately 50 audits on request, in 
radiotherapy centres from Central and Eastern Europe, Asia, Africa, and Latin 
America. Auditors identify gaps in technology, human resources and procedures, 
allowing the audited centres to document areas for improvement. Some centres 
have been acknowledged for operating at a high level of competence, while 
others have received sets of recommendations. Most common recommendations 
concerned the staffing levels, which were found insufficient in a few centres; in 
particular, the numbers of medical physicists were found too low. In addition, the 
numbers of radiotherapy technologists (RTTs) were found inadequate in some 
centres. QUATRO also identified issues related to staff training, in particular 
RTTs, as well as the need to increase the institutional support to staff continuous 
education. Some centres were recommended to revise and update radiation 
treatment protocols and many received recommendations on strengthening 
various aspects of QA programmes and procedures, in particular for patient 
related QA. In several centres the audit identified equipment shortages and it 
documented the need for additional radiation treatment units, imaging and 
treatment planning equipment. At the same time, the use of existing equipment 
required optimisation and improved scheduling for extended operational time. 
Other recommendations concerned the structure, management and organization 
of cancer centres that needed improvements in order to optimize the workflow, 
achieve efficiency gains and ensure smooth cooperation among departments. 
Some common issues, which were observed in QUATRO audits, such as the need 
for RTT staff training, have been addressed internationally. A few radiotherapy 
centres who have already implemented QUATRO recommendations, received 
re-audits. Several developments and considerable enhancement of quality in 
radiotherapy practices were recorded in these centres. 

5. CONCLUSION
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The IAEA/WHO TLD audit programme has witnessed significant 
improvements in dosimetry practices worldwide in four decades of its operation. 
However, discrepancies in beam calibrations are still observed. This suggests that 
without an audit, these errors may not have been discovered and radiation 
treatments would not have been correctly delivered to patients. Discrepancies 
recorded in audits are monitored by the IAEA/WHO, and their causes are traced, 
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analysed and corrected. Several issues that hamper quality of basic dosimetry in 
radiotherapy have been identified, such as insufficient number of qualified 
medical physicists, lack of dosimetry equipment, and obsolete treatment 
machines. These issues have to be addressed locally. 

Dosimetry audits in radiotherapy have been demonstrated to be a useful 
tool for the improvement of practices in individual radiotherapy centres as well as 
helping to raise the overall quality and status of radiotherapy dosimetry 
worldwide. Audits help in reducing uncertainties and in increasing the precision 
and consistency of radiotherapy dosimetry between centres. Overall, they raise 
awareness of problems and raise the general level of dosimetry quality. 
Therefore, it is of importance for any radiotherapy centre to have regular access 
to, and to participate in, dosimetry audit programmes. All radiation beams used 
clinically should be independently checked through an audit before the patient 
treatments start and further, they should be audited on regular basis. 

The IAEA transfers the TPS audit methodology to the national level with 
the aim of improving the quality and safety of dose calculation in radiotherapy. 
The IAEA TPS audit methodology focuses on conformal techniques using semi-
anthropomorphic phantom and ‘end-to-end’ procedure including phantom 
imaging, treatment planning and dose delivery. Although the TPS audit 
programme has only recently been initiated, first audits have drawn the attention 
of radiotherapy physicists to issues in basic dosimetry, treatment planning and 
dose delivery thus bringing improvements in clinical dosimetry and the use of 
TPSs. 

QUATRO focuses on reviewing overall quality of the whole 
multidisciplinary process, management and infrastructure of radiotherapy 
centres. It assesses the ability of a centre to maintain its radiotherapy practices at 
the level corresponding to the best clinical practice in the specific economic 
setting of a given country. QUATRO identifies and documents any operational 
and structural inadequacies and weak links, and provides advice for quality 
improvement of radiotherapy services. Overall, QUATRO has contributed to 
important developments at centres, and it identified common issues of concern 
that are addressed internationally.
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Abstract

The Radiological Physics Center (RPC) is charged with assuring the consistent delivery 
of radiation doses to patients on NCI sponsored clinical trials. To accomplish this, the RPC 
conducts annual mailed audits of machine calibration, dosimetry audit visits to institutions, 
reviews of treatment records, and credentialing procedures requiring the irradiation of 
anthropomorphic phantoms. Through these measurements, the RPC has gained an 
understanding of the level of quality assurance (QA) practised in this cohort of institutions, and 
a database of measurements of beam characteristics of a large number of treatment machines. 
The results of irradiations of phantoms have yielded insight into the delivery of advanced 
technology treatment procedures.

1. INTRODUCTION

Perhaps the first published criticism of US healthcare appeared in 1910 and 
was written by an educator called Abraham Flexner. Flexner had been recruited 
to the Carnegie Foundation to study and report on professional education systems 
of all types, including medicine. The Flexner Report on Medical Education in the 
United States of America and Canada is well known for his statement 
condemning the quality of medical education and the broad disparity in quality of 
the services provided [1]:

“We have indeed in America medical practitioners not inferior to the best 
elsewhere; but there is probably no other country in the world in which 
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there is so great a distance and so fatal a difference between the best, the 
average, and the worst.”

It is likely that the situation is improved considerably today, in the US as 
well as in other countries. But at the same time, the wide and disturbing range in 
quality of healthcare throughout the world is well known and frequently reported 
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on. Questions are raised regularly in the press about the appropriate use of 
imaging, the perceived lack of quality of hospital care, and the high and rapidly 
increasing cost of health services [2]. Reforming the US healthcare system is 
again a national priority, and it seems to be agreed that reform must occur soon 
before the system collapses.

The requirements of quality assurance (QA) were brought to the attention 
of the US public in 2000 when a report from the Institute of Medicine highlighted 
the frequency of patient deaths from medical errors [3]. While the magnitude of 
the problem was shocking — as many as 98 000 patients dying each year from 
such errors — practitioners of radiation therapy were probably better aware of 
both the problem and potential solutions than those of many other medical fields. 
QA has a lengthy and solid foundation in radiation therapy, resulting at least in 
part from its quantitative nature. 

During the past few years, a number of significant radiation therapy errors 
have been reported worldwide [4–9]. Among the reasons postulated are the 
introduction of, and increasing dependence upon, advanced technologies [10, 11]. 
Some errors were blamed specifically on the introduction of the technologies 
[12,  13]. Other publications reported that the introduction of advanced 
technology equipment permitted errors to occur that might otherwise have been 
detected [9]. The demands of advanced technologies on department resources 
might have drawn resources from simpler or basic functions [14]. It is also 
believed that, in some cases, the demands on department resources caused a 
reduction in effort devoted to fundamental QA functions [4, 15].

Clearly, larger errors have a significant impact on the success of radiation 
therapy. But smaller errors, while having no discernible effect on the treatment of 
an individual patient, are very likely to influence the overall success of treatments 
of large numbers of patients [16–18].

2. THE ROLE OF THE RADIOLOGICAL PHYSICS CENTER (RPC)

The idea of an independent quality assurance review office did not begin 
with the RPC although the RPC is one of the longest continually operating offices 
of this type. In 1926, Rolf Sievert described a system for quality assurance and a 
‘circulating department’ for standardizing a QA programme [19]. He listed a 
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number of critical parameters describing the equipment (e.g. ‘The reliability of 
the kilovolt-meter’) and individual patient treatments (e.g. ‘The primary dosage 
of the skin’). Sievert noted, “With standardization it would be possible to make 
comparisons between the results obtained at different hospitals. A good deal of 
experience would soon accumulate through people annually visiting the different 
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roentgen departments all over the country, and this would be of assistance when 
fitting up new roentgen wards and purchasing new apparatuses and tubes.”

In 1950, Thoraeus described the experiences of the ‘circulating department’ 
established by Sievert since its creation in 1925 [20]. The department was at that 
time visiting about 60 facilities and inspecting 137 therapy units. Visits were 
made twice each year, and included measurements of timer function, kV and mA, 
dose rates and radiation protection. No specifics were given in the article, but it 
was reported that “inconsistent, and thus unreliable” dose meters were found 
during the visits. Thoraeus discusses the compilation of depth dose data from 
measurements at a number of institutions, which were then provided to all 
institutions to be used as a means of standardizing treatments. He also describes 
the increasing use of “modern protective equipment” during the course of the 
inspections, in part as a result of inadequacies uncovered during the inspections.

The RPC was established in 1968 to contribute to the development, 
conduct, and QA of multi-institutional cooperative group clinical trials. A 
description of clinical trials and the role of several of the QA offices can be found 
in a report published by the American Association of Physicists in Medicine 
(AAPM) [21]. The mission of the RPC is to assure NCI and the cooperative 
groups that institutions participating in clinical trials deliver prescribed radiation 
doses that are clinically comparable and consistent. 

In 1999, the RPC joined with several other QA offices to form the 
Advanced Technologies Consortium (ATC) [22]. The ATC currently consists of 
the RPC, the Image Guided Therapy QA Center (ITC) in St. Louis, the Quality 
Assurance Resource Center (QARC) in Providence, RI and the headquarters 
dosimetry group of the Radiation Therapy Oncology Group (RTOG), located in 
Philadelphia. The role of the ATC is to support the development and conduct of 
advanced technology clinical trials, and to facilitate communications among the 
four QA offices. 

2.1. Remote audits

The RPC initiated a programme of mailed thermoluminescent dosimeters 
(TLDs) in 1977 [23]. The uncertainty of the TLD system to measure output of 
accelerators remotely was evaluated and found to be 1.5% [24]. Consequently, 
the RPC’s measurement of an institution’s output can be stated at an uncertainty 
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of less than 5% using a 99% confidence interval. When the TLD measurement 
disagrees with an institution’s stated dose by more than 5%, the RPC initiates a 
series of activities to resolve the discrepancy. If the discrepancy cannot be 
resolved through telephone calls and the review of procedures and 
documentation, an on-site dosimetry visit is scheduled. The RPC recently 
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replaced the TLD system with one based on optically stimulated luminescence 
dosimetry (OSLD) [25].

2.2. On-site dosimetry review visits

An on-site audit has been recommended by several organizations, including 
the AAPM and the IAEA [26, 27]. An independent audit is especially important 
for solo practitioners, and is a valuable exercise for all practising clinical medical 
physicists. It need not be extensive, but should address key activities such as 
basic calibrations, the overall QA programme and documentation.

The RPC visit procedure consists of: a review of the institution’s QA 
procedures and documentation; a review of treatment records to ascertain the 
consistency of the procedures used for treatment planning and monitor unit 
calculations; and measurements of the radiation beams and radioactive sources. 
The measurements include mechanical alignment and accuracy of position 
readout devices, light versus radiation field congruency, calibration of treatment 
machine output and brachytherapy source strength, relative field size 
dependence, percent depth dose, off-axis ratio, some asymmetric jaw and 
irregular field parameters, and accessory transmission factors. Several 
measurements are designed to evaluate the basic data required for delivery of 
intensity modulated radiation therapy (IMRT). Procedures for evaluating image 
guided radiation therapy (IGRT) are under development, and procedures for visits 
to proton beam facilities are currently being implemented.

The RPC has conducted on-site dosimetry audits during its 42 year history, 
and has accumulated extensive measured data from 2350 photon beams into 81 
separate tables classified by manufacturer, model and beam energy. This database 
of ‘standard data’ enables the RPC to compare an institution’s measured data with 
the standard data. Differences often help to identify measurement errors as well 
as explain the source of calibration errors detected by a mailed audit.

2.3. Credentialing for advanced technology clinical trials

Clinical trials that require the use of advanced technologies such as IMRT 
and prostate brachytherapy are considered sufficiently challenging so that 
institutions are required to demonstrate their ability to use these technologies 
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before being permitted to register patients. Credentialing for such clinical trials 
generally involves most or all of the following procedures:

(a) Previous patients treated with technique
Institutions must demonstrate that they are familiar with the technique and 
have used it to treat at least some minimum number of patients.
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(b) Facility questionnaire
This questionnaire asks institutions to describe relevant aspects of their 
treatment planning and delivery equipment, their QA procedures, and in 
some cases, the personnel who will be participating in protocol patient 
treatments.

(c) Knowledge assessment questionnaire
The physician is asked to take a simple open book quiz to indicate that he or 
she is familiar with the protocol and its requirements.

(d) Benchmark case or phantom
For the more complex technologies, the institution may be required to 
submit a treatment plan generated for a standardized geometry or CT data 
set, or simulate, plan and treat an anthropomorphic phantom. If the protocol 
requires a benchmark treatment plan, the RPC reviews the institution’s plan 
and recalculates the doses at key locations to evaluate the accuracy of the 
planning system. When anthropomorphic phantoms are used, the RPC 
sends a phantom to the institution, with instructions to treat the phantom in 
exactly the same manner that patients are treated in the department. The 
institution will image the phantom, develop a treatment plan using the 
technique to be tested (e.g. IMRT or stereotactic body radiation therapy, or 
SBRT), perform the customary QA procedures, then deliver the treatment 
to the phantom. The phantom is returned to the RPC where dosimeters 
(TLD capsules and radiochromic film) are removed and analysed. The RPC 
then compares the delivered dose to the institution’s plan to determine the 
agreement.

Several phantom models have been developed including one that mimics 
the brain, the head and neck, the thorax, the abdomen, the pelvis and the spine 
(see Fig. 1 [28, 29]).

(e) Electronic data submission
Many clinical trials involving advanced technology radiation therapy are 
now requiring institutions to submit the treatment plans for protocol 
patients digitally to the ITC. The plans performed for irradiation of the 
RPC’s anthropomorphic phantoms also must be submitted digitally.

(f) RPC QA and dosimetry review
353

The RPC often reviews the institution’s QA and dosimetry procedures and 
records.
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(g) Clinical review by a radiation oncologist
In some cases, the protocol requires that the institution submit 
representative treatment plans performed for patients treated previously 
using the technology being tested by the protocol, and techniques at least 
similar to those required by the protocol. The plans are reviewed by the 
study chair or a radiation oncologist who works with the RPC to ensure that 
they conform to the intentions of the study chair or his/her designee.

2.4. Reviews of patient treatment records

In some cases, the RPC (or another QA office) reviews the treatment plans 
prepared by participating institutions for patients registered on the clinical trial. 
When the number of patients to be registered is relatively small, and the protocol 
is complex, the study chair may require that institutions submit their treatment 
plans for review before the patients are treated. The RPC often participates in 
such ‘rapid reviews’ to ensure that the treatment plans meet the dosimetric 

FIG. 1.  The RPC’s head-and-neck phantom. The phantom is representative of all RPC 
phantoms and consists of a water filled shell containing inserts with imageable structures 
representing target volumes and organs at risk. The inserts also contain radiochromic film and 
TLDs to evaluate the delivered dose.
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requirements of the protocol. An example of a recent protocol that requires rapid 
reviews is the joint trial of accelerated partial breast irradiation conducted by the 
National Surgical Adjuvant Breast and Bowel Project (NSABP) and RTOG.

In other cases, the RPC performs retrospective reviews. The RPC relies on 
measurements made at the institution through the TLD programme and on-site 
dosimetry reviews, or if a visit has not yet been made, its database of measured 
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‘standard’ data. Using these data and the treatment parameters (field size, depth, 
MU setting, etc.), the RPC can independently calculate the dose received by the 
patient.

3. RESULTS FROM RPC QA AUDITS

3.1. Annual calibration checks

Nearly 1800 institutions are currently participating in clinical trials and are 
enrolled in the RPC’s audit programmes, of which approximately 1650 are 
located in North America, and represent roughly 65% of all radiotherapy 
facilities in this region. Approximately 230 new machines are installed each year 
at the facilities audited by the RPC. New machines are subject to calibration 
errors as they are put into clinical service, with potentially serious results. Over 
the years, 5–6% of the US megavoltage beams audited with TLD have fallen 
outside of the RPC’s ±5% dose or 5 mm electron depth dose criteria on the first 
measurement (see Fig. 2). With 3200 machines being monitored today, this 
represents approximately 700 beams that fall outside the RPC’s criteria for 
acceptability. Among these institutions, nearly 20% or roughly 350 institutions 
have one or more beams outside the RPC’s criteria on an annual basis that require 
an investigation by the RPC (see Fig. 3).   
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FIG. 2.  The percentage of megavoltage radiation beams at US institutions that fail to meet the 
RPC’s 5%/5 mm criteria for acceptability. The blue bars indicate the proportions at institutions 
visited by the RPC.
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An annual independent audit coincides with the QA standard requirement 
in most states that each beam be calibrated annually to ascertain that the output 
has not changed. The precedent for performing the TLD audit annually was 
established by the RPC many years ago and all current trial data and results are 
based on having this level of QA. A review of trial results from the European 
Organization for Research and Treatment of Cancer (EORTC) indicated that 
decreases in tumour control probability were associated with discrepancies in the 
beam calibration, as measured by a TLD audit programme [16]. At the same time, 
increases in normal tissue morbidity were associated with discrepant high TLD 
measurements. This article also indicated that sequential TLD audits improved 
the uniformity of the clinical outcome and that small deviations in beam output 
might lead to clinically important variations in outcome. Mailed TLD audits were 
deemed to be an integral part of quality assurance for trials. 

3.2. Measurements of beam parameters

Following a dosimetry review visit, the RPC generates a detailed report 

FIG. 3.  The percentage of institutions irradiating TLDs in any year that had at least one beam 
failing the RPC’s 5%/5 mm criteria for acceptability.
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describing the observations made and measurements taken, as well as the level of 
agreement with the institution’s planning data. The report clearly indicates any 
measurements that disagree by a significant amount with the institution’s data, 
and when the disagreements exceed appropriate thresholds, the report includes 
recommendations to the institution for improvement. These recommendations 
then demonstrate areas that require attention by the institution. When considered 
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in aggregate, these recommendations form an indication of the areas of general 
concern at the visited institutions. The common recommendations and the 
frequency with which institutions receive them are shown in Table 1. Of note are 
the recommendations indicated by asterisks, which are considered important 
dosimetry parameters. Overall, 70% of visited institutions received one or more 
of these recommendations.

3.3. Reviews of QA programmes

The RPC judges the quality of an institution’s QA programme against the 
AAPM’s TG-40 and TG-142 Recommendations [31, 32]. A list of common 
failures or lapses in QA programmes found by the RPC is shown in Table 2.

3.4. Observations from reviews of patient records

Over a five year period, from 2005 to 2009, the RPC found systematic 
errors in 1% of charts, individual errors in 8% of charts, and transcription errors 
in 27% of the charts. In each case, the error was corrected by the RPC and 
reported to the study group so that correct information could be used for 
evaluation of the clinical trial. The results of these reviews were also reported to 
the institutions promptly in order to enable the institutions to take corrective 
action.         

TABLE 1.  SELECTED DISCREPANCIES DETECTED DURING 2004–2008 
DURING RPC DOSIMETRY REVIEW VISITS TO 165 INSTITUTIONS [30]

Errors regarding: Number of institutions (%)

Review QA programme 127 (84%)

Wedge transmission 53 (32%)

Photon FSD (small fields) 46 (28%)

Off-axis factors, beam symmetry 42 (25%)

Photon depth dose 34 (21%)
357

Electron calibration 25 (15%)

Photon calibration 22 (13%)

Electron depth dose  19 (12%)
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3.5. Results of anthropomorphic phantom reviews

During the time period from 2001 to 2009 the RPC mailed IMRT head-and-
neck phantoms to 472 distinct institutions. See Table 3 and Fig. 4. A total of 
752 irradiations were analysed. Of these, 585 irradiations or 78% successfully 
met the accreditation criteria shown in Table 3. More than 350 institutions failed 
to meet the irradiation criteria on the first attempt and had to repeat the phantom 
irradiation. Of those failing to meet the accreditation criteria, the majority failed 
only the dose criterion. The remaining unsuccessful irradiations failed the 

TABLE 2.  COMMON QA LAPSES AND DEFICIENCIES FOUND AT 
INSTITUTIONS DURING RPC VISITS [30]

— QA records not available or maintained
— Annual calibrations or monthly checks not performed timely
— No record of comparison to clinical values on institution’s annual QA report
— No record of comparison of daily and monthly checks against annual baseline values
— Physicist review of daily checks not documented
— No record of corrective actions and repeat measurements
— Daily check of electron beam energy not performed
— Output or field flatness constancy with gantry angle not checked during annual calibration

TABLE 3.  PASSING RATES FOR THE RPC ANTHROPOMORPHIC 
PHANTOMS

Phantom Head & neck Prostate Spine Lung Liver

Irradiations 752 174 19 174 23

Pass 585 143 13 124 12

Pass (%) 78% 82% 68% 71% 52%

Criteria 7%/4 mm 7%/4 mm 5%/3 mm 5%/5 mm 7%/4 mm

Year introduced 2001 2004 2009 2004 2005

Note: The criteria for agreement are shown in the fifth row of the table.
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distance to agreement (DTA) criterion or both the dose and DTA criteria. 
Institutions irradiating the phantoms submitted their treatment plans 

digitally to facilitate comparison with the measured data. The achievable 
agreement between the plan and the measured dose distribution was determined 
for each phantom by conducting a pilot test with eight to ten institutions. These             
data then were presented to the clinical trials study group and criteria for phantom 
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evaluation were decided on. Consequently, the different criteria reflect 
differences in the challenges posed by the phantoms, the goals of the clinical trial, 
and a compromise between establishing stringent criteria and encouraging 
participation in the trials. 

The average TLD/institution ratio for the planning target volumes was 0.99 
with a standard deviation of 5%. The range of the measurements was large, with 
ratios extending from 0.44 to 1.26. The DTA for the high dose gradient region 
between the primary planning target volume and the organ at risk averaged 
0.2 mm with a standard deviation of 3.1 mm. The majority of the phantoms met 
the 4 mm criterion. The range of the DTAs was from –15 mm to +17 mm. A 
negative DTA meant that an institution delivered dose posteriorly beyond the 
planned distribution and delivered a higher than intended dose to the organ at 
risk. 

4. SUMMARY AND CONCLUSIONS

As described above, the majority of institutions audited by the RPC meet 

FIG. 4.  A comparison between an institution’s treatment plan (left) and the delivered dose 
(right) showing good agreement.
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well accepted criteria established by organizations such as the AAPM and RTOG. 
However, a significant number of institutions fail to meet these standards. The 
RPC’s mailed TLD programme found reference calibration discrepancies at 
15–20% of the audited institutions for the past eight years. During dosimetry 
audit visits, measurements with an ionization chamber in a water phantom were 
made of several significant dosimetry parameters; 70% of the institutions visited 
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had discrepancies in one or more of them. In particular, the RPC disagreed with 
the institution’s calibration of one or more photon beams during audit visits to 
13% of the institutions visited during the past five years. During reviews of 
treatment records, the RPC has disagreed with calculations performed by the 
audited institutions in as many as 9% of the reviewed charts. Measurements of 
tumour dose delivered to anthropomorphic phantoms demonstrated that 
institutions delivered the intended tumour dose within the 7%/4 mm DTA criteria 
for 75–80% of the time. Where possible, institutions whose irradiations failed the 
RPC’s criteria were contacted and efforts were made to understand the causes. In 
some cases, the specific cause could be identified and those causes are listed in 
Table 4. A frequent cause of discrepancy was inadequate modelling of the 
radiation beams in the treatment planning computer [33]. It is suspected that, in 
some cases, institutions failed to follow the RPC’s instructions to treat the 
phantom as if it were an actual patient, and did not use their customary staff and 
procedures when imaging, planning and treating the phantom. 

The RPC endeavours to understand the reasons for such discrepancies, and 
to educate the institutions in the procedures needed to resolve them. Follow-up 
output audits, calibration and QA record reviews, and re-reviews of treatment

TABLE 4.  CONFIRMED CAUSES OF DISCREPANCIES WITH THE RPC 
ANTHROPOMORPHIC PHANTOMS FROM A STUDY OF A LIMITED 
SERIES OF DISCREPANCIES 

Explanation Minimum no. of occurrences

Incorrect output factors in TPS 1

Incorrect PDD in TPS 1

IMRT technique 3

Software error 1

Inadequacies in beam modelling at leaf ends 14

QA procedures 3

Errors in couch indexing with Peacock system 3
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Equipment performance 2

Se-tup errors 7

Note: The frequency with which each cause occurred is given.
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records are all intended to confirm that discrepancies are corrected. However, 
RPC records indicate that additional discrepancies and errors occur each year. 
This suggests that without an independent review, the number of errors would be 
greater, and both the time elapsed before their discovery and the number of 
patients treated incorrectly would also be greater.

4.1. The need for routine QA

The pressure to adopt new technologies such as IMRT, IGRT and 
brachytherapy pulls resources away from routine, and more mundane but still 
very important procedures. Physicists must not forget that advanced technologies, 
as well as more conventional treatment techniques, depend on basic 
measurements and routine QA procedures. While such procedures are less 
exciting to perform, and rarely generate patient revenue, they are the foundation 
of accurate and successful treatment. 

An important component of a radiation therapy QA programme is an 
independent review. It cannot be assumed that software such as spreadsheets can 
always be relied on for a second check. Likewise, if another physicist in the same 
institution performs calculation checks, different procedures and reference data 
should be used to ensure that the checks are truly independent.

4.2. The need for patient specific QA

It is occasionally voiced in open forums that patient specific QA procedures 
are performed for IMRT only, because in the USA at least, it is a requirement for 
reimbursement. The experience of the RPC suggests that since procedures such 
as IMRT are still sufficiently challenging, treatment accuracy cannot be taken for 
granted. Even IMRT procedures performed frequently, such as prostate therapy, 
are subject to unexpected errors. While some savings in QA effort can 
undoubtedly be achieved by performing extensive QA of only a selection of 
records and calculations, many modern techniques such as IMRT are particularly 
difficult to develop a ‘feel’ for, and it may be possible to develop an unwarranted 
level of comfort with the technique. Until extensive experience is achieved with 
such techniques, it is recommended that patient specific QA be performed 
routinely.
361
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Abstract

A dosimetry audit was performed during 2010 in Sweden, initiated by the medical 
physics group in Lund and supported by the national authority for radiation safety. There are 18 
departments delivering with about 65 linear accelerators, but for this study only one or in a few 
exceptions two units have been included per department. The audit covered: (a) input CT data 
to treatment planning, (b) beam calibration under reference conditions, (c) delivery of a 
standard set of beams, and (d) delivery of a five field prostate type treatment plan. The first 
13  departments will be included in this report. The measurements were performed with a 
commercial phantom covering most types of tissues present in the body for the CT input data. 
Dose determination in reference geometry was accomplished with an ionization 
chamber/electrometer combination according to the International Code of Practice TRS-398. 
For the two final parts, an electronic semi-quasi three dimensional diode detector system was 
used to sample 1069 dose points, which then were used for evaluation against the dose 
distribution from the local treatment planning system. The visited institutes are equipped with 
one of two different brands of treatment planning systems, and most of the users do not have 
the possibility to change the transfer of CT number/Hounsfield units to electron density to be 
used in the dose calculations. The transfer function at each department however, has been 
checked; thus, any changes from the default settings have been recorded. The preliminary data 
for the reference dosimetry show an excellent agreement between the absorbed dose 
determined by the local user and the audit group (1.003 ± 0.005, k = 1); the small spread should 
particularly be noted. 
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1. INTRODUCTION

An external audit of radiotherapy is a method of identifying systematic 
errors both in data and in procedures implemented at the local department. Audits 
can cover several steps in the radiotherapy process, e.g. beam calibration, target 
definition, dose calculations and the delivery of treatment. Several national audits 
have been performed in many European countries during the last decades, e.g. the 
United Kingdom [1], Poland [2] and Germany [3]. There have also been 
international audits, for example, one initiated by the European Society for 
Therapeutic Radiology and Oncology (ESTRO) covering nine European 
countries with 66 participating centres [4]. This study included beam calibration 
under reference conditions, but several other studies have also included dose 
measurements in other geometries. The European Organisation for Research and 
Treatment of Cancer (EORTC) organized an audit for departments participating 
in clinical trials, which was reported in three papers, the latter of which included 
dosimetric data from more anatomical shaped geometries [5]. The 
ESTRO–EQUAL study of 1998 included beam calibration, but also percent depth 
doses, output factors as well as wedge transmission factors [6]. One of the most 
comprehensive external audit programmes is available from the Radiological 
Physics Center (RPC) at the M.D. Anderson Cancer Center established by the 
American Association of Physicists in Medicine (AAPM) and funded by, e.g. the 
National Cancer Institute in the United States.1 

The previous national inter-institutional audit in Sweden was performed 
28 years ago [7], although some departments have been participating in the 
above-mentioned international audits. Therefore, a project was initiated by the 
Lund Medical Physics Group and the Swedish Radiation Safety Authority during 
2008–2009 to perform a dosimetry audit of the radiotherapy centres in Sweden. 
External audits can, in principle, be performed in two ways, as mailed service or 
by site visits. In this project, it was decided to carry out site visits, which started 
late 2009. 

2. METHODS AND MATERIALS

The present audit covers three steps in the radiotherapy chain. The first was 
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the input data to the treatment planning system (TPS) consisting of computerized 
tomography (CT) attenuation distributions, i.e. CT numbers or Hounsfield units 
(HUs), which are the basis for dose calculation. The second sub-process was the 

1 More information is available at http://rpc.mdanderson.org.
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absorbed dose calibration of the linear accelerator under reference conditions [8]; 
and the last step was the validation of the local commissioning of algorithm input 
data (see definition by the IAEA [9]), facilitated through measurements of 
absorbed dose distributions in discrete points for simple beam configurations 
evaluated against calculations with the local TPS.

2.1. CT data

A plastic phantom with cylinders of different electron densities reproducing 
various tissue properties was scanned using a common planning protocol in the 
local CT scanner and transferred to the local TPS in order to analyse the 
conversion of HUs to densities (or electron densities).  

A commercial phantom was used (Electron Density Phantom 062, by 
Computerized Imaging Reference Systems, CIRS, Inc, VA, United States of 
America), which includes insert covering the most common tissues (see Table 1).

2.2. Beam calibration

Absorbed dose measurements under reference conditions according to the 
IAEA TRS 398 [8] were performed in a water phantom with PMMA walls. This 
phantom was designed and built at the audit group’s workshop with dimensions 
25 cm × 25 cm × 35 cm with two tubes for ionisation chambers of Farmer 0.6 cm3

type. One chamber was for the measured charge and the second for monitoring 
the stability of the beam. All measurements in the audit phantom were performed
367

FIG. 1.  The density phantom positioned on the CT scanner couch ready to be scanned.
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with the gantry at 0° defined according to IEC 61217 [10], i.e. the beam was 
vertical and enters the water without passing any PMMA. 

All measurements by the audit group were performed using the reference 
geometry of the visited hospital, i.e. either with a set-up where the centre of the 
ionization chamber was positioned at the isocentre (SAD) or with the isocentre at 
the surface of the water and the chamber at the reference depth (SSD). Both the 
local physicists (using their own equipment) and the audit group determine the 
absorbed dose in the reference geometry at the visit as close as possible in time to 
each other. 

The audit team determined the TPR20,10 for studied beams and the 
corrections factors for the polarity effect kpol, ion recombination ks and the 
ambient correction factor kt,p considering the difference in conditions compared 
to the calibration at the SSDL2. All equipment used by the audit team was 
calibrated biennially by the standard laboratories in Sweden. This includes a 

TABLE 1.  TISSUE SUBSTITUTES IN THE CT PHANTOM FOR 
EVALUATION OF HOUNSFIELD UNIT TO DENSITY CONVERSION

Tissue/material
Physical density

(g/cm3)
Electron density

(electrons/cm3 ¥ 1023)
Relative electron
density to water

H2O syringe 1.00 3.340 1.000

Lung (inhale) 0.20 0.634 0.190

Lung (exhale) 0.50 1.632 0.489

Breast (50/50) 0.99 3.261 0.976

Dense bone 800 mg/cm3 1.53 4.862 1.456

Trabecular bone 200 mg/cm3 1.16 3.730 1.117

Liver 1.07 3.516 1.052

Muscle 1.06 3.483 1.043

Adipose 0.96 3.170 0.949
368

barometer, thermometer, electrometer and ionization chambers. 

2 Secondary standard dosimetry laboratory (SSDL).
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2.3. Validation of treatment data 

A crucial step regarding accuracy in the radiotherapy process is the 
commissioning of data to the TPS and maintaining them throughout the lifetime 

FIG. 2.  The audit group’s water phantom positioned for irradiation. Fixed distance rods were 
used to determine the distance from the upper edge of the phantom down to the water level 
while the ionization chambers have a fixed position, thus assuring the correct depth of 
measurement. The phantom was placed on a dual plate with three adjustment screws to 
facilitate the levelling.
369

of the linear accelerator. Several methods are used and different data sets or 
algorithm input data are required for the various TPS on the market. Independent 
of the methodologies and contents, the accuracy of the delivered treatment to the 
patient depends on the agreement of the predicted/calculated dose from the TPS 
and the output of the treatment unit. 
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In this audit, a set of standard fields (see Table 2) calculated in the local TPS 
was compared with measurements using a semi-quasi 3-D diode array detector 
(Delta4, ScandiDos AB, Uppsala, Sweden). The fields calculated with the local 
dose planning system were exported to the detector system software, the fields 
were delivered, and the resulting dose distribution was sampled. This type of 
detector has recently been introduced to the community and a few reports have 
been published showing its accuracy to verify highly complex treatment 
modalities [11–13].

As the final check during this audit, a typical 3-D conformal plan for 
prostate was sent to all participating departments, transferred to the local TPS 
onto the PMMA phantom representing the diode array detector.

3. RESULTS AND DISCUSSION

When this report was written, 13 out of the 18 institutes had been visited 
covering 14 different linear accelerators and 27 different beams between 4 MV 
and 18 MV X rays. The remaining sites are scheduled for autumn 2010 or early 
spring 2011. 

3.1. CT data 

TABLE 2.  LIST OF THE STANDARD FIELDS EVALUATED WITH THE 
DIODE ARRAY DETECTOR SYSTEM

Field size (cm2) Gantry angle Collimator rotation Open or wedged beam

10 ¥ 10 0°, 90°, 270° 0° Open

10 ¥ 10 0° 0°, 90°, 270° Open

5 ¥ 5, 5 ¥ 20, 20 ¥ 5 0° 0° Open

10 ¥ 20 0° 0° Wedge 20°, wedge 60°
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Among the visited sites, only two brands of TPSs were represented (Varian 
Eclipse and Nucletron Oncentra), and most users were using the default settings 
for importing and transferring the CT data to density maps for the dose 
calculation, i.e. both dose planning systems in fact used the same data [14]. The 
two systems are available at the auditor’s department; thus, the authors collected 
all scanned CT data in DICOM format, and the HU for each included density was 
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evaluated directly from the images. During the present audit, it was found that the 
default transfer function had been changed at one department (A), resulting in 
erroneous results for the high density regions. After this audit, the local physics 
group went back to the default settings.

3.2. Beam calibration

All visited sites followed the IAEA TRS 398 Code of Practice with a 50/50 
choice of SAD or SSD set-up except for two sites, which performed all beam 
calibrations with an SSD of 95 cm and with the chamber centre positioned at 
5  cm depth for all energies. The TRS 398 gives the possibility to perform 
measurements at 5 cm for energies where the TPR20,10 is less than 0.7; however, 
these sites are violating the Code of Practice for the higher energies.

For the first 27 checked beams from 14 different accelerators, the average 
ratio between the local (or stated) and the audit reference absorbed dose 
(measured) is 1.003 ± 0.005 (k = 1). The very small spread among the Swedish 
departments is most remarkable. 
371

FIG. 3.  Distribution of deviations (%) between stated absorbed dose to measured dose at 
reference conditions from 27 beams.
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3.3. Validation of treatment data

In this preliminary report, only data for the five field prostate treatment will 
be reported. A gamma analysis [15, 16] was performed for these prostate beams 
both for the composite treatment and for each individual field, using preliminary 
criteria of 3% and 3 mm. A more in-depth analysis of the uncertainties involved 
in the measurement must be performed before the final analysis. In Fig. 4, a 
screen dump from the biplanar diode detector system is shown for one of the 
irradiations. A summary of both the composite agreement and, when available, 
beam individual beam gamma analysis agreement is shown in Table 3 below. 

All departments except one had results where the fraction of measurements 
having gamma values less than unity (conforming fraction) was well above 90%. 
Site A is where they had introduced their own conversion function for HU to 
electron density in their TPS (c.f. CT data above). It should be noted that this 
error only resulted in erroneous dose values for density above 1.1 relative to 
water, and the worst case is actually for PMMA phantoms as used in this audit.
372

FIG. 4.  Example of an evaluation of a measurement with the diode array detector. In the upper 
panel, the two diode planes are shown with the dose distribution. In the lower, from left to 
right; dose deviation, distance-to-agreement, and gamma distribution with dose and distance 
criteria of 3% and 3 mm, respectively.
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Points failing are most commonly positioned at the edges of the dose 
distributions, which could be due to several factors, including the positioning 
system at the local clinic, i.e. the isocentre mark-up system — the positioning 
lasers, which directly influence the placement of the detector system. Another 
major contributor could be the modelling of the penumbra in the TPS; in 
particular, since all these beam are shaped by the multileaf collimators (MLCs), 
this could be of great uncertainty. Both the MLC modelling and their calibration 
on the accelerator may contribute to these disagreements.

TABLE 3.  FRACTION OF MEASUREMENTS WITH GAMMA LESS THAN 
UNITY WITH AN EVALUATION CRITERIA OF 3% AND 3 mm FOR THE 
FIVE FIELD PROSTATE-LIKE TREATMENT 

Site Field No. 1 Field No. 2 Field No. 3 Field No. 4 Field No. 5 Composite

A — — — — —   29.9

B — — — — —   97.4

C   99.0 99.0   98.9   97.7   98.1   99.3

D 100.0 85.5 100.0 100.0 100.0 100.0

E   96.5 94.2   99.4   96.1   98.4   98.2

F 100.0 99.8 100.0 100.0 100.0 100.0

G 100.0 95.2 100.0   99.5 100.0 100.0

H 100.0 99.2 100.0   98.2 100.0 100.0

I   93.7 70.6   98.8   93.4   95.4   93.8

J   95.2 96.2   97.5   93.8   94.8   97.9

K   96.5 96.0   99.1   95.2 100.0   99.3

L   99.4 88.2 100.0   86.3   95.8   97.9

M   99.3 77.1   97.1   79.6   94.1   98.7

Average   98.5

Note: The average value excludes site A.
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4. CONCLUSIONS

The audit process at each hospital was performed either during two 
afternoons/evenings or during a full day where the machine was available to both 
the local and the audit teams; a total of 7–8 h have been spent on each unit. A very 
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short time was spent on the CT scanners, less than 15 min, which was easily 
accomplished at all departments.

For this preliminary report, the following conclusions can be made:

— For the CT transfer to density, no user corrections were applied, ensuring 
that the transfer was performed according to international standards. One 
case was found where user interference resulted in an erroneous transfer for 
densities above about 1.2 relative to water. The transfer function was 
subsequently corrected.

— Reference dosimetry is performed according to the TRS 398 at all 
departments except for two. In these two cases the selected geometry does 
not conforms to the TRS 398 recommendations. In practice, this has no 
significant consequence for the patient dosimetry with the specific type of 
linacs used at these two departments. However, from a fundamental point of 
view and in order to guarantee a high accuracy in clinical dosimetry, it must 
be considered very important to follow the international standards for 
dosimetry.

— The agreement between the local and the audit team regarding reference 
dosimetry is very good, with a small average deviation (1.003) and, in 
particular, a rather small spread (1 SD = 0.004).

— The five field prostate plans were delivered with high agreement between 
measurements and treatment planning calculations. The conforming 
fraction for the gamma analysis with criteria of 3%/3 mm averaging 98.5% 
[93.8–100], except for one institute where the error in the HU conversion 
resulted in a very low conformity.

This study has shown the value of external audits where systematic errors 
can be detected. It has also shown that the dosimetry procedures at the visited 
department are performed at high quality.
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Abstract

The Belgian dosimetry audit in radiotherapy, BELdART, was initiated to verify, on a 
national base, the compliance of the dose stated by the centre with the measured dose of all 
beams in clinical use. On-site visits comprise basic mechanical tests and dosimetric verification 
of the dose measured in reference and non-reference conditions, including irregular fields with 
a multileaf collimator for photon beams and beam output measurements for electron beams. To 
date, about 60% of the beams were audited comprising 101 clinical beams from 32 linacs. 
Overall, in 92% of the cases the ratio of the alanine measured to stated dose was within optimal 
level (|δ| ≤ 3%). In 7% of the results, deviations out of the optimal level but within the tolerance 
level (3% < |δ| ≤ 5%) were observed and could be mainly attributed to: inaccurately modelled 
depth dose at 20 cm depth (24%), output of rectangular fields and collimator exchange effect 
(25%) and output for irregular fields (25%). Three measurements (0.7%) were notified out of 
tolerance level, but no emergency situation occurred (|δ| > 10%). For the first time, 
alanine/electron magnetic resonance dosimetry was used as the transfer dosimeter in a large 
scale audit.

1. INTRODUCTION

The importance of quality assurance in radiotherapy has long been 
recognized [1–2] and guidelines have been given in national and international 
recommendations [3–5]. The implementation of a systematic dose audit can 
detect/correct errors occurring in the complex process of radiotherapy and 
directly leads to improvements in the overall quality of radiotherapy dosimetry, 
contributing to an improved clinical outcome. In the past, mailed dosimetry 
audits organized on a large scale were all based on (mailed) thermoluminescent 
dosimetry [1, 2, 6–11]. The Belgian dosimetry audit in radiotherapy (BELdART) 
project was set up by the Federal Agency of Nuclear Control (FANC) to verify, 
on a national basis, the compliance of the dose stated by the centre with the 
measured dose. The on-site visit encompasses basic mechanical tests and 
dosimetric verification of the dose delivered in reference and non-reference 
conditions, including irregular fields with the multileaf collimator (MLC) for 
photon beams and beam output measurements in electron beams. Absorbed dose 
to water is measured in water with alanine dosimeters and read out with electron 
magnetic resonance (EMR). The audit was initiated in February 2009 and for 
each linac, all photon beams in clinical use, as well as two electron beams, are 
378

subjected to the audit.
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2. MATERIALS AND METHODS

BELdART is organized as an on-site visit audit over a period of three years. 
The audit includes a basic mechanical test (position of isocentre, optical distance 
indicator, laser lines and correspondence between the radiation field and light 
field) and a verification of the absorbed dose at the beam axis in water under 
various conditions. For the mechanical tests, tolerances specified by the NCS-9 
were adopted [12]. Prior to the on-site visit, the local physicist is asked to prepare 
all tests (MU calculations) with the treatment planning system (TPS) in the same 
clinical setting as would be used for a patient. As a result, the complete 
dosimetric chain is audited.

2.1. Dosimetry tests

For high energy X rays, various dosimetric parameters are checked at the 
beam axis in reference and non-reference conditions. The audit includes checks 
of the reference beam output, the beam quality index (QI) ( ) of open and 
wedged beams, the wedge and tray factor, beam output variation with symmetric 
collimator openings including the collimator exchange effect and beam output for 
a symmetrical irregular open field shaped with an MLC (MLC1) or blocks; 
asymmetric irregular open field (MLC2) and an asymmetric irregular field in 
combination with a wedge, representing the most complicated case (MLC3). 
These tests are equivalent to the EQUAL programme [2], except that beam output 
as a function of collimator opening is measured at the depth of 8 cm. In addition, 
for participants working with a fixed source–skin distance, the absorbed dose is 
checked at 8 cm depth in an irradiation at fixed source–axis distance and vice 
versa. A total of 11 tests were performed using 13 sets of four detectors for each 
photon beam. For electron beams, the output is measured under reference 
conditions for one high and one low energy beam. The relative deviation between 
measured and stated dose δ ≡ (Dmeasured – Dcentre)/Dcentre is classified into four 
levels and reported to the participating centre:(a) ‘within optimal level’: |δ | ≤ 3%, 
no further actions are taken, (b) out of optimal level but ‘within tolerance level’: 
3% < |δ| ≤ 5%, with the proposal to evaluate the deviations, (c) ‘out of tolerance 
level’: 5% < |δ| ≤ 10%, a second run is organized, and (d) ‘alarm level’: |δ| > 10% 
with immediate consultation.

TPR10
20
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2.2. The alanine/EMR system

In each experiment, the measured dose to water is expressed as the average 
reading of four detectors (Harwell, ø = 4.8 mm, h = 2.7 mm, m– = 59.8 mg). The 
alanine detectors are read out at the NuTeC-XIOS EMR dosimetry laboratory 
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with a Bruker EMXmicro spectrometer (9” magnet, X-band) equipped with a high 
sensitivity resonator ER4119HS-W1. EMR spectra are acquired as the first 
derivative of the absorption spectrum using the following spectrometer settings: 
centre magnetic field = 348 mT; sweep width = 30 mT; microwave 
power = 0.25 mW; field modulation = 0.5 mT; modulation frequency = 100 kHz; 
2048 channels each sweep, conversion time = 40.96 ms. A fully automated 
positioning device has been installed, allowing (a) motorized quartz pedestal to 
control height into the cavity, (b) pneumatic fixation of the detector, and (c) five 
automated rotations over72° of the detector prior to each scan. The spectrometer 
is operating in an air-conditioned room in which temperature and relative 
humidity (RH) are permanently monitored (T = 21°C, RH ≤ 40%). Temporal 
variations in the spectrometer sensitivity are taken into account by recording the 
irradiated alanine spectra simultaneously with a reference substance. Dose to 
water is determined using the ‘individual base function’ methodology developed 
by Anton [13,14]. Measured EMR spectra are fitted with a pure alanine base 
function obtained from detectors irradiated at 0 Gy and 20 Gy in the 60Co 
reference beam at PTB [15]. Dose to water is expressed as ‘dose normalized 
amplitude’ (AD). The readings are corrected for:temperature: (1) kT = (1.9 ± 0.2) 
× 10–3 K–1; (2) energy: kQ

MV = 1.0030 ± 0.0032 and (3) fading: kfading = e–ct.t, 
ct = 7.10–5 ± 4 × 10–5 d–1. For measurements in electron beams, the same 
methodology was followed as for photon beams, except that the alanine readings 
were corrected for electron energy response (kQ

MeV). Some ambiguity exists in 
published results for the response of alanine in electron beams. Several authors 
reported a flat energy response within measurement uncertainty for electron 
energies in the range of 6–28 MeV [16–18] and a variation of less than 2% was 
estimated by cavity theory [19]. More recently, the energy dependence was 
studied by comparing the slopes of dose–response curves for different energies 
[20] and by comparing experimental results with Monte Carlo calculations [21]. 
To rule out possible systematic errors in the BELdART audit, it was decided not 
to use the published values. The energy dependence of the alanine response per 
unit absorbed dose to water for each beam relative to 60Co was measured in 
reference conditions at a dose level of 8 Gy. The alanine readings were referenced 
to a Roos chamber, which was cross-calibrated to a Farmer type graphite walled 
ionization chamber in an 18 MeV beam, following NCS-18 [22].

The standard uncertainty on the amplitude measurement was estimated by 
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repeated amplitude measurements of the calibration set as u(AD) = 30 mGy and is 
independent of dose. The relative combined standard uncertainty on a dose 
measurement under the experimental conditions of BELdART, is estimated as 
ur(Dw) = 1.1 % (k = 1)in the worst case. For details concerning the analysis of the 
spectra and uncertainty budget,refer to Anton [23]. An example of the 
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implementation of the alanine dose measuring procedure can be found 
elsewhere [24].

2.3. Internal quality assurance and traceability

A set of alanine dosimeters irradiated to a known dose in the range between 
0 Gy and 25 Gy in the Co-60 reference beam at PTB against water calorimetry is 
obtained every year or at the purchase of a new batch of alanine dosimeters. Each 
measuring session, the 0 Gy and 20 Gy pellets of this calibration set are used to 
determine the pure alanine base function and the set of 3, 15 and 25 Gy pellets are 
used to check the consistency of the alanine/EMR dosimetry system. At four 
month intervals, the complete calibration set is read out to monitor changes in the 
uncertainty of amplitude measurements, should the need arise. In addition, the 
alanine dose measurements are benchmarked periodically with ionometry 
(Farmer chamber) in reference conditions as well as for the complete set of 
BELdART tests.

3. RESULTS

To date, 32 linacs (Varian, Siemens, Elekta, Novalis, BrainLabAB/MHI 
‘Vero’) have been subjected to the audit. For the mechanical control:all results are 
found within tolerance, except for one linac (mismatch of light field and radiation 
field by 4 mm in the gantry-target direction and fixed by the manufacturer). Dose 
was measured in 762 tests involving 3048 alanine pellets.

3.1. High energy photon beams

For benchmarking purposes, alanine dose measurements were compared to 
the dose measured with a Farmer ionization chamber (IC), In reference 
conditions, the average ratio of alanine to IC measured dose was 
Dalanine/DFarmer = 0.998 with a spread of 0.005 (1s). In addition, the outcome of the 
alanine dose measurements for the set of BELdART tests was compared to IC 
measurements in 6, 15 and 18 MV photon beams from different linacs (Fig. 1). 

The average ratio of alanine to IC measurements was 1.001, s = 0.006; 
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N = 92, which is comparable to the measurements in reference conditions. In all 
tests, deviations from the stated dose of 4 Gy were confirmed by IC 
measurements within measurement uncertainty.
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FIG. 1.  Dose ratio of alanine to Farmer chamber measurements for the set of BELdART tests 
in sequential order (open circles) in 6, 15 and 18 MV photon beams. Closed circles refer to 
measurements in reference conditions. Error bars are at the k = 2 level.

FIG. 2.  Frequency distribution of the ratio of the dose (Dw,m) measured under reference 
conditions to the dose stated by the hospital (Dw,s) for 55 high energy photon beams. The mean 
of the distribution is 1.000 with a standard deviation of 0.015 and the range is 0.974–1.030.
382

Dosimetry parameters were checked in 59 photon beams (4 MV–18 MV). 
For a total of 738 tests, the average ratio of measured dose to stated dose 
Dw/Dcentre was 0.998 with a standard deviation, s, of 0.018.

The results for the reference beam output are shown in Fig. 2. For the 
59 beams, the mean of the distribution is 1.000, s is 0.015 and the range is 0.974 
to 1.030.
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Regarding depth doses, all output measurements were within the optimal 
level for checks at 10 cm depth, both for open and wedged fields. The average 
ratio is 0.99 with s = 1.4% for the open fields and 0.995 with s = 1.3% for the 
wedged fields. At the depth of 20 cm, most of the results (90%) are still within the 
optimal level, both for open and wedged fields, but in the remainder of the cases, 

FIG. 3.  Frequency distribution of the ratio of the measured QI ( ) to the QI stated by the 
hospital for 55 high energy photon beams. The mean distribution is 0.997 with a standard 
deviation of 0.009 and the range is 0.976–1.018.

TPR10
20

FIG. 4.  Frequency distribution of the ratio of the measured dose (Dw,m) to the dose stated by the 
hospital (Dw,s) for 106 measurements in wedged photon beams. The mean distribution is 0.995 
with a standard deviation of 0.017 and the range is 0.916–1.045.
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the deviations are more pronounced but still within the acceptable level (δ ≤ 5%). 
For all photon beams, the stated QI corresponds with the measured QI within 
optimal level (Fig. 3).    

Considering the beam output for wedged fields (Fig. 4), the frequency 
distribution is wider with an average of 0.995, s = 1.7% and the range is 0.916 to 
1.045. Figure 5 presents the variation in beam output corresponding to regular 
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collimator opening, including small (6 cm × 6 cm) and large (20 cm × 20 cm) 
field openings, as well as elongated collimator openings to check the collimator 
exchange effect. The mean of the distribution is 0.999, s = 0.015 and the range is 
0.925–1.040.  

For the group of irregular shaped open fields (Fig. 6), 85% of the checks are 
within optimal level and no out of tolerance ratios were encountered. For the most 
complicated test of the audit (MLC3) only two deviations were out of tolerance 
level which occurred on the same linac:a systematic underestimation of the beam 
output for all experiments with –2.8% and –3.5% was observed for the low and 
high energy respectively. After a second check, all deviations were within the 
optimal level for this linac. 

On the whole, in 93% of the cases the ratio of alanine measured to stated 
dose was within the optimal level (|δ| ≤ 3%). In 6% of the results, deviations out 
of optimal level but within the tolerance level (3% < |δ| ≤ 5%) were observed and 
could be mainly attributed in equal shares to: inaccurate PDD at 20 cm depth, 
output of rectangular fields and collimator exchange effect, and output for 
irregular fields. Three measurements (0.8%) exceed the tolerance level. 

3.2. Electron beams

FIG. 5.  Frequency distribution of the ratio of the measured beam output (D
◊
w,m) at 8 cm depth 

for various regular collimator openings to the beam output stated by the hospital (D◊w,s ). For 
331 measurements, the mean distribution is 0.999 with a standard deviation of 0.015 and the 
range is 0.925–1.040.
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The alanine readings in electron beams were corrected with experimentally 
determined energy correction factors, listed in Table 1. The relative standard 
uncertainty is estimated 1.8%.
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The output in water was measured in 48 electron beams (4–25 MeV) at 

TABLE 1.  ENERGY CORRECTION FACTORS kQ
MeV FOR HIGH ENERGY 

ELECTRON BEAMS EXPERIMENTALLY DETERMINED WITH TWO 
TYPES OF ALANINE DETECTOR HOLDER

MeV 4 6 8 10 12 15 18 20 22

R50 (cm) 1.64 2.43 3.22 3.99 5.01 5.98 7.19 7.85 8.85

BELdART holder 1.031 1.017 1.018 1.016 1.005 0.997 1.002 0.993 0.962

PMMA disk holder 1.025 1.013 1.017 1.002

FIG. 6.  Frequency distribution of the ratio of the measured dose to water (Dw,m) at 8 cm depth 
on the beam axis for irregular fields to the dose stated by the hospital (Dw,s) for 51 
measurements. For MLC1: the mean distribution is 1.004 with standard deviation 0.014 and 
the range is 0.976 to 1.034. For MLC2: the mean distribution is 0.997 with standard deviation 
0.013 and the range is 0.967 to 1.031. For MLC3: the mean distribution is 0.991 with a 
standard deviation of 0.014 and the range is 0.966–1.019. 
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reference conditions. The ratio of measured to stated dose Dw/Dcentre was 1.002 
with s = 0.024 (Fig. 7). No differences between the results of low energy electron 
beams and high energy beams are observed:for low energy electron beams 
(R50 < 7 cm), the mean of the distribution is 0.997 with a standard deviation of 
0.022 and the range is 0.963–1.028; for high energy electron beams, the mean of 
the distribution is 1.006 with a standard deviation of 0.026 and the range is 
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0.965–1.036. All deviations were found within the optimal level (δ ≤ 3%), except 
for one beam (out of tolerance deviation, δ > 5%) and two beams out of optimal 
level but within tolerance (δ ≤ 5%).   

4. DISCUSSION

In this work, the alanine/EMR system is not calibrated in the usual way i.e. 
by establishing a dose–response curve. Contrary to other authors, the EMR 
absorption spectra were fitted with a pure alanine base function obtained from 
pellets of the same batch, irradiated to a well known dose, from which the dose 
normalized amplitude AD was derived. This system was calibrated with one set of 
four alanine pellets irradiated to a dose of 25 Gy, ur(Dw) = 0.6% (k = 2) in the 60Co 
reference beam at PTB against water calorimetry [15]. This set of four pellets 

FIG. 7.  Frequency distribution of the ratio of the beam output measured at reference depth to 
the beam output stated by the hospital for high energy electron beams. For 48 measurements, 
the mean distribution is 1.002 with a standard deviation of 0.024 and a range of 0.963–1.036.
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(and one set for background measurement) was used at every measurement 
session, i.e. the amplitude of each individual pellet was compared with the same 
well known amplitude which is sufficient for accurate dose measurements [12]. 
The use of a calibration curve A

–
D = aDw + b and derivation of the ‘calculated’ 

dose Dc
w = (a A

–
D – D0) with ( = a–1, D0 = b/a; ideally  = 1; D0 = 0) would not 
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alter the results (Fig. 8); in fact, it would increase the measurement uncertainty, 
and as a result, no calibration curve was established.

For the specific purpose of internal control, additional dosimeters from the 
calibration set (3 Gy, 10 Gy) were read out at each session to check the 
underlying hypothesis that the alanine pellets undergo the same temporal 
evolution. The calibration set of detectors is stored at a RH < 30% and out of 
light, together with the BELdART dosimeters, which are read out within ten days 
after irradiation. In these conditions, signal fading is absent within a time span of 
14 months [25]; however, long term follow-up is ongoing. 

Because alanine/EMR dosimetry is used here for the first time as the 
transfer dosimeter in an audit programme, it was decided to benchmark its results 
at regular intervals against ionization measurements with a Farmer chamber, 
which is still considered the gold standard for dose measurements in 
radiotherapy. The output of MV photon beams was measured in reference 
conditions over a time span of two years and directly compared with IC 
measurements: all alanine dose measurements are confirmed with Farmer 

FIG. 8.  Comparison of alanine-measured dose (N=847) determined with dose normalized 
amplitudes to dose calculated using the linear calibration curve.
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chamber measurements within measurement uncertainty. This is in accordance 
with the results of an intercomparison of primary standards for absorbed dose to 
water for PTB relative to the LSDL in Belgium [26].

For electron beams, the measured beam output in reference conditions 
corresponds well with the hospital stated beam output, although the spread in 
results is larger compared with photon beams, as was also observed in other audit 
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programmes [1, 2]. By the choice of energy correction factors, the potential exists 
to introduce systematic errors. There seems to be a consensus in the literature that 
the energy dependence of the alanine response per unit absorbed dose to water 
between electron energies is weak or not significantly different and that the 
dependence relative to 60Co is more pronounced. Different average values for the 
energy correction factor were published: 1.012 [16], 1.000 ± 0.01 [18], 1.008 
[17], 1.030 ± 0.012 [20], 1.013 ± 0.012 [21]. The effect of the type of binder is 
less critical [21]. Contrary to earlier measurements [20], we observed an increase 
of alanine response relative to 60Co with increasing electron energy and the 
BELdART measurements were corrected for accordingly. To rule out holder 
effects, alanine measurements were carried out with the BELdART holder and 
with a PMMA disc shaped pellet holder with the same dimensions as the Roos 
chamber. At the dose of 8 Gy, the measurement uncertainty for the alanine/EMR 
system in electron beams is of the order of 2 %, the Roos chamber readings 
contributing most to the combined standard uncertainty (1.8%) [22]. The 
ambiguity in the energy dependence of alanine could probably be overruled when 
using water calorimetry as a reference for dose to water determination in electron 
beams.

Compared to the existing transfer dosimeters, the alanine system offers 
some practical advantages in this field for different reasons: (a) the compactness 
of the dosimeter: a stack of four pellets were used, representing a volume of 
0.05 cm3, which is considerably smaller than a reference ionization chamber 
(≈0.6 cm3), offering more flexibility (small field sizes). Moreover, the number of 
pellets could be reduced at the expense of increased measurement uncertainty. 
The use of one pellet in a photon beam would double the standard uncertainty 
ur(Dw) to 2.2% (k = 1) and is comparable to thermoluminescent dosimetry as it 
has been implemented in existing audits [1, 2, 27], (b) increasing the reference 
dose would lower the measurement uncertainty at the expense of increased 
irradiation time which might be undesirable. The number of alanine pellets and 
requested dose can be matched to meet the desired measurement uncertainty and 
the combination of four pellets and a dose of 4 Gy was considered a comfortable 
compromise for this audit programme, (c) owing to the non-destructive character 
of the readings, the alanine dosimeters can be stored for future readings if 
necessary or for intercomparisons between different laboratories. Upon reading, 
all pellets are archived in sealed and air evacuated bags to protect them from 
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ambient conditions (RH) in order to minimize/cancel fading effects, allowing 
repeated readouts at a later time, as alanine/EPR readings are non-destructive.

Globally, the results indicate that for the number of beams being audited, 
the beam calibration and basic beam parameters are generally correctly 
implemented for routine patient treatments.
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5. CONCLUSION

Alanine/EMR dosimetry has been successfully introduced as a transfer 
dosimetry system in a national dosimetry audit programme for radiotherapy in 
Belgium. Dose to water can be measured with high accuracy and the dose 
measurement uncertainty is at least as small as for reference ionization chambers 
practiced in modern dose protocols. The relative absence of signal fading in 
combination with a non-destructive readout opens new perspectives in inter-
institutional comparison and taking of evidence.
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Abstract

Although over 800 linear accelerators have been used clinically in about 700 radiation 
therapy facilities in Japan, no external audit system existed for many years. A postal dosimetry 
audit system was established by the National Institute of Radiological Sciences (NIRS; 
Secondary Standards Dosimetry Laboratory). Instead of a thermoluminescent detector (TLD), 
the authors chose a radiophotoluminescent glass dosimeter (RGD). RGDs and a water 
equivalent solid phantom were sent to radiotherapy departments, where the RGDs were 
irradiated with 1 Gy in the reference conditions of the high energy X ray beam (field size 
10 cm × 10 cm, depth 10 cm) in a solid phantom. Irradiated RGDs were then sent back to NIRS 
for evaluation. The tolerance level was set to ±5% considering the RGD measurement 
uncertainty of ±1.6% (1 standard deviation). The NIRS group conducted a postal audit run with 
106 hospitals from 2006 to 2007 and achieved a 1.3% standard deviation for 191 beams. On the 
basis of this successful trial, the postal dose audit service was initiated in November 2007 and 
is now operated by the Association for Nuclear Technology in Medicine. As of March 2010, 
113 hospitals have participated in the audit. This includes 127 linear accelerators and 
224 beams checked (4–15 MV). The results are presented as ratios of the NIRS RGD read dose 
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to that stated by the user, DRGD/Dstat. The mean ratio was 1.005, its standard deviation 0.9%, and 
the results ranged between a minimum of 0.974 and a maximum of 1.036. To make the audit 
more practical, an audit for the dose delivery in non-reference conditions has also been studied. 
This includes checks of dose variations with field size and wedge transmission. A small 
correction factor was found necessary for field size variation. The dose audit in non-reference 
conditions began in April 2010.
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1. INTRODUCTION

Although over 800 linear accelerators have been clinically used in about 
700 radiation therapy facilities in Japan [1], no external audit system existed for 
many years. Only a few small group dose comparisons among centres were 
performed by certain scientific groups [2–3]. More interest in the dosimetry audit 
was triggered by severe radiation therapy accidents caused by erroneous 
irradiation doses that have been made public in Japan in 2001. The main reason 
for these accidents was the incorrect use of new treatment planning systems. The 
demand for quality assurance in radiation therapy was highlighted due to these 
accidents and a pilot external audit study was initiated based on a national group 
funded by the Ministry of Health, Labour and Welfare [4]. For a detector suitable 
for postal audit, this group chose a radiophotoluminescent glass dosimeter (RGD) 
rather than a thermoluminscent detector (TLD). The new RGD system, the Dose 
Ace (Asahi Glass Co.), commercially available in Japan, had a stable output, 
adequate reproducibility and negligible fading effects. The pilot study to test the 
RGD based audit system was undertaken by the National Institute of Radiological 
Sciences (NIRS; Secondary Standards Dosimetry Laboratory) and the postal 
dosimetry audits have finally been established in Japan [5]. The NIRS group 
initially conducted a postal audit trial with 106 hospitals from 2006 to 2007 and 
achieved consistent results with a 1.3% standard deviation for 191 beams [5]. On 
the basis of this successful pilot study, the postal dose audit service was initiated 
in November 2007 and is now operated by the Association for Nuclear 
Technology in Medicine (ANTM). This paper presents the audit results from 
2007 to 2009 and discusses ongoing developments.

2. MATERIALS

2.1. RGD

The RGD is a silver activated phosphate glass with the following weight 
composition: 11.0% Na, 31.55% P, 51.16% O, 6.12% Al and 0.17% Ag [6]. The 
dosimeter dimensions are 1.5 mm in diameter and 12 mm in length. The physical 
phenomenon used to operate the RGD system is radiophotoluminescence (RPL). 
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The irradiation of the glass produces RPL centres, which in turn will emit the 
orange luminescence under UV ray excitation. After emitting the luminescence, 
they return to the stable RPL centre state. Therefore, the number of RPL centres 
remains constant, allowing an infinite numbers of readings. An FDG-1000 (ATG) 
reader is shown in Fig. 1.
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2.2. Tough Water Phantom  

A water equivalent solid phantom, the Tough Water Phantom (Kyoto 
Kagaku Co.), was used. It consists mainly of C, O and H. Its physical 
characteristics are shown in Table 1. It is a 30 cm × 30 cm slab phantom with 
varying slab thicknesses. Its central region was prepared to incorporate an insert 
with the RGD elements (Fig. 2).

TABLE 1.   PHYSICAL CHARACTERISTICS OF THE TOUGH WATER 
PHANTOM AND WATER

Material Density
(g/cm3)

Mean atomic number Electron density
(cm3)

Tough water phantom 1.01 7.42 3.25 × 1023

Water 1.00 7.42 3.34 × 1023

FIG. 1.  RGD system (RGD, reader and operating PC).
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3. DOSIMETRY AUDIT SYSTEM

The RGDs and a Tough Water Phantom were sent to radiotherapy hospitals, 
where the RGDs were irradiated with 1 Gy in the reference conditions (field size 
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10 cm × 10 cm, depth 10 cm) in the phantom. After the irradiation, the RGDs 
were sent back to the NIRS for evaluation, where the RGD signals were read by 
an RGD reader. The RGDs were calibrated using a 60Co γ ray beam. The 
participant’s dose was derived from the following equation: 

(1)

where

Xi is the raw reading of the RGD element whose ID number is i;
Ii  is the sensitivity correction factor of the RGD element whose ID number is 

i  (derived by uniform  irradiation using 60Co γ rays), where

(2)

Eq is the energy correction factor of beam quality ‘q’ (RGD elements were 
irradiated by 60Co γ rays and 4–20 MV X rays. A correction factor was 
derived from the ionization chamber measurements, D(60Co) and D(q), 
performed in the same geometry set-up as that used for the RGD); 

FIG. 2.  Three RGDs are contained in the Tough Water Phantom.
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Pq is the phantom correction factor for the beam quality, q, where

(4)

where

Dw is the absorbed dose to water determined from the readings of the 
ionization chamber for the X ray beam quality, q, in 10 cm deep 
water;

DT is the absorbed dose to water determined from the readings of the 
ionization chamber for the same X ray beam quality, q, 10 cm deep in 
the Tough Water Phantom;

Dose 60Co is the absorbed dose to water determined from the readings of the 
ionization chamber for 60Co γ rays taken just before the irradiation of 
control RGD elements in the same geometry set-up.

The tolerance level for the participant results was set to ±5% considering 
the measurement uncertainty of ±1.6% (1 standard deviation). Since 2008, inter-
laboratory comparisons have been performed annually with the IAEA Dosimetry 
Laboratory operating the IAEA/WHO TLD postal dose quality audit. The 
comparison results confirmed the RGD system performance within the expected 
uncertainties every year. 

As there is neither mandatory regulation nor financial support for an 
operating dosimetry audit programme in Japan, the hospitals that participate in 
the audit have to pay a fee of about US $1000 for the audit which involves the 
calibration of two high energy X ray beams in reference conditions. The authors 
recommend the participation in the audit every three years.

4. THE AUDIT RESULTS OF THE PAST TWO YEARS

From its inception in November 2007 up to March 2010, 113 hospitals 
participated in the audit. This included a total of 127 linear accelerators and a 

P
D

Dq
w

T

=
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total of 224 checked beams, including 60 beams of 4 MV, 67 beams of 6 MV, 
94 beams of 10 MV and 3 beams of 15 MV. The distribution of the results is 
shown in Fig. 3. The results correspond to the ratios of the NIRS RGD 
determined dose to that stated by the user, DRGD /Dstat. The mean ratio was 1.005, 
its standard deviation was 0.9% and the reults ranged between a minimum of 
0.974 and a maximum of 1.036.
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5. APPLICATION TO NON-REFERENCE CONDITIONS

To make the audit more practical, an audit for non-reference conditions was 
also studied. This included checks of dose variations with field size and wedge 
transmission. Experimentally, the effect of both conditions was tested. A range of 
field sizes, from 5 cm × 5 cm to 25 cm  × 25 cm, were applied. The depth (10 cm) 
and the SSD (90 cm) were fixed, and only the field size was changed. The 
measurements using the ionization chamber were made under the same 
conditions. Similar measurements were performed with a set of wedges (15°, 30°, 
45° and 60°) using a 10 cm × 10 cm field size. The percentage ratios of the RGD 
readings to the beam output determined with the ionization chamber 
insignificantly increased with the increase in field size. This might have been 
caused by a change in the energy spectrum. The mean energy of X rays increases 
in a smaller field because of the decrease in scattered photons within the field. A 
correction factor for the field size was derived by fitting the achieved data. 
Regarding wedged field, no systematic tendency was observed. Although RGD 
has strong energy dependence for low energy photon levels below 100 keV, the 

FIG. 3.  Distribution of the results of postal dose audits of radiotherapy hospitals for the 
delivery of absorbed dose to water under reference condition during 2007–2009.
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irradiation condition of the authors’ audit system is 10 cm depth. Spectral change 
due to insertion of a metal wedge seemed to have a small effect on RGD readings 
at that depth. The correction factor for the wedged field was determined to be 
negligible. On the  these studies, the authors initiated an audit of non-reference 
conditions for different field sizes and wedged beams in April 2010.



SESSION 7

ACKNOWLEDGEMENTS

The authors would like to thank their NIRS and ANTM colleagues for their 
support in RGD irradiation and reading.

REFERENCES

[1] TESHIMA, T., et al., Japanese structure survey of radiation oncology in 2007 (First 
report), J Jpn Soc Ther Radiol Oncol 21 (2009) 113–125. In Japanese 

[2] HAYAMI, A., et al., Mailed TLD dose intercomparison at a reference point of high 
energy photon beams among 11 institutions in Japan, J Jpn Soc Ther Radiol Oncol 9 
(1997) 139–145. In Japanese 

[3] ENOKIDO, Y., et al., Field survey results on output for x-ray therapeutic accelerators in 
radiotherapy institutions of Saitama and Tochigi prefectures, Igaku Butsuri 27(2) (2007) 
71–7, in Japanese 

[4] SHIMBO, M., Developing postal dose audit system in Japan (Proc. of The World 
Congress on Medical Physics and Biomedical Engineering 2006) (2006) 5297.

[5] MIZUNO, H., et al., Feasibility study of glass dosimeter postal dosimetry audit of high-
energy radiotherapy photon beams, Radiother Oncol 86 (2008) 258–263.

[6] TSUDA, M., A few remarks on photoluminescence dosimetry with high energy x-rays. 
Igaku Butsuri 20(3) (2000) 131–139, in Japanese
397



.



THE ROLE OF DOSIMETRY AUDITS IN
RADIOTHERAPY QUALITY ASSURANCE:
EIGHT YEARS OF EXPERIENCE IN
GREEK EXTERNAL BEAM RADIOTHERAPY
AND BRACHYTHERAPY CENTRES

C.J. HOURDAKIS, A. BOZIARI 
Greek Atomic Energy Commission,
Agia Paraskevi, 
Athens, Greece
Email: khour@gaec.gr

Abstract

The Greek Atomic Energy Commission (GAEC) runs dosimetry audits through on-site 
visits for photon and electron beams and for 192Ir brachytherapy high dose rate systems in all 
Greek radiotherapy centres. In audits, absolute and relative dosimetry measurements are being 
performed. The deviation, expressed as the percentage difference of the measured values by the 
GAEC to the respective stated values by the radiotherapy centre of absorbed dose to water or 
air kerma strength were recorded and compared to the action levels of ±3% (preventive actions 
needed) and ±5% (immediate corrective actions needed). The results of the subsequent audit 
rounds, each one lasting for approximately four years, are presented in this work. During the 
first round, 79.2% of photon beams exhibited deviations of less than 3%, while during the 
second round this photon beam percentage increased to 96.9%. During the first round, 76.4% 
of the electron beams recorded deviations less than 3% and 12.9% higher than 5%. All 
brachytherapy sources showed deviations less than 3%. An improvement in dose accuracy was 
recorded during the subsequent rounds of the audits.

1. INTRODUCTION

The ICRU and other investigators [1–3] suggest that in radiotherapy, an 
accuracy of at least 5% should be achieved (at 1.5 standard deviations) in the 
overall delivery of absorbed dose to the target volume in the patient, considering 
the effect of doses on the local tumour control probability and on the normal 
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tissue complication probability. 
In April 2010, Greece had 26 radiotherapy centres at public or private 

hospitals/clinics, where 36 linacs and 8 60Co teletherapy units were in operation, 
producing 64 photon beams (60Co, 6–23 MV) and 126 electron beams 
(4–21 MeV) in total. Furthermore, 7 high dose rate (HDR) 192Ir and 2 medium 
dose rate (MDR)/low dose rate (LDR) 137Cs remote afterloading brachytherapy 
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systems are operating. The Greek Atomic Energy Commission (GAEC) runs 
dosimetry audits in all Greek radiotherapy centres by means of on-site visits in 
order to assess the dose accuracy, identify and resolve problems in dosimetry and 
disseminate the IAEA TRS 398 protocol [4, 5]. Additionally, the GAEC’s 
Ionizing Radiation Calibration Laboratory (IRCL) calibrates the reference 
dosimetry equipment of all radiotherapy centres, in terms of absorbed dose to 
water at 60Co beam quality and air kerma strength at 192Ir qualities [6, 7]. The 
GAEC’s dosimetry audit is a continuous process: the first round for photon beams 
(2002–2006), electrons (2002–2008) and brachytherapy (2006–2009) are 
completed. The second round is at the final stage for photons (2006–2010) and in 
progress for electrons and brachytherapy, while the third round for photons has 
already been initiated. The first audit round results for the photons have been 
published in Ref. [8]. This work presents the results of these audits and focuses 
on the improvements of radiotherapy centres’ dosimetry during the subsequent 
audit rounds. 

2. MATERIAL AND METHODS

The dosimetry audits were conducted through on-site visits. The functional 
performance characteristics of the irradiation units (linacs and 60Co) were assessed 
through mechanical and radiation tests [8]. Relative dosimetry measurements, i.e. 
tissue–phantom ratio at 20 and 10 cm depths in water, TPR20,10, (for photons), 
half–value depth for electrons, R50 and per cent depth  dose and depth in water at 
dose maximum, dmax (for both), were performed  using the IBA Scanditronix 
Wellhofer RFA-200 water phantom (60 cm × 50 cm × 40 cm). For radiotherapy 
photon and electron beams, the absorbed dose to water Dw(z) was determined 
according to the IAEA TRS 398 code of practice for dosimetry using the IBA 
Scanditronix Wellhofer FC65-P Farmer type and the PTW W 23343 Marcus or the 
TW 34045 Advance Marcus ionization chambers connected to the PTW UNIDOS 
10002 electrometer. The dosimetry equipment used for the measurements has been 
calibrated at IRCL against the reference equipment, which provides traceability to 
the Bureau International des Poids et Measures. For brachytherapy sources, the air 
kerma strength was measured using the Standard Imaging HDR 1000 well type 
ionization chamber connected to the CDX 2000B electrometer; the dosimetry 
400

equipment has been calibrated at the Laboratoire National Henri 
Becquerel/Commissariat à l’energie atomique (LNE-LNHB) primary standard 
laboratory.

For each photon or electron beam, the measured dose at the reference depth 
in water (DM) was compared to the relevant dose value stated by the radiotherapy 
centre (DS) and the ratio r = DS/DM as well as the per cent relative deviation, 
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dr = [(DS/DM ) – 1] × 100%, were recorded. For brachytherapy, the air kerma 
strength values were recorded. The deviations, dr, were compared to the actions 
levels of ±3% (preventive actions needed) and ±5% (immediate corrective 
actions needed). The uncertainties of measurements for photons, electrons and 
brachytherapy were 0.8, 1.0 and 1.5%, respectively, at 1 SD (k = 1, at 68% 
confidence level approximately). 

3. RESULTS AND DISCUSSION

At the beginning of the dosimetry audits (2002), several dosimetry 
protocols were used in Greek radiotherapy centres (Fig. 1), resulting in an 
inconsistent approach to dose calculations and relative dosimetry. At that time, 
the choice of dosimetry protocol used in Greek hospitals had been made 
according to the dosimetry equipment calibration (in terms of air kerma or 
absorbed dose in water), as well as the training and the experience of the medical 
physicists. 

After the completion of the first audit round, all radiotherapy centres have 
adopted the IAEA TRS 398 dosimetry protocol for both photon and electron 
beams. The step by step procedures followed by the GAEC staff during the 
on-site visits, as well as the continuous cooperation and assistance to the hospital 
staff, helped to achieve better consistency in clinical dosimetry in Greece. 
Additionally, the IRCL provided all necessary calibrations in terms of the ND,w of 
401

FIG. 1.  The dosimetry protocols for photon and electron beams used by the Greek 
radiotherapy centres at the beginning of the audits, 2002. Since 2006, all centres have been 
using the IAEA TRS 398 protocol [5]. 
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the user’s dosimeters as well as assistance and training, in order that the IAEA 
TRS 398 protocol be adopted smoothly by the hospitals. 

3.1. Photon beams 

For the three audit rounds, the ratios of the TPR20,10 value stated by the 
radiotherapy centre to those measured by GAEC were close to 1.000 and varied 
within narrow ranges, as shown in Table 1. This fact reflects good performance 
with respect to the photon energy and the maintenance of the linacs since, in most 
cases, the stated TPR20,10 values were measured by the radiotherapy centre staff 
several days or even weeks prior to the audit. The results also showed that, 
irrespective of the linac model, the TPR20,10 values were similar for the same 
nominal photon energy, i.e. 0.678 ± 0.008 (range 0.031) for 6 MV, 0.758 ± 0.007 
(range 0.03) for 15 MV and 0.775 ± 0.006 (range 0.006) for 18 MV. The variation 
of TPR20,10 values between different linac models is presented in Table 1 for 
6 MV and 18 MV photon beams. 

Figure 2 presents the ratios, r, of the dose, Dw, stated by the radiotherapy 
centre to the dose, Dw, measured by GAEC for all photons beams that were 
audited during the first and the second rounds (the results from the third round are 
not shown, due to the limited number of data). It is evident that the second round 
distribution is narrower than that of the first round, the peak values are more 
uniformly spread and are closer to unity, while extreme values (low or high) have

TABLE 1.  TPR20,10 VALUES FOR DIFFERENT LINAC MODELS AT 6 MV 
AND 18 MV

Linac model and MV
TPR20,10 values

Average Minimum Maximum

Electa series, 6 MV 0.683 0.670 0.690

Philips SL series, 6 MV 0.676 0.668 0.680

Siemens Primus series, 6 MV 0.672 0.662 0.688

Varian Clinac series, 6 MV 0.666 0.660 0.670
402

Electa series, 18 MV 0.777 0.774 0.780

Siemens Primus series, 18 MV 0.768 0.759 0.777

Varian Clinac series, 18 MV 0.781 0.780 0.782
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not recurred. The average values of the ratios, r, of the stated to measured doses 
and the respective ranges (i.e. rmin – rmax) are given in Table 1. The range of 
r values decreased between the subsequent audit rounds and the average ratios, r, 
were closer to 1.000. 

At the second audit round, only four of the photon beams showed 
significant (i.e. over the 0.8% uncertainty of the measurement) decrease in dose 
accuracy compared to the dose accuracy recorded at the first round (i.e. larger 
ratio, r, values in the second round than in the first). Nonetheless, for these beams, 
the maximum difference of the ratios, r, in the second rounds and in first rounds 
was 1.6%.

Table 2 also presents the percentages of the photon beams that exhibited 
deviations dr relevant to the actions levels of ±3% (preventive action needed) and 
±5% (immediate corrective action needed). It is evident that the large majority 
(97%) of the Greek radiotherapy centres fulfilled the requirements of dosimetry 
accuracy, thus no immediate actions were required. Two of the beams exceeding 

60

FIG. 2.  The distribution of the ratios of the dose stated (by the user) and the dose measured by 
GAEC for the photon beams, assessed during the first and the second audit rounds.
403

±5% dose accuracy, a Co and a 6 MV, were used at the same hospital, showing 
deviations of +5.38% and –5.26%, respectively. The errors were attributed to the 
malfunctioning of the optical distance indicator (for the 60Co) and to the 
inappropriate determination of the dose rate at dmax using the per cent depth dose 
curves (for the 6 MV). The deviation at the 18 MV beam, produced by the same 
linac, was 2.5%. A third beam with a deviation of –5.08%, referred to a 60Co, 
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where the stated dose rate at the reference depth had not been measured for many 
months and the current value had been derived from the 60Co decay data. 

As concluded from the audits, the main sources of discrepancies in photon 
dosimetry were: the lack of recent check/calibration of photon beams; the 
malfunctioning of optical distance indicator and lasers; errors in positioning the 
chamber’s reference point to the reference depth; and the lack of recent TPR20,10

measurement, which resulted in the failure to detect a photon energy shift. The 
overall results showed that the repeated audits contributed to the improvement of 
dosimetry accuracy. 

3.2. Electron beams 

During the first and the second audit rounds, 140 and 38 electron beams 

TABLE 2.  PHOTON BEAMS: THE AVERAGE VALUES (±SD) AND THE 
RANGE OF THE RATIO OF THE STATED TO MEASURED TPR20,10 AND 
DW, AND THE PERCENTAGE OF PHOTON BEAMS EXHIBITING PER 
CENT RELATIVE DEVIATIONS (DR) WITHIN THE SPECIFIED RANGES

First round
(72 beams)

Second round
(68 beams)

Third rounda

(6 beams)

TPR20,10 ratio (±SD) 0.999 ± 0.008 0.998 ± 0.010 0.999 ± 0.004

Range of TPR20,10 ratio (min–max ) 0.982–1.022 0.979–1.017 0.991–1.002

Ratio of Dw, r (±SD) 0.990 ± 0.021 0.996 ± 0.013 1.000 ± 0.057

Range of r (rmin – rmax) 0.947–1.054 0.961–1.020 0.993–1.007

|dr| ≤ 3% 79.2% 96.9% 100%

3% < |dr| < 5% 16.7% 3.1% 0%

|dr| ≥ 5% 3.1% 0.0% 0%

a The third round has recently been initiated and includes data from about 10% of the photon 
beams.
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were assessed, respectively, whereas the second round is still in progress. The 
average and the range of the ratios of the R50 values stated by the radiotherapy 
centre and those measured by GAEC, for all electron energies, are shown in 
Table 1. Discrepancies in R50 measurements were observed, especially at lower 
and higher energy electron beams. This was mainly due to the lack of recent R50

measurement by the radiotherapy centre staff as well as to the drift of the electron 
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energy of the linac. Since the R50 value determines the reference depth of the Dw

measurement, zref, these R50 ratio (stated to measured) discrepancies contributed 
significantly to the deviations of Dw between the GAEC and the radiotherapy 
centre. 

Figure 3 presents the distribution of the ratios of the dose stated by the 
radiotherapy centre to the dose measured by GAEC, r, the electron beams. The 
average values and the respective ranges (i.e. rmin – rmax) of the ratios, r, are shown 
in Table 2. 

Table 3 also shows the percentages of the electron beams that showed 
deviations, dr, relevant to the action levels of ±3% (preventive action needed) and 
±5% (immediate corrective action needed). The large majority of electron beams 
showed acceptable results within the limits of ±3%. Most of the major deviations 

FIG. 3.  The distribution of the ratios of the stated (by the user) to the measured absolute doses 
in water for the electron beams as assessed during the first and the second audit rounds.
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(i.e. |dr| > 5%) that were recorded during the first audit round were corrected or 
eliminated. It is worthwhile to mention that at three radiotherapy centres, all of 
the electron beams (12 in total) showed absolute deviations of greater than 5%. At 
these centres, systematic and consistent errors occurred, which concerned both 
dosimetric procedures (determination of the per cent depth dose, R50 and
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reference depth) and linac performance (lack of recent adjustment and 
calibration) and, therefore, affect the dose accuracy of all electron beams. 

Although the second round is only at the initial stage (10% of the beams 
were assessed), it appears that the overall accuracy was not improved 
significantly, as was the case for the photon beams. Ten electron beams out of 38 
exhibited significantly (i.e. over the 1.0% uncertainty of the measurement) higher 
discrepancies in the second round than in the first, which in one case was –5.2%. 
The main sources of discrepancies in electron dosimetry were: the conversion of 
ionization to depth–dose curves; the measurement of R50; the determination of the 
reference depth, zref; and the point of dose maximum, dmax. These parameters may 
change due to variation of the linac performance. Small changes of those 
parameters may affect the electron dosimetry significantly. Therefore, frequent 
checks and calibration of linac electron beams are necessary. 

The difference in dose accuracy at various electron energies was also 
assessed. Figure 4(a) presents the distribution of electron beams exhibiting 

TABLE 3.  ELECTRON BEAMS: THE AVERAGE VALUES (±SD) AND THE 
RANGE OF THE RATIOS OF THE STATED TO MEASURED R50 AND DW, 
R, AND THE PERCENTAGE OF ELECTRON BEAMS SHOWING PER 
CENT RELATIVE DEVIATIONS (DR) WITHIN THE SPECIFIED RANGES

First round
(148 beams)

Second round
(38 beams)

R50 ratio (±SD) 0.972 ± 0.026 0.964 ± 0.032

Range of R50 ratio (min–max) 0.899–1.029 0.874–1.003

Ratio of Dw, r (±SD) 0.998 ± 0.047 0.994 ± 0.028

Range of r (rmin – rmax) 0.720–1.128 0.948–1.040

|dr| ≤ 3% 76.4% 65.8%

3% < |dr| < 5% 10.7% (15 beams) 31.6% (12 beams)

|dr| ≥ 5% 12.9% (18 beams) 2.6% (1 beam)
406

deviations outside the ±3% and ±5% limits in respect of the nominal electron 
energy. The data referred to all electron beams as assessed during the first audit 
round. It is clear that lower and higher energy electron beams were more prone to 
dose inaccuracies than middle energy beams. This was mainly due to the 
uncertain determination of the reference depth, the depth of dose maximum and 
the positioning of the chamber’s reference point at those depths. In Fig. 4(b), the 
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total number of beams at the corresponding energy and deviation, dr, are shown 
for the two audit rounds. 

3.3. Brachytherapy 

During the first dosimetry audit, seven HDR 192Ir and two MDR/LDR 137Cs 
brachytherapy systems were assessed, while at the continuing second round, three 
HDR 192Ir had already been measured. Figure 5 presents the ratios, r, of the stated 
(by the user) to the measured air kerma strengths (mGy·h–1·m–2) for these 
systems. All of the clinics measured the air kerma strength (mGy·h–1·m–2) using 
well type ionization chambers, except one (no. 3 in Fig. 5), where a Farmer type 
ionization chamber is placed at four fixed positions around the 192Ir source. 

During the first round, the average values of the ratio, r, for the 192Ir and 
137Cs systems were 1.002 ± 0.009 and 1.002 ± 0.009, respectively; the ranges of 
the r values were 0.028 and 0.007, respectively. The results show that all systems 
exhibited acceptable air kerma strength accuracy within the limits of ±3%. 

Taking into account the uncertainty of the measurements (±1.5%), all three 
systems assessed during the second round showed similar r values to those in the 
first round. 

FIG. 4.  (a) The percentage distribution of the electron beams (148 in total) exhibiting 
deviations, dr, outside the ±3% and ±5% limits during the first audit round, and (b) the number 
of electron beams at the corresponding nominal electron energy showing deviations, dr, outside 
the ±3% and ±5% limits during the first and second audit rounds. 
407

4. CONCLUSION 

The dosimetry quality audits with on-site visits have proved to be a very 
useful tool for improving the quality in radiotherapy. Guidance and 
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recommendations have been provided to the hospitals to improve accuracy, 
correct pitfalls and eliminate sources of errors. An improvement in dose accuracy 
was recorded during the subsequent rounds of the audit. These audits succeeded 
in disseminating the IAEA TRS 398 dosimetry protocol at all radiotherapy 
centres, achieving homogenization and consistency of dosimetry within the 
country. Regular checks and calibration of the linac radiation output, especially 
for electron beams, are essential for maintaining high dose accuracy on a daily 
basis. 
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Abstract

The Radiological Physics Center (RPC) commissioned a dosimetry system based on the 
microStar® reader and a single production batch of optically stimulated luminescence 
dosimeters (OSLDs), nanoDot™ (Landauer Inc.). The procedures for the determination of dose 
with OSLDs were designed to resemble those followed with thermoluminescent dosimetry 
(TLD) as used by the RPC for remote dosimetry audits of photon and electron radiotherapy 
beams. As with TLD, the dosimeters are irradiated in acrylic phantoms under standardized 
geometric conditions. The steps for a reading session, the criteria for the number of dosimeters, 
readings per dosimeter, interspersing of ‘standard’ and ’control’ dosimeters, and important 
quality control procedures have been subsequently determined. The methodology defined for 
dose determination based on OSLD requires the determination of individual correction factors. 
A method was developed and tested for the determination of the correction factors that 
accounted for the large number of dosimeters under commissioning (10 000) and the small 
number of dosimeters read per session (~125). Validation of the process and an assessment of 
the accuracy of the system were performed through comparisons with TLD banking on the 
RPC’s long experience with the latter. TLD and OSLD were irradiated sequentially multiple 
times with photon and electron beams of a range of energies at our own facility as well as at 
several other institutions. The results from both dosimeters were compared. The results from 
the TLD versus OSLD comparison based on irradiations done at our facility were within 2%. 
The results from irradiations done at multiple institutions were also within 2%. Photon energies 
from cobalt to 18 MV and electrons from 5 MeV to 23 MeV were verified.

1. INTRODUCTION
411

Thermoluminescent dosimetry (TLD) has been used by the Radiological 
Physics Center (RPC) for more than 30 years [1] for remote audits of standard 
output verification for photon beams, as well as output and energy verification for 
electron beams using lithium fluoride (LiF) TLD-100 disposable powder 
positioned in acrylic blocks. With acceptance criteria of ±5% for beam output and 
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5 mm for depth, the RPC has evaluated treatment units on an annual basis. The 
data show that the agreement between the measured dose versus that stated by the 
institutions has a standard deviation of 1.7%, and under very controlled 
conditions, the agreement is within 0.7%. The data from this experience provides 
a justification to use the dosimeter to flag units with beam output outside 5%, 
although the system may be more reliable than that, as the standard deviation 
above suggests. TLD powder has a uniformity of dose response better than 1.5%, 
a non-linearity correction of up to 10% over the range of 50–400 cGy, fading of 
the stored signal up to 5.5% in 25 d and energy dependence requiring corrections 
of up to 7% [2]. Under the best controlled circumstances, the data show that the 
agreement between measured and predicted dose for a cobalt beam is better than 
1%. The confidence on these results is maintained through a quality assurance 
(QA) programme covering readers, powder, sessions and customer results.

Optically stimulated luminiscence dosimeters (OSLDs) have been 
previously used for personnel dosimetry and tested for measurements in the 
therapeutic range [3]. The general characteristics of the microStar System™ with 
InLight™ dosimeters to be used by the RPC were studied with favourable results 
[4] and a decision was made to purchase two readers and a batch of InLight 
nanoDot™ dosimeters, a smaller version of the previous design, with the purpose 
of accepting, commissioning and validating it for regular use. Commissioning an 
OSLD system included the design of a methodology to irradiate the dosimeters, 
the steps of a reading session, criteria for the number of dosimeters to be read per 
session, readings per dosimeter, interspersing of ‘standard’ and ‘control’ 
dosimeters, quality control steps, an algorithm to calculate dose, annealing and 
reading cycles, and identification of the properties of the dosimeters such as 
signal depletion, reader dependence, individual dosimeter correction factors, dose 
response characteristics, signal fading and energy/block corrections. The 
validation of the process and an assessment of the accuracy of the system were 
performed through comparisons with TLD. 

2. MATERIALS AND METHODS

2.1. The basic model
412

Crystalline dielectric materials with impurities form crystal lattice 
imperfections that become traps for electrons or holes under irradiation. Later, 
these act as luminescent centres emitting light when they recombine under 
stimulation from heat for TLD or from light for OSL. The phenomenological 
model describing the luminescent properties of these materials has been 
explained in the literature [2–4].
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The InLight nanoDot™ dosimeters consist of a disc of Al2O3:C material 
encased within a lightfast envelope, which prevents any signal fading from light 
exposure. They are coupled with a microStar System™ reader. Stimulated with a 
green light from an LED within the reader the dosimeter emits blue light that is 
converted into current by a PMT and automatically stored in the system memory.

The amount of emitted light has a quasi linear relation with the dose 
received by the dosimeter after several factors are accounted for in the 
measurement process. First, the emitted light is related to the intensity of the 
stimulating laser beam and the duration of the stimulus. These are factors 
controlled by preset conditions on the reader. Second, the reader may have some 
variability from day to day that needs to be accounted for through the use of 
standard dosimeters irradiated to a known dose and used to calibrate the reader 
every session. Third, the emitted light from the dosimeter is affected by the 
individual properties of each dosimeter as well as the general properties of any 
OSLD related to the lack of linearity with dose, the different response to different 
energies, the loss of signal from irradiation to reading time and the depletion of 
the signal after every reading.

2.2. Methodology

The preset conditions of the reader were studied during the period of 
evaluation of the system [4]. A seven second reading time was established using 
factory settings. It was agreed that the methodology for the determination of dose 
to a dosimeter would consist of the following steps:

(a) The relative sensitivity of the whole batch of OSLD is to be determined by 
irradiation to the same dose and by comparing the reading to the average 
signal. 

(b) For irradiation under a photon beam, OSLDs are embedded in small acrylic 
blocks that, while providing electronic equilibrium, do not produce 
significant backscatter. For electrons, the dosimeters are placed in a block 
that is large enough to provide full scatter but small enough to be easily 
mailed. Both these blocks are identical to those used for TLD redesigned 
for the OSLD dosimeter but with equivalent geometric characteristics. Each 
point of measurement in the block has two dosimeters.
413

(c) A group of dosimeters defined as standards is irradiated under known 
conditions in a cobalt beam to allow the calibration of the system at every 
reading session.

(d) Dosimeters to measure dose under photon or electron beams are irradiated 
in specified geometric conditions by customers.
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(e) The signal from both standards and customer dosimeters is to be corrected 
for the sensitivity of each nanodot, depletion of signal of the nanodot after 
each reading, dose non-linearity characteristics of the batch, loss of 
accumulated signal by the dosimeters from irradiation to reading time and 
the dependence of the signal with energy or type of block.

(f) The sensitivity of the system using standards is calculated using Eq. (1):

• Sensitivity = Dose to standards/(Reading × ECF × Depl × KE × KF × KL)std

(1)

where

ECF is the element (dosimeter) correction factor;
Depl is the correction for depletion of signal;
KE is the correction for energy/block dependence;
KF is the correction for fading of the signal;
KL is the correction for the lack of linearity of the signal with dose.

• The dose to a customer’s dosimeter is calculated using Eq. (2):

 Dose = Sensitivity × (Reading × ECF × Depl × KE × KF × KL)customer (2)

• To reduce uncertainties in the process, both standards and customer’s 
dosimeters are irradiated preferably to the same dose and on the same dates 
or as close as possible.

• The dose to an OSL dosimeter was set at 100 cGy to keep it at clinical 
radiotherapy levels and yet to allow for numerous irradiations to be given to 
a maximum cumulative dose of 10 Gy. 

2.3.  The correction parameters

2.3.1. Element correction factor (ECF) 

The ECF is a measure of the relative response of each dosimeter compared 
414

to the whole population of dosimeters. The determination of the ECF for each 
OSLD as part of a group of 10 000 dosimeters, all coming from the same 
production, was done based on irradiations at 60Co energy. The dose level was 
25 cGy and the set-up a 25 cm × 25 cm field size allowing the irradiation of a set 
of approximately 30 dosimeters simultaneously. The reading sessions were 
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organized to read three groups of 30 OSLD irradiated the same day plus some 
reference dosimeters for normalization and quality assurance purposes.

The determination of the ECFs was performed for each group of 100 OSLD 
read in one session. The ECF was defined as the ratio between the average 
reading of the whole set and the average of the reading per each OSLD. The ECF 
were found to have a range of variation of up to ±10%. Dosimeters with ECF no 
larger than 8% were considered acceptable.

ECFs were also calculated for the whole group of 4000 dosimeters as the 
ratio between the average of averages of all the sessions readings and the average 
reading for each dosimeter with good agreement with the previous methodology.

2.3.2. Depletion correction 

The signal diminishes every time a reading is taken thus a correction is 
applied. It was decided that three readings should be taken for each dosimeter 
unless the maximum to minimum of them was larger than 1% when two more 
readings would be taken. If the dosimeter then failed to be within 1%, the 
measurement would be considered questionable and unusable.

2.3.3. Linearity correction 

The equation to calculate dose assumes linear response of the dosimeter; 
there is a small non-linearity in the response that needs to be accounted for. The 
deviation from linearity as a function of dose normalized at the dose of 100 cGy 
is applied as a correction to the reading.

2.3.4. Fading correction 

The signal loses its value over time due to recombination of electrons and 
holes. A correction can be applied to restore the reading to what it would have 
been immediately after irradiation.

2.3.5. Energy/block correction

Although other experiments report that the signal for the same amount of 
415

radiation exposure is the same for different energies, the dosimeters are 
embedded in acrylic phantoms of different geometrical characteristics for each 
energy. Further, although they have been designed to allow an irradiation to a 
miniphantom in air, there is the possibility of different response by the dosimeter 
dependent on size of the block. The loaded OSLD blocks are irradiated to the 
same dose as those irradiated in a 60Co beam. The ratios of the response between 
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the reference dosimeters in 60Co and those irradiated at other energies provide 
correction factors for energy and/or block dependence of the system. 

2.4. The logistics of a reading session

The sequence to read an OSLD session was kept as close as possible to that 
of TLD. Standard dosimeters are read at the beginning and at the end of the 
session. The session is divided in four segments of around 25 dosimeters that are 
read after a control dosimeter is read. Controls are dosimeters irradiated to a 
known dose in another cobalt unit at our institution that serve the purpose of 
monitoring the changes in the reader through the session as well as a verification 
that measurements were stable through the session. A session of 115 dosimeters 
will last around two hours.

There are some checks of background reading as well as a built in light 
reading that are performed at the beginning and end of the session but are only 
analysed to look for gross changes in the system over time.

2.5. QA

The TLD system has had QA procedures that were replicated for OSLD.
The following components have been implemented for the QA programme 

on OSLD:

— Acceptance and commissioning of instruments;
— Characterization of dosimeters as a batch from the same production;
— Per session QA;
— Per individual result QA;
— Quarterly and other QA;
— Maintenance and repair;
— Training of personnel.

2.5.1. Written procedures 

The procedures defining OSLD activities have been written and are 
available to the staff.
416

2.5.2. Commissioning of the reader 

Two readers were tested for reproducibility of the readings, depletion 
characteristics, and a baseline was established for the background and test signal 
values. The manufacturer’s software is designed to have two reading modes for 
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low and high doses that trigger automatically. The trigger point between low and 
high dose was verified to avoid automatic change of mode at doses within our 
range (25–350 cGy). 

2.5.3. Characterization of a batch

The dosimeters are purchased from the provider with the request that all 
belong to the same production and upon commissioning of the batch, dosimeters 
that respond outside 8% from the average signal are discarded. Also, after a 
dosimeter has received a cumulative dose of 10 Gy, it is decommissioned.

2.5.4. Quality control per session 

Each reading session is checked for background and test signal, controls are 
read and the measured dose is compared to the dose that can be predicted from 
calculations. Changes in the controls through the session are monitored to verify 
the stability of the session. The spread of the readings per dosimeter are 
evaluated.

2.5.5. Quality control of individual results 

The ratio between measured and institution stated dose is evaluated against 
previous results for that beam at that institution. Significant discrepancies are 
discussed with the physicist at each institution and repeats are sent to verify the 
result.

2.5.6. Quarterly and other controls 

On a periodic basis, the RPC compares measurements with TLD 
measurements done by Radiation Dosimetry Services, a sister company at 
MDACC, the IAEA and other TLD programmes.

2.5.7. Training of personnel 

Personnel receive specific training on irradiation of standard and controls, 
417

reading procedures and interpretation of flags that may suggest irregularities in 
the process.
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2.6. Validation of the system

To validate the system, simultaneous irradiations were performed with TLD 
and OSLD. The results from both dosimeters were compared for photon energies 
(60Co-18 MV) and electron energies (5–23 MeV). This was performed with the 
authors’ own linear accelerator as well as with a group of institutions. Given the 
authors’ long experience and accumulated data for TLD, they consider this 
comparison to be strong evidence of the reliability of our OSLD system. 

3. RESULTS

3.1. Element correction factor (ECF)

The difference between ECF per reading session of 100 OSLD and ECF 
from the whole group was less than 1%. The decision of determination of ECF of 
a batch by session of 100 dosimeters was taken based on these results. 

3.2. Depletion correction

The depletion correction was done for each reader and at different dose 
levels. The behaviour was studied up to 50 readings. Figure 1 shows the depletion 
curve for one of the readers based on the setting used by the RPC. The depletion 
is dependent on the illumination intensity and reading time; it does not depend on 
dose level or batch, but it is shown to be reader dependent.   

3.3. Linearity correction

The linear response of the OSLD was studied between 25 and 350 cGy. 
Figure 2 presents the relation between dose and KL. The reference dose is 
100 cGy. This correction is batch dependent. 

3.4. Fading correction

The study was conducted between 1 and up to 120 d after irradiation. 
418

Figure 3 presents the behaviour of the fading factor. 
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FIG. 1.  Depletion curve for OSLD on microStar reader based on settings used by the RPC.
419

FIG. 2.  Linearity correction factor as function of dose for OSLD.
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3.5.  Energy/block correction

Irradiations were performed for photon beams between 6 and 18 MV and 
electron beams from 6 MeV to 20 MeV. Conventional linear accelerators were 
used. Rates of 300 MU/min or less were used during irradiation. Correction for 
the combination of energy/block ranged from 1.000 to 1.058 for photon beams, 
and 1.027 to 1.035 for electron beams.

3.6. Validation

For a total of 11 institutions and a range of 16 photon and electron energies, 
OSLD and TLD irradiations on the same date showed an agreement between both 
dosimeter systems from 0.994 to 1.011 for institutions, and 0.985 to 1.024 for 

FIG. 3.  Fading correction for OSLD up to almost four months after irradiation.
420

energy comparison. 
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4. CONCLUSIONS

The OSLD system has been commissioned and validated as a remote audit 
tool for the RPC for verification of output and energy of photon and electron 
beams in the radiotherapy range. 
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Abstract

A mailed audit system for dose verification using lithium formate electron paramagnetic 
resonance dosimetry was designed and evaluated. For this purpose, a semi-anthropomorphic 
phantom was manufactured, inserted with pellet shaped lithium formate dosimeters and treated 
with an intensity modulated radiotherapy plan. The measurement results agreed with the 
planned doses within the estimated standard uncertainties.

1. INTRODUCTION

The aim of radiation therapy is to deliver high doses to the target to achieve 
local tumour control while protecting the surrounding healthy tissue. The dose 
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needed for local control and the dose tolerated by healthy tissue give a narrow 
therapeutic window [1, 2]. Therefore, high accuracy in the delivered dose is 
critical. As radiation therapy techniques are becoming more advanced, quality 
assurance of machines, delivery techniques and clinical routines become more 
important. The absorbed dose given in external radiation treatments is related to 
measurements for determination of absorbed dose to water under reference 
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conditions using a calibrated ionization chamber traceable to a standard 
laboratory [3]. When delivering a radiation treatment several factors, other than 
accelerator output in reference conditions, contribute to the uncertainties in the 
dose delivered to the tumour and healthy tissue. Therefore, an effective audit 
system where influences from the whole treatment chain are taken into account, 
from computed tomography (CT) scanning to contouring of structures, treatment 
planning and treatment delivery, would be of great value. 

There are systems for dose audits for the whole treatment chain or parts of 
it utilizing anthropomorphic or multipurpose phantoms and thermoluminescent 
(TL) dosimetry [4–6]. The aim of the present work is to design and evaluate a 
mailed dosimetry audit system where influences from the whole treatment chain 
are taken into account, using EPR dosimetry with lithium formate. Experimental 
details are found in an MSc thesis by Malke [7]. The strategy was to let a 
phantom undergo the treatment chain for intensity modulated radiotherapy 
(IMRT) treatment and perform measurements in the phantom to evaluate the dose 
in relevant points. For this purpose, an audit phantom was designed to be relevant 
for the head-and-neck region with target and organs at risk (OARs) and inserts for 
electron paramagnetic resonance (EPR) dosimeters. Point doses in the target and 
OARs were determined and results compared to planned doses. The IMRT 
treatment was delivered to the audit phantom using dynamic multileaf collimator 
technique. All doses stated in this work refer to absorbed dose to water in the 
medium. This is also valid for the dose values obtained from the treatment 
planning system.

EPR dosimetry is a method available today with the potential to become a 
complement to TL dosimetry, which has been used for clinical applications for 
many years with its advantages of high sensitivity, dosimeter reusability and low 
energy dependence. However, most TL materials show a supralinearity in the 
dose response, typically for doses above 1 Gy. Within EPR dosimetry, most 
dosimeter materials have a linear dose response over a very large dose range. 
EPR dosimetry with alanine is accepted as a standard dosimetry method, 
especially for measurements of high doses for industrial applications. Alanine is 
nearly water equivalent [8] with a lower energy dependence than the common TL 
dosimetry material lithium fluoride, but has a low sensitivity, which is a 
drawback for its usefulness in radiotherapy applications [9]. 

Polycrystalline lithium formate monohydrate (HCO2LiH2O — referred to 
424

as ‘lithium formate’) [10] is 2–6 times more sensitive than alanine (depending on 
read out procedure) and exhibits no zero-dose signal. The dose response is linear 
for doses up to 1000 Gy. This gives a wide measurement dose range, which 
facilitates simultaneous measurements in points corresponding to both OARs and 
target. The readout of the dosimeters is performed with an EPR spectrometer and 
is non-destructive to the signal, which allows for several readouts to improve the 
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statistics. Lithium formate is even more water equivalent than alanine regarding 
mass energy absorption coefficient and mass collision stopping power. The 
dosimeters used in this study contain 10% paraffin and 90% lithium formate, and 
have a density of 1.32 g/cm3. The response of the dosimeters is independent of 
the dose rate and the beam quality in the ranges that are relevant for the 
accelerator produced high energy photon beams [11].

In an earlier study [11], no significant signal fading (instability of the 
radiation induced radicals over time) was found during the first 28 d. However, 
experiences from several investigations indicate that the fading properties of 
lithium formate are complex, requiring controlled readout and storing conditions 
regarding temperature and air humidity. For alanine, the signal dependence of the 
read out temperature is 0.135–0.190% per K for doses between 20–100 kGy [12]. 
To the authors’ knowledge, there are no published investigations of a possible 
temperature and humidity dependence for lithium formate, but it is likely that 
lithium formate has a readout temperature dependency of the same order of 
magnitude as alanine. There is a concern for how the dosimeters are affected by 
temperature during the transport between the clinics for the mailed dose audit. 
Higher temperature could result in higher thermal motion and hence faster fading. 
Lithium formate is also mildly hygroscopic at high air humidities. This has a 
significant influence on the signal stability at relative humidities above 55–60%. 
An air tight encapsulation during storage is therefore essential.

Nevertheless, in this work, all irradiations including calibration were 
performed on one day and all readouts were performed two days later, which 
made the results insensitive to fading. Before the system is used for a mailed dose 
audit, the signal fading due to temperature and humidity will be further 
investigated in order to find routines and corrections to minimize its influence. 

Lithium formate has already been used for clinical applications such as 
pretreatment IMRT verification [11], high dose rate brachytherapy [13] and 
stereotactic radiosurgery [14]. Since the dosimeters are useful for a wide dose 
range and are expected to have a stable signal under controlled conditions, it 
should be a well suited system for mailed dosimetry audits.

2. MATERIALS AND METHODS
425

2.1. Phantom and dosimeters

An anthropomorphic phantom (Fig. 1) was designed and constructed at 
Linköping University Hospital after an idea derived from an IMRT phantom 
designed for a remote monitoring programme [4]. The cylindrical phantom has a 
diameter of 20 cm and a length of 24 cm. For manufacturing reasons, it consists 
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of eight slices tacked together with three rods throughout the phantom. The first 
and the last slices rest on braces. 

The inside of the phantom was designed to mimic the head-and-neck region 
with the tumour (target) partially encompassing the medulla (OAR). Other OARs 
are the salivary glands adjacent to the tumour. PMMA (polymethyl methacrylate) 
was the choice of material since it is near tissue equivalent and readily available. 
A structure made of Teflon resembling the spinal bones and an inhomogeneity in 
the form of an air cavity were also included. The air cavity was also treated as an 
OAR corresponding to lung tissue or trachea. The structures go through the four 
cylindrical slices in the middle. Three holes were drilled in the target, and one 
hole each in the salivary glands and the medulla. Cylindrical PMMA tubes with 
an inner diameter of 5 mm were inserted into the holes for dosimeter placement. 

In order to eliminate the dependency on the person contouring the organs, 
the structures were accommodated to fit tightly in, and to be easily discriminated 
from, the surrounding material.

FIG. 1.  A transversal slice of the audit phantom.
426

The dosimeters were produced with a manual tabletop pellet press 
following a standardized method [11] giving cylindrical pellets of 5 mm height 
and 4.5 mm diameter, with a weight of 100 ± 2 mg. The dosimeters consist of 
90% lithium formate (Sigma-Aldrich, 98%), which is the active material, and 
10% solid household paraffin, which is used as a binder. No encapsulation was 
needed.
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2.2. EPR measurements and readout

A BRUKER EleXsys E 580 spectrometer was utilized for all EPR 
measurements. The spectrometer was equipped with a standard cavity ER 
4102ST. The measured signal is defined as the peak to peak amplitude of the first 
derivative of the absorption spectrum, divided by the mass of the dosimeter. 
Every dosimeter was read out five times. In order to reduce uncertainties due to 
spectrometer response variation over time, the five readings were spread out over 
the day and the whole batch including calibration dosimeters was read out in one 
day. The EPR signal was not smoothed, filtered or manipulated in any way and 
was determined as the mean of all five readings. A quartz glass sample tube with 
an inner diameter of 5 mm and flat bottom was employed for dosimeter 
placement in the cavity. To ensure identical and reproducible positioning of the 
dosimeters in the cavity, the sample tube containing the dosimeter was placed on 
the notch of an in-cavity pedestal. For the present work, the spectrometer settings 
in Table 1 were used. 

2.3. Dosimeter batch quality control

It is important to check that all dosimeters respond equally to radiation 
before use. An upper limit for the relative standard deviation of the mean signal 
of the batch was set to 1%. Dosimeters not fulfilling that condition are excluded 
from the batch. In this case, the standard deviation of the mean signal was 0.87%.

All dosimeters of the batch were irradiated, ten at a time in a stack, in a 
cubic PMMA phantom. The dosimeters were irradiated at 7 cm depth in PMMA 
in a field of area 10 cm ¥ 10 cm at a source–surface distance (SSD) of 100 cm in 
a 6 MV photon beam using a Varian Clinac 600 C/D linear accelerator. To 
account for possible inhomogeneities in the radiation field, the dose was given in

TABLE 1.  SPECTROMETER SETTINGS

Microwave power: 20 mW

Modulation amplitude: 1.2 mT

Sweep width: 3 mT
427

Sweep center: 346 mT

Time constant: 327.68 ms

Sweep time: 167.77 s
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ten fractions and the dosimeters were translocated in the stack after each fraction. 
Thus, the dosimeters were given a total dose of 3 Gy. The signal corresponding to 
this dose is considered as the background signal, b, of the batch.

2.4. Measurements

All irradiations described below were performed in a 6 MV photon beam 
using a Varian Clinac iX linear accelerator at Linköping University Hospital.

The audit phantom was CT scanned using a Siemens SOMATOM Sensation 
Open. During the scan, the dosimeters were replaced with PMMA inserts to avoid 
measuring the dose from the CT scan. The treatment planning system (TPS) used 
for contouring the phantom structures, and optimizing and calculating the IMRT 
treatment plan was Helios/Eclipse (Varian) with AAA (analytical anisotropic 
algorithm). The resulting treatment plan consisted of seven coplanar beams 
separated by 51–52º. Six EPR dosimeters were placed in the phantom, one in 
each parotis and the medulla, and three in the target. The phantom was irradiated 
according to the IMRT treatment plan giving the target a dose of 5 Gy. The 
absorbed doses in the different structures of the phantom, determined with EPR 
dosimetry, were compared to the corresponding planned doses from the TPS. 

In order to check the quality of the IMRT treatment plan compared to other 
clinical plans, a verification measurement was performed according to the plan 
verification method normally used in the clinic. The accelerator output and the 
attenuation in the treatment table were corrected for in the determination of the 
planned doses.

Two groups of five dosimeters each were used to establish a calibration 
curve for the batch according to the method described in earlier studies [11, 13]. 
In order to test the precision and accuracy of the current dosimetric method, three 
groups containing three dosimeters each, were irradiated simultaneously with an 
ionization chamber to doses in the interval 1–9 Gy, unknown to the person 
responsible for readout. Results were compared to doses determined with the 
ionization chamber. Both the calibration and blind test measurements were 
performed in a PMMA phantom at a depth of 8 cm, in a 6 MV photon beam with 
a 10 cm × 10 cm field and an SSD of 100 cm. An NE 2571 ionization chamber 
with a calibration coefficient traceable to a standards laboratory was used as a 
reference. To compare the TPS with the measurements in a simple homogeneous 
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set-up, a treatment plan describing the blind test was created on a virtual PMMA 
phantom with the same dimensions as the calibration phantom. 

The fact that the reference conditions are not completely fulfilled, using a 
PMMA phantom instead of water, were taken into account as an increased 
uncertainty in the beam quality correction factor. To ensure the same dose to each 
dosimeter independently of position and inhomogeneities within the radiation 
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field, the calibration dosimeters were rotated in the phantom as described for the 
batch quality control. 

3. RESULTS

The results from the blind tests and the audit phantom measurements are 
presented in Tables 2 and 3, respectively. The relative standard uncertainty of the 
absorbed dose values determined by ionization chamber measurements was 
assumed to be 1.5%, and the corresponding value for the planned doses were 
taken to be 3.1% according to a review by Ahnesjö and Aspradakis [15], where 
‘future values’ with a 2% relative standard uncertainty in the dose calculation

TABLE 2.  RESULTS FROM THE BLIND TESTS, COMPARED WITH 
IONIZATION CHAMBER VALUES AND PLANNED DOSES 

Dose, ion chamber
(Gy)

Dose, EPR
Gy)

Relative difference,
EPR–ion chamber

(%)  

Dose, TPS
(Gy)

Group 1 1.53 ± 0.02 1.51 ± 0.03 –1.2 ± 2.4 1.56 ± 0.05

Group 2 3.58 ± 0.05 3.54 ± 0.07 –1.1 ± 2.4 3.63 ± 0.11

Group 3 7.66 ± 0.15 7.68 ± 0.16   0.3 ± 2.9 7.77 ± 0.24

TABLE 3.  RESULTS FROM MEASUREMENTS IN THE AUDIT PHANTOM, 
COMPARED WITH PLANNED DOSES

Planned dose
(Gy)

Dose, EPR
(Gy)

Relative difference
(%)

Target 1 5.13 ± 0.15 5.03 ± 0.10 –1.9 ± 3.7

Target 2 4.92 ± 0.15 4.74 ± 0.09 –3.7 ± 3.7

Target 3 5.16 ± 0.15 5.03 ± 0.11 –2.4 ± 3.7
429

Medulla 2.87 ± 0.09 2.83 ± 0.06 –1.4 ± 3.7

Parotis DX 1.19 ± 0.04 1.21 ± 0.02   1.7 ± 3.5

Parotis SIN 1.21 ± 0.04 1.20 ± 0.02 –0.8 ± 3.5
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were assumed to be relevant. The relative differences between EPR and 
ionization chamber measurements are well below the calculated uncertainties in 
the EPR measurements. A description of these uncertainty calculations are given 
in the MSc thesis by Malke [7].

4. CONCLUSIONS

This work shows promising initial results for an audit system where 
influences from imaging, planning and treatment delivery are taken into account. 
The present project will continue for two years as a regional dose audit project 
between three or four clinics, and further investigation and measurements will be 
performed.

For the blind tests, the doses obtained from the EPR dosimeters agreed with 
the results obtained from the ionization chamber and from the TPS within the 
estimated standard uncertainties. The absorbed doses from the audit phantom 
measurements also agree with the planned doses within the estimated standard 
uncertainties. The experiment will be repeated using three dosimeters in each 
measurement point for higher precision.

There are several general recommendations of uncertainty limits in the 
delivered dose, but according to the IAEA [3], the uncertainty in the delivered 
absorbed dose to a target volume should be less than ±5%. For audit 
measurements performed in the reference conditions using TL dosimeters, an 
agreement within 5% is often considered satisfactory.
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Abstract

The present paper describes the Cuban experience in the implementation of an external 
quality audit system for high energy radiotherapy photon beams (60Co and linac) in non-
reference conditions using a thorax (CIRS) phantom. By comparing the calculated and actually 
delivered doses for four test cases, it is possible to check the quality of the entire planning chain 
from prescription to delivery as well as the integrity of the beam data modelled into the 
treatment planning system (TPS). The test cases were taken/modified from IAEA TRS 430 and 
include direct, tangential, wedged, blocked and multiple fields, all commonly used in clinic. 
According to the available insertion holes in the phantom, a number of dose points were 
defined and calculated with four different clinical TPSs used in our environment. Subsequently 
the dose was measured at these points with an ionization chamber. A set of audit results with 
on-site measurement are shown to demonstrate the practicability of the method. The points 
were classified by regions according to their position with respect to the beam axis. The 90% of 
measured points were found within tolerance. For the failing 10% we found no correlation with 
TPS (centre) or with the complexity of the case. For all test cases, except the simplest one, at 
least one department/TPS prediction falls outside tolerance. There is no significant difference 
among the audited departments.
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1. INTRODUCTION

The Cuban National Audit Program in Radiotherapy (NAPRAT) started in 
2000 and is based on standardized on-site visits to the radiotherapy services. 
During the visit, the entire radiotherapy process is reviewed from the clinical and 
physical points of view. From the latter perspective, some predefined test cases 
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are evaluated to check for any significant discrepancy between prescribed and 
delivered dose.

In the first years of the programme, a fixed depth water phantom was used 
to check the output of each therapy beam and other relative dosimetric 
parameters. With time, a number of test cases were added to the audit to detect 
mechanical problems of the machines.

Based on the outcome of the IAEA coordinated research project E2.40.13, 
Development of Procedures for Quality Assurance for Dosimetry Calculation in 
Radiotherapy [1–4], the authors started to use an anthropomorphic phantom 
(CIRS thorax phantom) to check a broader range of treatment’s techniques. In 
general, the methodology for the physical aspects of an audit visit was based on 
QUATRO recommendations [5], but a number of dosimetry clinical test cases 
were added.

In 2007, national guidelines for the audits were developed, based on 
QUATRO type audits recommendations, which allowed to quantify the audit 
results [6] within three categories: clinical, safety and quality control aspects. 

The aim of the on-site visit is twofold: first, to promptly find weakness 
within the performances of the radiotherapy services of the kind that would lead 
to potential radiological risk situations related to patients, occupational workers 
or members of public; and second, to aid with its recommendations to the 
continuous improvement of the treatment quality.

2. MATERIAL AND METHODS

The phantom used was a CIRS thorax phantom model 002LFC 
(Computerized Imaging Reference Systems Inc., Norfolk, Virginia, United States 
of America) received through an IAEA Technical Cooperation project. This 
model was previously used by IAEA CRP E2.40.13 for clinical commissioning of 
treatment planning systems (TPSs). 

When NAPRAT started in 2000, a fixed depth slab shaped water phantom 
was used for on-site TPS calculation and treatment delivery accuracy audits [7]. 
The acquisition of new technologies by the Cuban public health system, such as 
linear accelerators with multileaf collimators (MLC) and electronic portal 
imaging devices (EPIDs), computed tomography (CT) image based TPSs, access 
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to CT scanners for treatment planning purposes, and more sophisticated 
immobilization devices, allowed the radiotherapy services to embark on a 
comprehensive transition to 3-D conformal radiotherapy following international 
recommendations [8]. Consequently, more complex test cases were required in 
order to evaluate the particular performance of 3-D image based treatment 
planning. 
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The CIRS thorax phantom allows absolute and relative measurements with 
ionization chambers (IC) in ten different drilled positions, as well as the use of 
film in the sliced section, as shown in Fig. 1. The shape of the phantom is human 
torso-like and a CT calibration is possible using its tissue substitute inserts. The 
phantom provides IC holders made from lung, soft tissue and bone equivalent 
materials in order to perform measurements inside these materials. The 
IC holders of the CIRS phantom are designed to hold cylindrical, semiflexible 
type ICs. For auditing purposes, the semiflexible PTW 31010 (0.125 cm3) was 
available. This IC ensures a good compromise between small size for reasonable 
spatial resolution and large sensitive volume for precise dose measurements. Its 
semispherical sensitive volume results in a flat angular response, which is a 
useful feature considering the different beam incidence angles used in the audit 
test cases.  

Radiotherapy centres with high energy photon beams (60Co, 6 MV and 
15 MV) were audited. Four different TPSs were included in the study to calculate 
irradiation parameters and doses for the test cases: AMEPLAN v4.1 (in-house), 
Theraplan Plus v3.8 (NUCLETRON, Veenendaal, Netherlands), Precise 
Plan v2.16 (ELEKTA, Crawley, United Kingdom) and WIN-PLT (Nuclemed, 

FIG. 1.  CT slice of CIRS thorax phantom model 002LFC, showing the 10 insert positions. 
Labelling of holes and the recommended arrangement of the certified electron density reference 
plugs for CT scan: Plug 1 — water equivalent, plug 2 — muscle substitute, plug 3 — syringe 
filled with water, plug 4 — adipose substitute, plug 5 — water equivalent, plug 6 — lung 
substitute, plug 7 — should be empty to represent air, plugs 8 and 9 — lung substitutes, 
plug 10 — bone substitute.
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Buenos Aires, Argentina).
A set of test cases was adopted from those proposed by the IAEA TRS 430 

and adapted according to the authors’ experiences. The tolerances and action 
levels were established in accordance with the complexity of the case and with 
the region of the beam profile where the measurement point was located. In 
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general, the accepted tolerance of the measurement was 2–3%, and in the 
penumbra region, it reached up to 2 mm.

2.1. Description of test cases 

Prior to the TPS verification, during the EQAV, a redundant check of the 
absolute calibration is performed in a water phantom by the audit team. Once the 
agreement between the reference output established by the local physicist and the 
audit team is confirmed, then the audit of the treatment planning process can be 
performed.

The CT images of the phantom are loaded into the TPS. Before performing 
any planning, it is necessary to check the correctness of the CT number versus 
relative electron density curve. Based on the CT number, the TPS may report the 
densities of various inserts, which are checked against certificate; this is the test 
case ‘0’.

The test cases are designed in increasing complexity starting with test 
case 1, the purpose of which is to tune the IC calibration factor in the conditions 
of the phantom used.

Test case 1a is a simple 10 cm × 10 cm field, at source–surface distance 
(SSD) equal source–axis distance (SAD). Gantry 0°. Measurements are 
performed in holes 1, 3, 5, 9 and 10 of the phantom. The purpose of this test is to 
verify relative depth–dose data.

Test case 1b is a 30° wedged 10 cm × 10 cm field, gantry 0°, at SSD set-up. 
Measurements are performed in holes 1, 2, 3 and 4. The purpose is to verify 
wedge filter factor and wedged isodoses.

Test case 2a is a 15 cm × 10 cm tangential field, gantry 90°, SAD set-up. 
Measurements are taken in holes 1 and 3. The purpose is to verify off-axis 
profiles and the lack of lateral dispersion in the frequent tangential breast fields. 

Test case 2b is a 10 W × 15 cm2 tangential field, with a 30° wedge filter, 
gantry 90° and collimator of 270°. Measurements are performed in holes 1 and 3 
of the phantom. The purpose is to verify the effect the lack of lateral dispersion in 
the presence of a wedge filter.

Test case 3 is a four field box, SAD set-up. AP and PA fields are 
15 cm × 10 cm and the laterals 15 cm × 8 cm. Measurements are taken in the 
holes 5, 6 and 10 of the phantom. This is a frequently used treatment technique in 
436

our clinical practice and the purpose of this test is to verify the dose delivered by 
each field taking into account the heterogeneities that every of them passes 
through. The total dose from all the four fields is reported.

Test case 4 is a single 18 cm × 20 cm irregular field with a central block of 
18 cm × 5 cm, gantry 0° at SSD set-up. Measurements are taken in the holes 
number 2, 3 and 8 of the phantom. The goal of this test is to verify the TPS 
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performance in conditions with lack of lateral scatter and to check the dose 
calculation accuracy both in the irradiated and blocked regions.

The dose comparison criteria between measured and calculated doses were 
adopted from the IAEA TRS 430, Table 18. The dose deviation was calculated 
using the following equation: 

Deviation [%] = 100*(Dcal – Dmeas)/Dmeas,ref                     (1)

where Dmeas,ref is the measured dose at the reference point (prescription).

3. RESULTS

The following are the results from four audit visits to radiotherapy centres 
that utilize the different TPSs previously mentioned. Figure 2 shows the dose 
distribution for the four test cases.   

The results shown in Table 1 are relative to the value measured in point 3 of 
test case 1a, which serves as a reference output. Consequently, the difference

Test case 1a            Test case 2b              
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Test case 3             Test case 4  

FIG. 2.  Dose distributions obtained with TPS on the CIRS phantom with test cases.
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between the calculated and measured dose in this point is zero. In all cases, the 
dose to the prescription point is 100 cGy. 

The four test cases also evaluated relative doses at points different from the 
prescription one, assisting in the detection of problems in the whole treatment 
chain. These problems could be divided into the following categories:

— Mechanical problems inherent to the treatment unit.
— Patient data acquisition (CT) (tissue relative electronic density errors 

assignment). 
— Input data in the TPS. (PDD, profile, output factors, wedge factors, etc.).
— Calculation algorithms, tissue inhomogeneities, lateral dispersion 

approximation, block transmission, field shape considerations, etc.
— Data transmission/communication between the TPS and the treatment 

machine.
— Human error during planning.
— Human error during positioning and immobilization.

All TPSs were commissioned before their clinical use and the results of 
these processes were within the allowed tolerance. This is assured by the clinical 
acceptance report provided by the National Control Center for Medical Devices.

Thus, in general, no significant discrepancies were found in the measured 
dosimetry data (absolute calibration, relative dose factor, wedge factors, etc.), nor 
in the actual beam data used in the TPSs. This reflects the accumulated 
experience of the medical physicists, the impact of several years of systematic 
on-site and postal audits, as well as the fact that the commissioning of every 
treatment unit and TPS is redundantly reviewed by an independent physics team, 
which performs several end-to-end tests.

The numerical values do not reflect all the discrepancies associated with 
mechanical inaccuracies of the audited treatment unit, since some were corrected 
during the auditing process. Nevertheless, this has been an important source of 
discrepancies, since in some cases, the mechanical faults of the machines caused 
differences of over 2% between measurement and calculation. 

The most demanding test is probably the 2b, because it combines 
difficulties such as the lack of tissue, heterogeneities, lack of lateral scatter and 
off-axis measurement. The measurement at point 1 of this test is critical because 
this hole falls in the penumbra region.
440

One of the TPSs uses only predefined bulk density inhomogeneity 
corrections, so it does not consider the actual CT based electron density of the 
phantom. The discrepancies found, in the hospital with the TPS 1, between the 
prescribed and measured dose, were mainly due to TPS 1 not considering the lack 
in lateral dispersion and therefore, the results of the calculations failed in 
complex situations. Based on this finding, the TPS 1 is gradually being replaced. 
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The main source of error was the human factor during planning and the 
phantom set-up. These activities were not independently doubled checked during 
the EQAV. It must be mentioned that, in daily practice, the treatment plans are 
checked redundantly. This is not the case for the patient set-up, since portal 
images are not acquired  and an independent check of the patient positioning by 
another therapist is not performed either, although according to the procedures for 
patient set-up, the presence of a second therapist within the treatment room is 
mandatory.

To check the DICOM plan data transfer from TPS to the control console, a 
printout of the plan is produced and visually compared by the auditor against the 
parameters displayed by the treatment console. Errors related to this data 
transmission were not found.

The phantom set-up was critical in several points where a 2 mm difference 
can create a discrepancy of about 5% for linacs and 10% for cobalt units.. In 
addition, a source of uncertainty is attributable  to calculating the  dose value at a 
single point, instead of the averaged dose over a region of interest that is 
representative of the IC volume. This would be considered in future 
developments of this research.

The measured doses in the prescription point showed discrepancies no 
greater than 2%, but in other points, some discrepancies exceeded the permissible 
values, as shown in column 8 of Table 1. This  allowed a better understanding of 
the weaknesses of the method in a particular TPS and provided further 
information about potential corrections to reported doses in complex points of 
interest (regions as lung, bone, lack of lateral dispersion, etc.). 

4. CONCLUSIONS

The authorshave followed the IAEA recommendations for radiotherapy 
quality audits (IAEA-TECDOC-1543), but have extended  the recommended 
benchmark test cases to dosimetry measurements in conditions closer to the 
clinical practice. Other audit groups have implemented similar procedures [3].

Since its implementation four years ago, the quantification of the 
discrepancies between prescribed and delivered doses using the CIRS phantom 
during the EQAV has improved the clinical dosimetry of the treatments, the 
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radiation protection of patients and the quality assurance of the treatment process.
Additional test cases are being designed and evaluated to check modern 

techniques implemented in the audited radiotherapy services, such as IMRT, 
stereotactic body radiotherapy and HDR applications.
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Abstract

For several years, the IAEA has supported the development of methodology and 
establishment of national quality audit networks for radiotherapy dosimetry. The main 
objective was to extend the availability of radiotherapy dosimetry audits to as many 
radiotherapy centres as possible throughout the world. Since 1995, a series of three coordinated 
research projects (CRPs) has been conducted by the IAEA to assist its Member States to 
develop such national audit programmes. The first CRP focused on the basic beam calibration 
audits. The basic programme was extended to audits in non-reference conditions through a 
second CRP. The third CRP initiated in 2009 is expanding the dosimetry audit tools for more 
complex techniques used for treatment of cancer patients. The national audit networks 
participating in these CRPs have incorporated in their programmes procedures for auditing 
hospital dosimetry for these techniques. 
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1. INTRODUCTION

For about 15 years, the IAEA has encouraged and supported the 
development of methodology, establishment and operation of national activities 
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for dosimetry audit in radiotherapy [1]. The main objective is to ensure that 
dosimetry audits are made available to the largest possible number of 
radiotherapy centres in the world due to the considerable advantages of 
participating in the audit [2]. Audits verify whether the quality of dosimetry 
practices in a radiotherapy centre is adequate; they also contribute to quality 
improvement and increased safety of radiation treatments. 

National auditing activities complement the IAEA/WHO postal dose audit 
service using the thermoluminescent dosimeter (TLD) [3–4] that the IAEA 
Dosimetry Laboratory has been providing for over four decades [5] to about 1700 
radiotherapy centres in 120 countries worldwide. The national developments in 
dosimetry audit allow the IAEA to utilize the resources in cost effective manner 
and focus on providing the IAEA/WHO audits to the centres that do not have, 
other than the IAEA, access to verification of their dosimetry practices. 

Since 1995, a series of three coordinated research projects (CRPs) has been 
conducted by the IAEA to assist in developing such national dosimetry audit 
programmes, initially for beam calibration audits in reference conditions [1, 6]. 
This work was then extended for audits in non-reference conditions [7], to further 
improve independent verification of radiotherapy dosimetry in hospitals. Current 
work focuses on expanding the dosimetry audit tools to be suitable for complex 
techniques used for radiation treatments of cancer patients. The methodologies 
for verifying the dose at these different complexity levels have been developed at 
the IAEA and tested in pilot study in conjunction with CRP participants. The 
IAEA’s Dosimetry Laboratory contributed to these developments and provided 
external quality control of the national TLD systems by exchanging dosimeters 
with the national laboratories. These developments are described below.

2. IAEA CRPS ON DOSIMETRY AUDIT IN RADIOTHERAPY

2.1. CRP–1: Setting-up national external audit groups for a basic 
dosimetry audit

CRP–1 entitled Development of a Quality Assurance Programme for 
Radiation Therapy Dosimetry in Developing Countries was initiated in 1995. It 
had the aim of transferring TLD postal audits methodology to the national level 
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using the long standing IAEA experience in this area. Through participation in 
this initial CRP, 12 countries established External Audit Groups (EAGs) for 
radiotherapy dosimetry: Algeria, Argentina, China, Colombia, Cuba, Czech 
Republic, India, Israel, Malaysia, Philippines, Poland and Vietnam. The CRP–1 
provided a framework for setting up a national structure within which it was 
possible to establish and manage radiotherapy dosimetry audits and other linked 
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quality assurance activities. A standardized methodology for measurements, the 
same for all participating countries, was developed [6]. 

This initial CRP–1 was focused on the most basic level of radiotherapy 
dosimetry audit, i.e. the beam output check in reference conditions for high 
energy photon beams. The basis for the measurements retained the IAEA audit 
approach of using the most cost effective method of carrying out an external audit 
for large number of radiotherapy centres and for large geographic areas, i.e. using 
mailed TLD as well as the IAEA holders and procedures. A structure for a 
technical backup to the national EAG work was also established at the IAEA
Dosimetry Laboratory. The countries set up their TLD systems with technical 
support from the IAEA. Initial pilot TLD runs were conducted with a few local 
hospitals to test methods, instructions and data sheets, and later the audit 
programme was extended to all hospitals in the country. 

2.2. CRP–2: Dosimetry audits in non-reference conditions

Following the closure of the CRP–1, the IAEA continued the support of the 
national EAGs in 2001–2006 by conducting a second project (CRP–2) 
Development of TLD-Based Quality Audits for Radiotherapy Dosimetry in 
Non-Reference Conditions. This project grew naturally from the work of the 
earlier CRP–1 and also from the clear evidence available from other audit 
systems [8, 9] that it is necessary to check other additional parameters, in order to 
further improve the quality of radiotherapy in participating centres. The objective 
of the CRP–2 was then to extend the scope of activities of the national audit 
programmes from the basic beam output check to more complex audit 
measurements in clinically relevant regular irradiation geometries, i.e. in non-
reference conditions, and also to provide the initial basis for auditing other 
radiotherapy modality beams. The aims included assisting the national EAGs in 
developing a systematic approach for these audits, with a structured programme 
gradually increasing the complexity of the dosimetry parameters audited. It 
aimed to address the specific needs of individual participating countries in order 
to provide models and experience for a range of different national situations. The 
participants of the CRP–2 were the EAGs of Algeria, Argentina, Bulgaria, China, 
Cuba, India and Poland. 
445

2.3. CRP–3: Dosimetry audits for complex treatment techniques

Further development has subsequently progressed within the IAEA 
framework and the still ongoing CRP–3 Development of Quality Audits for 
Radiotherapy Dosimetry for Complex Treatment Techniques was initiated in 
2009 as an extension of the audit steps previously developed and tested. It is 
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developing and testing another three levels of radiotherapy dosimetry audit to 
cover the initial essential stages for more complex treatments. This was set up 
recognizing that more treatment machines are being installed in the IAEA 
Member States with the capability of providing new treatment techniques such as 
intensity modulated radiotherapy (IMRT); such increasingly complex treatments 
require more sophisticated modelling by the treatment planning system (TPS) and 
more complex dosimetry, quality assurance (QA) and verification of treatment 
dose delivery. The national EAGs involved as participants in the CRP–3 are those 
of Algeria, Argentina, Brazil, China, Czech Republic and Poland. 

2.4. Common methodology for dosimetry audits in radiotherapy developed 
under the three CRPs

The audit methodology developed under the three CRPs follows the overall 
philosophy of the IAEA audit programme of step by step extension of audits for 
increasing levels of complexity of radiotherapy dosimetry. Each audit step 
considers critical and significant clinical radiotherapy dosimetry parameters and 
builds on the experience of the previous audit steps. In each case, the approach 
ensures that basic dosimetry parameters are audited successfully before more 
complex audit levels are launched. The fully developed and tested dosimetry 
audit steps 1–3 from CRP–1 and CRP–2 are summarized below, together with the 
audit steps 4–6 for complex treatment techniques still under development and test 
in the current CRP–3: 

Step 1: Postal dose audits for high energy photon beams in reference 
conditions. It is necessary for any of the audit systems to successfully implement 
this initial step before beginning any subsequent audit step. 

Step 2: Postal dose audits for photon and electron beams in reference and 
non-reference conditions, on the beam axis. This includes checks of dose 
variation with field size and wedge transmission for photon beams, checks of 
electron beam output as well as dose variation with field size and treatment 
distance for electron beams. 

Step 3: Postal dose audits for photon beams in reference conditions and in 
non-reference conditions off-axis. This includes checks on selected points in 
beam profiles, with and without wedges, for both symmetric and asymmetric 
fields in these beams.
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Step 4: Postal dose audits for photon beams shaped with a multileaf 
collimator (MLC). This entails checks on the beam axis of dose variation with 
field size and shape for a range of MLC shaped regular and irregular fields, 
including wedged fields. It also includes auditing of the hospital method to 
calculate these dosimetric parameters; this is to be performed with the local TPS.
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Step 5: Postal dose audits for photon beams in the presence of 
heterogeneities. This will include checks in solid phantoms of doses, both on and 
off the beam axis, and both inside and beyond heterogeneities, in order to test 
TPS and local implementation of approaches for dosimetry modelling and 
calculation of corrections for the presence of lung and bone in treatment beams.

Step 6: Postal dose audits of two dimensional small field distributions. This 
will include checks using radiochromic film in solid phantoms of dose profiles, 
particularly penumbra, to test the local TPS modelling for small fields as a 
necessary parameter for accurate modelling for IMRT.

Considering the developments of radiotherapy technology and treatment 
techniques, and the request by participating EAGs, it is anticipated that future 
developments within this framework will use solid phantoms and 2-D dosimetry 
to propose new methodology for subsequent audit levels to check IMRT and 
other advanced delivery technology.

2.5. National studies to implement the TLD audit methodology

In order to implement the TLD based quality audits for radiotherapy 
dosimetry at the national level as developed within the three IAEA CRPs, the 
EAGs of each participating country conducted several studies to adapt the CRP 
procedures to their own specific situation. Each EAG has developed a procedural 
manual outlining the specific steps and measurements, instructions, data forms 
and logistics of operating the quality audit. In addition, each EAG conducted its 
own feasibility studies to assess the functionality and accuracy of the TLD 
holders used for the audit and of the documentation to measure the dosimetry 
parameters proposed within the CRPs. These feasibility studies encompassed 
several tests to determine the full set of parameters for the national TLD audit 
systems. In this process, any pitfalls of the proposed approach to these quality 
audits were identified and corrected. In parallel to the above activities, 
comparisons of the EAG TLD systems with the IAEA’s Dosimetry Laboratory 
were conducted. Finally, the national EAGs launched the now tested and agreed 
quality audit programme for radiotherapy dosimetry in their own countries, first 
on a pilot basis, and then including several local radiotherapy centres. 
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3. SUPPORT TO THE NATIONAL AUDIT ACTIVITIES BY THE IAEA 
DOSIMETRY LABORATORY

The IAEA Dosimetry Laboratory has actively participated in the 
experimental part of the programme above, developed new TLD holders and 
dosimetry phantoms, and conducted feasibility studies, as well as multicentre 
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pilot studies to test the newly developed dosimetry audit methodologies before 
they were tested at the national level. 

An example illustrating such work is the multicentre pilot study for audit 
step 3: photon beam checks in non-reference conditions off-axis utilizing a 
modified IAEA TLD holder with a horizontal arm [7, 10]. The results of the 
recently performed multicentre pilot study for the audit step 4, i.e. MLC checks 
on-axis, are given in Fig. 1. The CRP participants irradiated TLDs as per newly 
developed instructions using high energy photon beams available in their centres 
and several MLC field arrangements. They calculated the dose to TLD using their 
TPSs. They reported the irradiation details in newly developed datasheets and 
returned TLDs to the IAEA for evaluation together with comments regarding the 
clarity of instructions and data forms. Following this study, the participants 
adopted the methodology to the national level and organized pilot exercises 
involving a few local radiotherapy centres and the local TLD laboratory. 

The EAG network of auditing systems closely cooperates with the IAEA 
Dosimetry Laboratory for these developments and also it exchanges dosimeters 
and carries out cross-measurements for on-going quality control of the local TLD 
systems. The IAEA provides EAGs with TLDs for irradiation within the 
framework of the regular IAEA dosimetry audit programme for secondary 
standards dosimetry laboratories. In addition, EAGs are encouraged to send to the 
IAEA their TLDs for reference irradiation and ‘blind check’. The IAEA irradiates 
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FIG. 1.  Results of a multicentre pilot study for the audit step 4. Individual symbols correspond 
to the results by different CRP participants. The high energy X ray beams used are 6, 10 , 15 
and 18 MV.
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a few TLD sets with a range of well defined doses and an additional TLD set with 
a dose that is not communicated to the EAG (blind check). The EAGs use the 
reference TLDs irradiated with known doses for the calibration of their TLD 
systems and evaluate the ‘blind TLDs’ based on this calibration. Upon reporting 
the ‘blind doses’ to the IAEA, the actual dose delivered to the TLDs is 
communicated back to the EAG. 

The results of blind checks in 2004–2010 are shown in Fig. 2. To date, 
16 national EAGs participated in this programme with different frequencies. In 
all, 53 blind check irradiations were provided by the IAEA with the mean of the 
DEAG/DIAEA distribution of 0.997 and the relative standard deviation of 0.018. On 
a few occasions, this programme revealed problems with the performance of 
local TLD systems and with the implementation of TLD evaluation methodology. 
All discrepancies between the EAG evaluated dose (DEAG) and the IAEA 
delivered dose (DIAEA) were discussed with the EAGs. Most problems were 
caused by poor stability of TLD readers at the time of the measurements, which 
increased uncertainties temporarily. However, on two occasions, laboratories 
used inadequate TLD readout and evaluation procedures. Some laboratories, 

 FIG. 2.  The results of the EAG blind checks in 2004–2010.
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where problems were observed initially, have been able to rectify them in 
subsequent participations (see Fig. 2). 
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4. CONCLUSION

The IAEA has a long standing history providing support and assistance for 
radiotherapy dosimetry audits in Member States. It has supported the 
development of methodology and establishment of national TLD based QA audit 
networks for radiotherapy dosimetry in order to cost effectively utilize IAEA 
resources and to extend the availability of radiotherapy dosimetry audits to as 
many hospitals as possible throughout the world. 

Since 1995, a series of CRPs has been conducted by the IAEA to assist in 
developing such national dosimetry audit programmes. The overall radiotherapy 
dosimetry audit approach established and developed throughout these CRPs is 
based on a process of increasingly complex steps and parameters being checked. 
This approach was developed in order to have a clear rationale, relevant to 
radiotherapy accuracy, quality and safety, in the use of resources and efforts. It 
was also developed so that experience of previous levels is used to inform 
development, implementation and analysis of results for subsequent levels. 

Through the link with the IAEA Dosimetry Laboratory, the national audit 
networks closely cooperate at the consecutive stages of developing the dosimetry 
audit methodology locally and by carrying out cross-measurements. In this way, 
the EAG systems are interlinked to ensure that international and national 
radiotherapy dosimetry audit networks are working to the consistent levels and 
standards. Currently, the cross-measurement programme is regularly carried out 
between the IAEA Dosimetry Laboratory and several national and international 
audit programmes. When broadly implemented, the network of national audit 
groups for radiotherapy dosimetry will significantly contribute to ensuring the 
consistency of quality in dosimetry in radiotherapy centres worldwide. 
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Abstract

A method of positron dose estimation is based on measurements performed with two 
thermoluminescent dosimeters (TLDs) with different detection sensitivity to positrons and 
photons. Detection efficiencies of both dosimeters were determined by experiments with a plane 
source of 18F shielded by polyethylene layers of various thicknesses. The contribution of 
positrons to the skin dose during preparation and administration of FDG to patients was 
investigated by measuring dose distribution on the hands of nuclear medicine staff. A significant 
decrease of the skin dose caused by positron irradiation of the hands can be achieved by an 
455

additional local shielding of infusion tubes and syringes by a plastic material of a thickness of 
1.5 mm. The use of silicon thimbles with a thickness of 1.5 mm applied to the tips of index fingers 
and thumbs is also recommended, as these areas are usually exposed to the highest dose levels, 
with a significant component of positron irradiation. The proposed radiation protection measures 
may decrease the maximum hand skin doses by approximately 30%. 
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1. INTRODUCTION

During manipulation with FDG (18F-FDG), the hands of nuclear medicine 
staff are often irradiated by positrons that penetrate the walls of syringes or 
infusion tubes, or are emitted from surfaces contaminated by 18F-FDG. A skin 
dose due to positrons is much more localized than a dose due to gamma radiation; 
therefore, in a mixed positron–gamma radiation field, it is necessary to measure 
both components separately. This is not an easy task, because dosimeters 
designed to measure positrons dose are also sensitive to photons.

2. MATERIALS AND METHODS

A method of positron dose estimation is based on measurements with two 
different types of commercially available thermoluminescent dosimeter (TLDs 
(Poland)), each with a different detection sensitivity to positrons and photons. 
The first type is the MCP-Ns (LiF: Mg, Cu, P) with an active layer thickness of 
0.05 mm (tissue equivalent thickness of 0.07 mm), designed to measure Hp(0.07); 
the second TLD is the MCP-7 (LiF: Mg,Cu,P) type with a thickness of 0.9 mm. 
Both TLDs are in the form of circular pellets with a diameter of 4.5 mm. 
Differences in the detection sensitivities between the two different types of TLD 
exposed by 18F-FDG are caused by various thicknesses of their sensitive layers, 
as described in Refs [1] and [2]. According to this study, the thermoluminescent 
(TL) signal for various thicknesses of TLD irradiated by beta particles is given by 
the following equation:

(1)

where C is a proportionality constant, b is a constant dependent on dosimeter 
material properties for a given beta source and the geometry of the irradiator, and 
d is the thickness of the sensitive layer. Taking into account the differences in the 
thickness of the active layers of the tested TLDs, MCP-Ns and MCP-7, 
differences in their positron detection efficiency are assumed.

The value of parameter b for a positron source 18F was determined 
experimentally by using pairs of TLDs MCP-7 and MCP-Ns, which were placed 

TL C e bd= ◊ -( )-1
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at the same positions on the fingers of the hand phantoms, as shown in Fig. 1. 
Between TLDs and the positron source layers of polyethylene of thicknesses 
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0.032 mm, 0.635 mm, 1 mm and 1.9 mm were inserted. Ratios of MCP-Ns to 
MCP-7 TL responses are shown in Fig. 2.   

By modifying Eq. (1), taking into account the attenuation of positrons in the 
shielding material, the measured data in Fig. 2 can be approximated by the 
equation:

FIG. 1.  Measurement of skin dose by pairs of TLDs MCP-7 and MCP-Ns placed on the finger 
phantom. The plane source of positron 18F-FDG is at a distance of 2 cm under the finger.

FIG. 2.  Ratios of TL responses of MCP-Ns to MCP-7 with respect to the polyethylene shielding 
thickness.
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where bs = 0.6 is constant dependent on the shielding material properties for the 
positron source and the geometry of irradiation, ds is the thickness of the 
shielding, constants 0.05 and 0.9 are thicknesses of MCP-Ns and MCP-7, and 
b = 3, 4 for both types of TLD.

Relative differences between measured data and approximation relation (2) 
(for b = 3, 4) in Fig. 2 are less than 10%. 

TL response versus detector thickness calculated by using Eq. (1) for b = 3, 
4 is shown in Fig. 3. 

From Fig. 3, the ratio of TL sensitivities of MCP-7 to MCP-Ns for positron 
detection is 6.0. The TL sensitivities of MCP-7 and MCP-Ns for detection of 
positrons are significantly different. Thus by the use of pair MCP-7 and MCP-Ns 
on the hands of nuclear medicine staff, measurement of both gamma and positron 
components of hand irradiation during manipulation with 18F-FDG could be 
performed.

In positron and gamma mixed fields the value of gamma () and positron 
(p) components can be assessed from measured TL responses of MCP-7 
( ) and MCP-Ns ( ) and by solving the following equations: 

FIG. 3.  TL response to positrons emitted by 18F versus thickness of TLD material of LiF: 
Mg,Cu,P.

TL p
MCP
g +

-7 TL p
MCP Ns
g +

-

MCP MCP MCP- - -7 7 7
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(6)

(7)

The coefficient of 27 is the ratio of TL sensitivities of MCP-7 to MCP-Ns 
for photons using a 137Cs calibration source. The last equation is based on beta 
energy response with respect to 60Co of MCP-Ns irradiated with 147Pm, 204Tl and 
90Sr/90Ir sources [3].

3. EXPERIMENTAL RESULTS

The TLDs were calibrated with 137Cs gamma source with a dose close to 
5 mGy, and the readout was performed with a Harshaw-Bicron 3500 reader in a 
nitrogen atmosphere.

TLDs MCP-7 and MCP-Ns, in close proximity, were encapsulated into a 
polyethylene foil with a thickness of 0.03 mm and attached to latex gloves. 
Twelve various locations on both hands, including those that usually receive the 
highest skin dose (i.e. underneath the tips and the nails of index fingers and 
thumbs), were chosen for placing the TLD pairs to estimate the skin doses during 
a real preparation and administration of 18F-FDG to patients in a nuclear medicine 
department (see Fig. 4). 

Differences of the dose responses in the pairs of TLDs of the same type 
(MCP-7) reached up to approximately 25% (Fig. 5).

These differences are, for example, due to various positions of TLDs, 
energy and angular dependences, batch uniformity and calibration procedure. The 

TL TLMCP MCP Ns
g g

- -= ◊7 27

TL TLp
MCP Ns

p
MCP Ns- -= ◊0 95.
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FIG. 4.  Measurement of skin dose by pairs of TLDs MCP-7 and MCP-Ns on hands with an 
unshielded syringe (left) and with an infusion tube (right), both filled by 18F-FDG.
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contribution of positrons to the total dose can be considered only if the ratio 
MCP-Ns/MCP-7 is higher than 1.25. Taking this into account, the authors 
observed that a positron dose contributed to the total skin dose in about 30% of 
monitored cases (15 monitored cases out of 46). A ‘monitored case’ is one 
monitored by a physician or radiopharmacist at a PET department during two 
working days. 

The contributions of positrons to the total skin dose given in Table 1 were 
determined from measurements using TLD pairs on hand phantoms holding an 
unshielded syringe, distribution vent and infusion tube. The last row of Table 1 
contains the ratio and contribution of positron skin dose using measurements on a 
finger phantom contaminated by 18F-FDG. Experimental determination of the 
contribution of positron dose from an infusion tube to the total skin dose Hp(0.07) 
is in a good agreement with theoretical calculations published in Ref. [4].

4. CONCLUSIONS

A method for estimating skin doses due to positron and photon components 
18

FIG. 5.   Frequency distribution of the ratios of the doses measured by TLD pairs at the tips of 
the index fingers.
460

of radiation fields around positron sources F by using TLDs with different 
detection efficiencies for positrons was introduced. Measurements of skin dose 
on the hands of nuclear medicine staff handling 18F -FDG showed significant 
contributions of a positron component. 
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The skin dose caused by positron irradiation of hands can be decreased by 
an additional local shielding of infusion tubes and syringes by a plastic material 
of a thickness of 1.5 mm. The use of silicon thimbles of a thickness of 1.5 mm 
applied to the tips of index fingers and thumbs (which are usually exposed to the 
highest dose levels) is also recommended. The proposed radiation protection 
measures may decrease the maximum hand skin doses by approximately 30%. 
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Hp(0.07)
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Density
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With unshielded syringe 1.03 0.95 1.2 21%
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Abstract

This study aims to evaluate the radiation protection status in some health centres, in 
Omdurman city in Sudan. It was carried out in four health care centres: (Aldaw-Hajoj (A), 
Abo-Sed (B), Alrakha (C) Wad-Nobawi (D)). The following parameters were investigated: 
X  ray machine performance, ambient dose, patient dose, X ray room design, and radiation 
protection knowledge for technologists and medical doctors. Thermoluminescence dosimeters 
(TLDs) were used to measure patients’ entrance skin dose (ESD). All the centres investigated 
are equipped with mobile X ray machines. Radiation exposure surveys were carried out using 
survey meters and quality control test tools. Knowledge level of doctors concerning radiation 
doses received by patients when they undergo commonly requested radiological examinations 
were investigated using questionnaires. The patient dose was measured in 108 patients in four 
centres in Omdurman city. The mean ESDs were 0.25 mGy for the chest, 0.3 mGy for the upper 
limbs and 0.4 mGy for the lower limbs. The results of the tests were acceptable in all 
parameters except the test of filtration, which showed that the filtration was insufficient. The 
machines at centres A and D were lacking a light beam to check the collimations. The 
knowledge of medical doctors and technologists in the field of radiation protection concepts is 
insufficient and in agreement with previous studies.

1. INTRODUCTION

In recent years, there has been increasing concern among patients and 
radiological workers that unnecessary high levels of radiation are delivered for 
common X ray examinations should be reduced due to radiation risks. The 
medical applications of ionizing radiation are accepted worldwide as being 
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essential tools for improving human health. However, they also represent by far 
the largest manmade source of radiation exposure to the population. It has been 
estimated that 98.80% of the dose due to artificial sources comes from diagnostic 
procedures [1].

In the United Kingdom, an estimated 100–250 deaths occur each year from 
cancers directly related to medical exposure to radiation [2, 3]. Therefore, greater 
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need for radiation protection seems justified. The growing use of imaging 
procedures in Sudan has raised concerns about exposure to low dose ionizing 
radiation in the general population. These departments receive over 1000 patients 
per month; therefore, there is an imperative need to evaluate the radiation 
protection status. 

Furthermore, no study has been published concerning radiation protection 
practice in Khartoum State health centres in the literature. 

Previous investigations proved that doctors’ knowledge of radiation safety 
is insufficient and hundreds of unnecessary examinations are performed every 
year [4–7].

The purpose of this study was to investigate the level of protection in four 
health care centres in Omdurman city concerning the following: (a) the 
evaluation of the departmental design, shielding and availability of radiation 
protection accessories (Lead aprons, thyroid shields, etc), (b) the evaluation of 
the quality control programme and radiation protection status and the method and 
criteria of equipment selection, (c) and the measurement of the patient radiation 
dose in common investigations.

2. DESCRIPTION OF SCENARIO SELECTION PROCEDURES

2.1. Dosimeter

TLD GR200A (made up of LiF(Mg,Cu,P)) circular type to measure the 
patients’ doses for different investigations. The high sensitivity to photons and 
excellent linearity down to few µGy makes it suitable for accurate measurements. 
In this study, a total of 30 Thermoluminescence dosimeter (TLD) chips were 
calibrated under reproducible reference conditions using Toshiba Rotande model 
(T6-6TL-6) against ionization chamber PTW.CONNY ΙΙ connected to radiation 
monitor controller at 100 cm SSD, 75 kV and 20 mAs. Both the chamber and 
electrometer were calibrated for the energy ranges 30–120 kVp at the national 
standard laboratory. The TLD signal was read using an automatic TLD reader 
(Fimel PCL3, France) in an atmosphere of inert nitrogen. The readout was at a 
155°C, preheat temperature and the signal was acquired from 155–260°C with a 
heating rate of 11°C/s.
464

2.2. Patient dose measurements

A total of 108 patients were investigated in this study. The measurements 
include chest–upper limbs–lower limbs investigations. The entrance skin dose 
(ESD) was directly measured for the radiographic procedures using three TLDs 
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(one envelope) placed on the patients’ skin surface at the point of insertion of the 
central axis beam using a very thin envelope made of white polyethylene plastic 
foil, each containing three TLDs. During the radiographic procedure, the TLDs 
are kept in the required position and are fixed in place with sticky tape. 

2.3. X ray machines

All of these centres are equipped with mobile machines and serve the local 
community because these departments dedicated to routine (plain) films. The 
types of machine in all centres are:

2.4. Quality control of radiographic units

The three types of quality control tests implemented were visual inspection 
and performances testing to evaluate the performance of X ray generator and 
X ray tube. These parameters include reproducibility of exposure factors, 
radiation output and filtration. Ambient doses were measured using a calibrated 
survey meter (RDS-120, Universal Survey Meter, range of 0.05–10 μSv/h, Rados 
Tech, Finland) Measurements were performed at the following locations: the 
control unit, the door and a dark room. The X ray tube output (mGy/mAs) used a 
Unfors Xi dosimeter with an accuracy better than 5%. 

Centre Manufacturer Filtration
(mm Al)

Date of
manufacture

Aldaw-Hajoj (A) ShimadzuR-0CA 1.5 2004

Abou-Sed (B) ShimadzuR-0CA 1.5 2004

Alraha (C) ShimadzuR-0CA 1.5 2004

Wad-Noubawi (D) Siemens 2.0 2006
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2.5. The questionnaires

A questionnaire was circulated to 18 medical doctors and 15 technologists 
working at these centres. Participants were asked about the radiation dose from 
radiation dose units of measurements, the annual dose from background 
radiation, biological effects of radiation and methods of radiation protection.
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The first questionnaire (for the technologists) was designed to collect data 
regarding the following parameters: shielding, radiation protection accessories 
(lead apron, etc.). The second questionnaire was designed to collect the data from 
the doctors in order to evaluate the justification criteria. The answers were 
evaluated according to the United Nations Scientific Committee on the Effects of 
Atomic Radiation (UNSCEAR) 2000 report [1] and were considered correct 
within a 20% deviation.

3. RESULTS

3.1. Patient dose measurements

This study aimed to evaluate the current status of radiation protection in 
different centres in Omdurman. Radiation dose measurements were performed in 
108 patients (chest–upper and lower limbs–skull).The mean ESDs were 
0.25 mGy for the chest, 0.3 mGy for the upper limbs and 0.4 mGy for the lower 
limbs, as shown in Table 1.

The lowest radiation dose was in centre B (mean of 0.22 mGy) and the 
highest dose was in centre A (mean of 0.33 mGy). These doses are higher than 
the DRL suggested by the NRPB [8]. 

The protection status associated with co-patients was good in the three 
centres (B, C and D) and high in centre A where the dose rate at the reception 
reached 100 µSv/h. The radiation dose to the technologists was within the annual 
limits recommended by ICRP [9] and high in one centre (centre D: 21.12 mGy/a).

3.2. Quality control of radiographic units

The result shows there was radiation leakage in centres A (reception) and 
centre D (control unit). Measurements were not taken at centre B due to 
administrative obstacles (Table 1).

3.3. The questionnaires

All the 33 questionnaires were returned. The knowledge of medical doctors 
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in the field of radiation protection concepts was very poor. Therefore, 
unnecessary exposure and optimization and justification principles were hard to 
apply. The results of this study showed that all the centres lacked protection 
accessories (gonad shields, thyroid shield), three centres without lead glass, no 
radiation protection officer or medical physicist in all centres and as a 
consequence, no quality control programme or occupational dose monitoring.        
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TABLE 1.  THE MEAN, STANDARD DEVIATION AND RANGE (in 
parentheses) FOR ALL THE VARIABLES MEASURED FOR ALL THE 
PATIENTS

Projection n.pt kVp mAs BMI ESD (mGy)

Chest    ( PA) 56 62 ± 3.6
(55–73)

12 ± 3.6
(2–20)

29 ± 3.3
(15–32)

0.25 ± 0.04
(0.14–0.36)

Wrist 4 58 ± 4
(55–63)

4.1 ±1.4
(2.5–5)

20.6 ± 5.3
(16.4–24.9)

0.21 ± 0.05
(0.05–25)

Hand 9 52 ± 3.7
(48–60)

7.5 ± 1.8
(3.6–8)

32 ± 2.1
(30.5–33.6)

0.24 ± 0.07
(0.17–0.40)

Forearm 3 56 ± 8.4
(50–62)

7.5 ± 2
(6–9)

32 ± 2.1
(30.5–33.6)

0.40 ± 0.2
(0.27–0.55)

Elbow 8 56.4 ± 5.8
(48–64)

7.1 ± 3.9
(3.6–14)

31 ± 8.2
(22–44)

0.36 ± 0.7
(0.14–0.58)

Shoulder 5 63.6 ± 3.6
(60–68)

7.7 ± 3.6
(3.6–12)

32.2 ± 3.2
(28.3–35.7)

0.25 ± 0.08
(0.16–0.36)

Foot 5 58.4 ± 3.2
(55–62)

8.4 ± 3.2
(5–12)

28 ± 4.4
(23.4–33.4)

0.36 ± 0.13
(0.25–0.6)

Ankle 2 55.5 ± 2.1 (5457) 5.7 ± 0.9
(5–6.4)

30.6 ± 6.5
(26–35.2)

0.26 ± 0.03
(0.24–0.28)

Knee 12 57 ± 4.8 (48–68) 8.4 ± 3
(5–14)

23.4 ± 0.53
(18–26.1)

0.43 ± 0.15
(0.24–0.74)

Skull 1 65.0 12.0 21.4 0.55

Hip 1 80.0 12.0 33.2 0.44

Leg 2 55.5 ± 2.5
(54–57)

12–8
(5.7 ± 0.8)

(5–6.4)

30.5 ± 4.5
(26–35)

0.26 ± 0.02
(0.23–0.28)
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Further, 95% of doctors underestimated the radiation risks for paediatric 
patients, which might lead them to request radiological examinations more often 
than is necessary and safe. This means increased risk for patients. 

4. DISCUSSION 

Radiation dose measurement in diagnostic radiology is considered to be a 
critical factor for optimizing radiation protection to the health care practitioners,
the patient and the public. In diagnostic radiology, there is a need to measure 
patient doses because X rays are potentially harmful. Patient dose must be 
assessed at least once every three years in order to compare the typical dose for an 
average sized patient with the DRL [9], which have been expressed in terms of 
ESD.  

4.1. Patient dose measurements

Patient dose depends on many parameters and exposure factors. Although 
patient dose increases with weight, individual variations can be great (Table 1). 
ESD was 40% higher than the NRPB study [8]. This result indicates that a low 
degree of patient dose optimization was achieved in this study. The mean ESD 
centre A ranged from 0.74 mGy to 0.2 mGy; centre B ranged from 0.44 to 

TABLE 2. THE RESULTS OF THE RADIATION DOSE RATE (µSv/h) AT 
DIFFERENT LOCATIONS IN THE X RAY ROOM

Centre Door and reception Dark room Control unit

A 100 1 1.0 

B — — —

C 0.0a 0.0a 10 

D 0.0a 0.0a 1.0 

a Below the detection limit of the survey meter.
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0.14 mGy; centre C ranged from 0.56 mGy to 0.2 mGy; and centre D ranged from 
0.55 mGy to 0.19 mGy in all the examinations.

In centres A and B, the ESD were up to 70% higher than the DRL, because 
there is a light beam collimator.

Patient dose in radiography can be reduced by a number of factors without 
losing the necessary information for diagnosis; one of these factors is collimation. 
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Reducing the size of the X ray beam to the minimum size needed to image the 
object of interest is an obvious means of limiting dose to patients. Limiting beam 
area on the skin surface also limits the volume of the irradiated patient. In 
addition to the importance of ‘field size’ on the patient’s skin, the X ray source to 
skin distance plays a role in limiting doses. Because of the divergence of the 
X ray beam, increasing this distance reduces the divergence within the patient 
and therefore reduces the volume irradiated [10].

Increasing the speed class of the film–screen combination will affect both 
the ESD and effective dose by the same factor. The higher the sensitivity class, 
the lower the dose, but image quality requirements ultimately limit the range of 
acceptable sensitivities. In order to obtain an adequate level of patient dose and 
good image quality, screens must also be matched with the appropriate type of 
film (green or blue sensitive film). The sensitivity class of the film–screen 
combination used should be selected according to the type of examination. The 
quality of the image and the radiation dose depend on the characteristics and 
condition of the film and intensifying screens used. Therefore, it is important that 
the screens are carefully handled and kept clean using the manufacturer’s 
recommended products [11]. 

The optimal choice of energy spectrum depends primarily on patient 
thickness, contrasting detail, characteristics of the antiscatter grid used, and 
image receptor and display method. While a ‘high kilovolt technique’ is desirable 
in some types of examination, in general, high kilovolt techniques cannot be 
recommended in cases where high contrast performance is needed. The usual 
approach is to use the highest kVp that is compatible with the imaging 
performance required to ensure a diagnostic image [10]. Higher kilovoltages 
reduce skin dose, but lead to higher ‘depth’ dose and a greater scattering of 
X rays [9, 11]

Filtration is used to remove the low energy components of the X ray 
spectrum which do not contribute to image formation but are absorbed by 
superficial layers of the tissues. 

The minimum total filtration present in a standard general radiographic 
X ray tube for use up to 100 kVp is not less 2.5 mm of aluminium (in the centres 
in question, the filtration is 1–2 mm Al), which increases the ESD. If too much 
additional filtration is used, image quality can be compromised by the reduction 
in contrast that arises from the harder quality of the incident X ray beam. Also, 
469

too much filtration reduces the amount of radiation reaching the film.
Reductions in mAs affect both ESD and effective dose by the same factor. 

In some cases, there is scope to keep the same mAs by increasing the mA and 
reducing the time. This also may yield image quality improvements by reducing 
motion blurring due to shorter exposure time.
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In general, reduction of the patient dose can be achieved by using 
collimation–fast speed screen–high kilovolt techniques. Periodical monitoring of 
patient doses should be performed every three years as recommended at 
international levels. Quality control tests are crucial in radiation dose 
optimization and diagnostic reference levels. Continuous training in radiation 
protection is vital for medical doctors and technologists.

4.2. Quality control test 

Since this study was the first in the field of radiation dose and radiation 
protection, at the beginning, quality control tests were performed in all X ray 
departments in order to obtain baseline data for these machines; Table 3 shows 
the results of quality control tests. The entire test is acceptable except for the 
filtration.

4.3. Ambient dose

Readings of the survey meter showed that the dose for the worker in centres 
A and D were (1 µSv/h). Thus, the annual dose can be easily calculated using the 
working load for staff. Therefore, the annual effective dose for staff ranged from 
2.11 mSv to 2.49 mSv, which is acceptable. All the areas surrounding these 
departments were no radiation leakage accept the reception of centre A, which 
has the highest dose to the co-patient (100 µSv).  

TABLE 3. RESULTS OF QUALITY CONTROL TESTS IN THE CENTRES

Name of test/centre A B C D

Reproducibility
of exposure

<0.05 <0.05 <0.05 <0.05

Radiation output < 10% < 10% < 10% < 10%

Filtration check <0.5 <0.5 <0.5 <0.5

kVp accuracy <4 of each other <4 of each other <4 of each other <4 of each other
470

mAs linearity 0.0008 0.0007 0.005 0.001

Perpendicularity — Acceptable — Acceptable

Beam restriction system — Acceptable — Acceptable
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4.4. The questionnaire 

The level of doctors’ knowledge concerning radiation doses received by patients 
when they undergo commonly requested radiological investigations is 
insufficient to protect them from unjustified radiation. For example, only 3% of 
the doctors had radiation protection courses. The basic rule of radiation 
protection is not considered during patient imaging; for example, only 18% of the 
sample asked about the ten day rule (pregnancy); 16% of the images were 
performed without a suitable request, and the rejection and repetition ratio of the 
radiograph could reach 30%.

5. CONCLUSION

The knowledge of medical doctors in this study in radiation protection 
concepts is insufficient and in agreement with previous studies. Therefore, 
unnecessary exposure, optimization and justification principles are not easily 
applied. Continuous training in radiation protection is vital for medical doctors 
and technologists

The results of patient dose measurements indicate that the current pattern of 
use of diagnostic imaging in these centres is exposing patients to substantial 
higher doses of ionizing radiation. Strategies for optimizing and ensuring 
appropriate use of these procedures in the general population should be 
developed.

REFERENCES

[1] UNITED NATIONS SCIENTIFIC COMMITTEE ON EFFECTS OF ATOMIC 
RADIATION. SOURCES AND EFFECTS OF IONIZING RADIATION, UNSCEAR 
2000, Vol. 1, Report to the General Assembly, UN, New York (2000).

[2] ROYAL COLLEGE OF RADIOLOGISTS, NATIONAL RADIOLOGICAL 
PROTECTION BOARD, Patient dose reduction in diagnostic radiology. Documents of 
the National Radiological Protection Board; 1: No 3. (1990).

[3] SHIRALKAR, S., RENNIE, A., SNOW, M., GALLAND, R.B., LEWIS, M.H., 
GOWER-THOMAS, K., Doctors’ knowledge of radiation exposure: Questionnaire 
471

study, BMJ 327 (2003) 371–2.
[4] ARSLANOĞLU, A., BILGIN, S., KUBAL., Z., CEYHAN, M., İLHAN, M., 

MARAL, I., Doctors’ and intern doctors’ knowledge about patients’ ionizing radiation 
exposure doses during common radiological examinations. Diagn Interv Radiol. 13
(2007) 53–55.



SULIEMAN et al.

[5] QUINN, A.D., TAYLOR, C.G., SABHARWAL, T., SIKDAR, T., Radiation protection 
awareness in non-radiologists, Br J Radiol. 70 (1997) 102–106. 

[6] JACOB, K., VIVIAN, G., STEEL, J.R., X ray dose training: Are we exposed to enough? 
Clin Radiol 59 (2004) 928–934.

[7] SOYE, J.A., PATERSON, A., A survey of awareness of radiation dose among health 
professionals in Northern Ireland, The British Journal of Radiology 81 (2008) 725–729.

[8] HART, D., WALL, B., Radiation exposure of UK population from medical and dental 
X ray examination, NRPB (2002) 30–31.

[9] INTERNATIONAL COMMISSION OF RADIOLOGICAL PROTECTION. ICRP 103. 
The 2007 Recommendations of the International Commission on Radiological 
Protection, Ann, ICRP 103 (2007). 

[10] INTERNATIONAL COMMISSION ON RADIOLOGICAL PROTECTION, ICRP 
Publication 60, Annals Vol. 21, No. 1–3, Pergamon, Oxford, UK (1991).

[11] INTERNATIONAL ATOMIC ENERGY AGENCY, Radiation Doses in Diagnostic 
Radiology and Methods for Dose Reduction, IAEA-TECDOC-796, IAEA, Vienna 
(1995).
472



CHAIRPERSONS OF SESSIONS

Session 1 P.J. ALLISY-ROBERTS BIPM
H.M. KRAMER Germany
P. ANDREO Sweden
A. MEGHZIFENE IAEA
K. ROSSER United Kingdom
J. SEUNTJENS AAPM

Session 2 S. HUQ AAPM
J. MEDIN Sweden
H. PALMANS United Kingdom
D.T.L. JONES ICRU

Session 3 J. VENSELAAR ESTRO
D. VAN DER MERWE South Africa

Session 4 A. TORRESIN EFOMP
K. FAULKNER EFOMP
J. BOONE ICRU
D.R. DANCE EFOMP
F. SHANNOUN WHO
D. McLEAN IAEA

Session 5 G.S. IBBOTT AAPM
J. VAN DYK IAEA

Session 6 M. LJUNGBERG Sweden
W. BOLCH ICRP
G. SGOUROS SNM
S. PALM IAEA

Session 7 D. THWAITES ESRO
J. IZEWSKA IAEA

Session 8 Z. KNEZEVIC Croatia
R. CRUZ-SUÁREZ IAEA
473



SECRETARIAT OF THE SYMPOSIUM

A. MEGHZIFENE Scientific Secretary 
M. KHAELSS Conference Services
D. UMGEHER Conference Services
J. INCE Administrative Support
S. STEYSKAL Administrative Support
E. POSTA Administrative Support
B. HALL Proceedings Editor
R.J. BENBOW Coordinating Editor

PROGRAMME COMMITTEE

P.J. ALLISY-ROBERTS BIPM
H. AMOLS AAPM
P. ANDREO Sweden
R. CRUZ-SUÁREZ IAEA
K. FAULKNER EFOMP
D.S. FOLLOWILL AAPM
D. GEORG IOMP
O. HOLMBERG IAEA
J. IZEWSKA IAEA
D.T.L. JONES ICRU
A. KESNER IAEA
M. KRAMER Germany
D. McLEAN IAEA
A. MEGHZIFENE IAEA
S. PALM IAEA
G. SGOUROS SNM
F. SHANNOUN WHO
H. SVENSSON IOMP
D. THWAITES ESTRO
A. TORRESIN EFOMP
474

D. VAN DER MERWE South Africa
J. VAN DYK IAEA
J. VENSELAAR ESTRO



AUTHOR INDEX

Aalbers, A.: (1) 417
Abd-Alrahman, F.N.: (2) 125
Aguirre, J.F.: (2) 349, 411
Ahnesjö, A.: (1) 407
Alfonso-Laguardia, R.: (1) 235

(2) 301, 317, 433
Allisy-Roberts, P.J.: (1) 25, 121
Alm Carlsson, G.: (1) 129 (2) 83
Almeida, C.D.: (2) 107
Alonso Samper, J.L.: (2) 433
Al-Sulaiti, L.: (1) 343
Alvarez, P.: (2) 147, 189, 349,

411
Álvarez-Romero, J.T.: (1) 407
Andreo, P.: (1) 29, 139, 343, 357
Antonio, P.L.: (1) 435
Aragno, D.: (1) 263
Azangwe, G.: (2) 335, 443
Bacek, D.: (2) 455
Bailey, M.: (1) 75
Bamberg, M.: (1) 427
Bardiès, M.: (2) 247
Barnes, P.J.: (2) 67
Barros, V.S.: (2) 77
Baum, R.P.: (2) 301
Bednarz, G.: (1) 219
Benguerba, M.: (1) 381
Benmakhlouf, H.: (1) 139
Bera, P.: (2) 335, 443
Betti, M.: (1) 263
Bogaerts, R.: (2) 227
Bogdanov, B.: (2) 161

Boziari, A.: (2) 21, 399
Bressers, E.: (2) 161
Brunet, G.: (1) 273
Buchheit, I.: (1) 273
Büermann, L.: (2) 33
Burkart, W.: (1) 19
Burns, D.T.: (1) 55, 121
Caldas, L.V.E.: (1) 435 (2) 77
Calderón-Marín, C.F.: (2) 301,

317
Campos L.L.: (2) 207
Canevaro, L.V.: (2) 107
Carlsson Tedgren, Å.: (2) 423
Carrier, J.-F.: (1) 193
Cascio, E.: (1) 87
Cassola, V.F.: (2) 135
Castra, L.: (2) 97
Cavinato, C.C.: (2) 207
Cetto, A.M.: (1) 23
Chhem, R.: (1) 19
Chiesa, C.: (2) 247
Chung, E.: (1) 87, 249
Clasie, B.: (1) 87
Cockmartin, L.: (2) 53
Coelho, M.: (1) 111
Cojocaru, C.D.: (1) 99
Colbus, S.: (1) 319
Cora, S.: (1) 181
Crespi, M.: (2) 217
Cruz, J.C.: (2) 207
Cuypers, R.: (2) 377
D’Agostino, E.: (2) 227
475

Boisserie, G.: (1) 273
Bolch, W.: (2) 281
Bosmans, H.: (2) 53
Böttcher, R.: (2) 33
Bouchard, H.: (1) 193, 249

Dance, D.R.: (2) 53
Darko, J.: (2) 197
Daures, J.: (1) 67
Davidson, S.: (2) 147
de Almeida, C.E.: (1) 111



AUTHOR INDEX

de Andrade, M.E.: (2) 77
de Angelis, C.: (1) 263
de Brabandere, M.: (1) 417
de Freitas Nascimento, L.:

(2) 227
de la Fuente, L.: (1) 235
Defraene, G.: (2) 227
Derreumaux, S.: (1) 273
Desbrée, A.: (2) 265
Desrosiers, M.F.: (1) 219
Dewerd, L.: (1) 219
Díaz-Rizo, O.: (2) 301, 317
Dinakaran, P.M.: (2) 93
Donnariex, D.: (1) 407
Duane, S.: (1) 75
Duchateau, M.: (2) 161
Elfadil, M.: (2) 463
Engelsman, M.: (1) 87
Fernandez, E.M.: (1) 153
Fisher, G.: (2) 147
Flanz, J.: (1) 87
Flux, G.: (2) 247
Followill, D.S.: (2) 147, 189, 349,

411, 443
Foti, C.: (2) 217
Francescon, P.: (1) 181
Franco, L.: (1) 111
Fukuda, K.: (2) 43
Fukumura, A.: (2) 391
Fülöp, M.: (2) 455
Garcia Yip, F.: (2) 433
Gasparini, D.: (2) 115
Gavazzi, S.: (1) 111
Georg, D.: (2) 443

Hadid, L.: (2) 265
Hamadelneel, M.: (2) 125
Helmrot, E.: (2) 83
Hensley, F.: (1) 407
Hourdakis, C.J.: (2) 21, 399
Huq, S.: (1) 219
Hušák, V.: (2) 455
Hussain, B.M.: (2) 125
Husso, M.: (2) 3
Ibbott, G.S.: (2) 147, 189, 349,

411
Izewska, J.: (2) 335, 443
Jacobs, A.: (2) 53
Janssens, H.: (2) 377
Jokelainen, I.: (1) 367
Jones, D.T.L.: (1) 27, 357
Junell, S.: (1) 219
Kacperek, A.: (1) 343
Kapsch, R.-P.: (1) 209, 297
Kaulich, T.W.: (1) 407, 427
Kawrakow, I.: (1) 193
Kessler, C.: (1) 121
Khalifa, S.: (2) 463
Khoury, H.J.: (2) 77
Kilby, W.: (1) 181
Klingebiel, M.: (1) 319
Knöös, T.: (2) 365
Koedooder, C.: (1) 417
Kosunen, A.: (1) 367 (2) 3
Koumpouli, E.: (2) 21
Kramer, R.: (2) 135
Krauss, A.: (1) 209
Kunz, M.: (1) 319
Kurosawa, T.: (2) 43
476

Giovannini, G.: (2) 237
Gomola, I.: (1) 297 (2) 455
González-González, J.J.: (2) 301,

317
Grandgirard, N.: (2) 265

Kusano, Y.: (2) 391
Larrinaga-Cortina, E.: (1) 235

(2) 433
Larsson, P.: (2) 423
Lassmann, M.: (2) 247



AUTHOR INDEX

Leanerts, E.: (2) 227
Lelie, S.: (2) 161, 377
Lennertz, T.: (2) 161
Livingstone, R.S.: (2) 93
Ljungberg, M.: (2) 251
Lowenstein-Leif, J.: (2) 349
Lu, H.M.: (1) 87
Maigne, L.: (1) 407
Makaiová, I.: (2) 455
Malisan, M.R.: (2) 217
Malke, Z.: (2) 423
Malusek, A.: (1) 129 (2) 83
Martinkovi, J.: (1) 343
Matsumoto, S.: (2) 43
Matsumoto, T.: (2) 43
Mauring, A.: (2) 175
McEwen, M.R.: (1) 87, 99
Medich, D.C.: (1) 407
Medin, J.: (2) 365
Medjadj, T.: (1) 381
Mizuno, H.: (2) 391
Moerland, M.: (1) 417
Molineu, A.: (2) 147, 189, 349
Morales-Lopez, J.L.: (2) 433
Moretti, E.: (2) 217
Mourtada, F.: (1) 407
Moussous, O.: (1) 381
Nitsch, P.: (2) 147
Nouda, R.: (2) 43
Novotny, J., Jr.: (1) 219
Nunes, M.M.: (2) 107
Olding, T.: (2) 197
Oliva, J.P.: (2) 301
Olsson, S.: (2) 423

Palmans, H.: (1) 75, 161, 309,
343

Persson, L.: (2) 365
Picard, S.: (1) 55
Pierrat, N.: (2) 265
Potiens, M.P.A.: (2) 77
Pradhan, A.S.: (1) 407
Pressello, M.C.: (1) 263
Provinec, P.: (2) 455
Quader, M.: (1) 219
Quast, U.: (1) 407
Quesada-Cepero, W.: (2) 317
Ragan, P.: (2) 455
Rapp, B.: (1) 67
Rauco, R.: (1) 263
Rijnders, A.: (1) 417 (2) 377
Rivard, M.J.: (1) 407
Roger, P.: (1) 55, 121
Rosenblatt, E.: (2) 335
Ross, C.K.: (1) 87, 99
Rosser, K.E.: (1) 153
Rouijaa, M.: (1) 209
Saito, N.: (2) 43
Sakata, S.: (2) 391
Sakuraba, R.K.: (2) 207
Sander, T.: (1) 75
Santini, E.: (1) 263
Sarfehnia, A.: (1) 87
Sarrazin, T.: (1) 273
Satariano, N.: (1) 181
Schaeken, B.: (1) 417 (2) 161,

377
Schmidt, R.: (2) 97
Schreiner, L.J.: (2) 197
477

Ostrowsky, A.: (1) 67
Owen, P.: (1) 75
Padovani, R.: (2) 115, 217
Pafundi, D.: (2) 281
Paganetti, H.: (1) 87

Schreurs, S.: (2) 161, 377
Schroeyers, W.: (2) 161, 377
Sergent, F.: (2) 377
Seuntjens, J.: (1) 87, 193, 249
Shipley, D.R.S.: (1) 343



AUTHOR INDEX

Silvestre-Patallo, I.: (1) 235
(2) 433

Sjögreen-Gleisner, K.: (2) 251
Soares, C.G.: (1) 407
Soisson, E.: (1) 249
Stewart, K.: (1) 87
Stucki, G.: (1) 99
Sulieman, A.: (2) 125, 463
Taccini, G.: (2) 237
Tanaka, T.: (2) 43
Temperton, D.: (2) 67

Trianni, A.: (2) 115
van den Heuvel, F.: (2) 227
van’t Riet, A.: (1) 417
Vanhavere, F.: (2) 227
Vatnitskiy, S.: (1) 357 (2) 335
Verellen, D.: (2) 161, 227, 377
Viscomi, D.: (1) 263
Vlk, P.: (2) 455
Vynckier, S.: (1) 417 (2) 377
Wayson, M.: (2) 281
Wulff, J.: (1) 287, 319, 331 (2) 97
478

Thissen, B.: (1) 417
Thomas, R.A.S.: (1) 343
Thwaites, D.: (2) 443
Toni, M.P.: (1) 393
Toroi, P.: (2) 3

Xavier, M.: (2) 77
Zakaria, G.K.: (1) 407
Zeverino, M.: (2) 237
Zink, K.: (1) 287, 319, 331 (2) 97
Zubizarreta, E.: (2) 335



@
�


�

�
#

+

�

!
:

+

�

$
<

+

�

)

+

�

$
��

$
 

+

�

)
�

+

�

)
6

+

�

;

+

�

"
�

+

�

&
;

+

�
�

+

�

<

+

�

�
;

+

�

������

�	
	�����
�	
�����������������
����	����������������
�	����������	
��
�������������������������������������	
������	����

�������������	���	�������		������������������������
��	���	��������������
����� !"����������

����� �
���������
��� ��$
�����%&'�(�
�������)�����*�+!,�*�-.-/��

�	������0�1%.�-�2/.3�4444�5�6�70�1%.�-�2/.3�44''��

��
	0����$
��8���
�����������5�(����
�0���099�������
�����������

� "�#
�������;��������$��������)�
�/3/��<=..23�<�����	���

�	������0�1-/�/�>-'�&-�3'�5�6�70�1-/�/�>-'�3'�&.��

��
	0���������	�����8
������������5�(����
�0���099��������=��=	���������

���%�
�����������
�����&>3.�6������<	$��� �
��/33��;�������*#�/343%=&-&%��� ���

�	������0�.='33='%>=-&>4�5�6�70�.='33='%>=-&>3��

��
	0������������8�����������5�(����
�0���099���������������

���������	
��
�?�!�������;����.=>-%2�!������)����"�����"���
���@.:�2:-��

�	������0�1%.-�4&>�/%%>�5�6�70�1%.-�4&>�4%%3��

��
	0����������8����������������5�(����
�0���099��������������������

&��
������	
��
����
��!�
����0�!�
������	��������?����������!������
����+����	�
��� ��
������"��<�7�/.3-��<�
�
�?�

'�$&���(�! $
������!A�� �)�"���@	�����$��-&4��.'3�/.�������2��

�	������0�1&/3�/%%3-�>-%&�5�6�70�1&/3�/'&'/�.%&%��

��
	0������8��������B�5�(����
�0���099������������B�

� ��%
�����
����@
������������"�<"C�./'�D@���������.E��6��=33.3.�,�	�
��
��

�	������0�1->'�2�./.�&.�5�6�70�1->'�2�./.�&&>3��

��
	0����
	���8������
��������5�(����
�0���099����������
��������

���$�
���=��
��>������:����������"��<�7�/>��6=4>2/.����
��!���7�.2��

�	������0�1--�.�&/�3.�&2�&2�5�6�70�1--�.�&/�3.�23�23��

��
	0�������
8������
����5�(����
�0���099�����������
����

�$�
�
��� � ��.&>�����������$
?����2&/-%�!������!���7��

�	������0�1�--�.�&4�&3�%4�3/�5�6�7�1--�.�&4�&3�%4�3/��

��
	0������	��$���
��8	�$�
�
������5�(����
�0���099����	�$�
�
������

��#��*
�"=F��	�?��F���
���=�����F��	�?��G��,�����,��?�����.3��#=>-..-�<�����

�	������0�1�&2�//'�2&�23�/3�5�6�70�1&2�//'�2&�23�/3����1&2�//'�2&�23�///��

��
	0�����		��?8���=$��	�?����5�(����
�0���099�������=$��	�?����

��"��*

��������;����<�������������"��<�7�./%��,=.%>%�<��������

�	������0�1-%�.�/>4�4444�5�6�70�1-%�.�/>4�4&4/�5����
	0������8	
�����������
%�
		
������	
������G������.��6	�����#������,������.>��:�����,����
��*��?��<�		����������*����
�&33�33.���

�	������0�12.�//�//%.42/%9/4�5�6�70�12.�//�//%.42/'��

��
	0��		
���	8$��	�����5�(����
�0���099�����		
�����	
����������

�����		��/94/���
������
�!�	�����#�	�
�..3332��

�	������0�12.�..�/-/%'4'%��12.�..�/-/>4/%&�5�6�70�12.�..�/-/'.-.>��

��
	0�������		8$��	����

� *

����
�� �
��
H���#���;��
���
�<
��
��I���"�J��F
��!�����		
�%���=/3.&%�*
	����

�	������0�1-2�3/�&'�2>�&>�>/����&'�2>�&>�%/�5�6�70�1-2�3/�&'�2>�&>�&'��

��
	0�
���8	
����
���
������5�(���
�0�����	
����
���
�����



+�(��
*���B���!��������;����.-=%��
�������
��-��������!���=����+�����.3-=33/4��

+�	������0�1'.�-�-/4>�'>'/�5�6�70�1'.�-�-/4>�234/��

���
	0�������	8����B���������5�(����
�0���099��������B���������

��(�! $�,)�-,���
@�� ��������������
���<��
�����#���� �����<	�?��/���6	�����/4>=.�K��?�:��=���?� ��!��=G�� ���	�.-4=.-3�

+�	������0�13/�>'2�.4&3�5�6�70�13/�>'2�.4&%�5�(����
�0���099�����
���������

���&�� ��%�
#��;
��������������
���	�����	
��
���<�F���*�������)���������/3����;=4&'/�<A�,�������?����

+�	������0�1-.�D3E�>-�>4&333&�5�6�70�1-.�D3E�>-�>4/2/2%��

���
	0������8��	
������������5�(����
�0���099������	
������������

*��
�����
������������
���	��@����	�����>3����"��<�7�.'>-��/433�!A�A����������

+�	������0�1-.�42-�%'&�&33�5�6�70�1-.�42-�%.>�%2'��

���
	0�
���8�
�������	�5�(����
�0���099�����
�������	�

 ��������A�
	
�?�����$�����"��<�7�'-3��/.%3� A�;
�����

+�	������0�1-.�/>/�&->�...�5�6�70�1-.�/>/�&.>�'''��

���
	0�
�����8������	�5�(����
�0���099����������	�

����'�� ��%
#���������
��� ��$
�����%&'�(�
�������)�����*�+!,�*�-.-/�������	
���

+�	������0�1%.�-�2/.3�4444�5�6�70�1%.�-�2/.3�44''��

���
	0����$
��8���
�����������5�(����
�0���099�������
�����������

� ,.���
!�������$��A�	�B���������@��
����$��/�� �=.>./�;���	������

+�	������0�1-'%�.�&-/�-.�&&�5�6�70�1-'%�.�/-3�.&�->��

���
	0�
����������8��������$�=B��
�5�(����
�0���099������������$�=B��
9�$�B�

�(��
#L�B���� ������ ������9�:����<��$���-����=/'33%�*���
���

+�	������0�1-&�2.�4'.�2&�'3�5�6�70�1-&�2.�>4>�>>�%-��

���
	0��������8�
�B�����������������	�8�
�B�����������������	���8�
�B��������������	
�8�
�B����������

(����
�0���099�����
�B�����������

����%�-�"%,#
+��� �
������"�H���;���������
���	� �	����?�������"�<�7�/2������
�����)-�.�G���

+�	�������D������E0�1&&�'43�%33�>>>/�5�D��M�
�
��E0�1&&�/34�'4-�'-4/�5�6�70�1&&�/34�'4-�'/3-��

���
	�D������E0������������8���������5�D��M�
�
��E0��������M�
�
��8���������5�(����
�0���099�������������

"�=	
�����������

#�;+������<����(��	���	����;����-2��	�7������)��������	������� �������@+.>�/�N��

���
	0�
���8��������������5�(����
�0���099������������������

<�������������$
��������

������
��;������"��<�7�..2�� �$���?�� G.�&+���

+�	������0�1&&�.&-'4&'...�5�6�70�1&&�.&-'4&''&&��

���
	0�������8������
������5�(����
�0���099����������
�����

����%����,��
#�����33&��)����#!/=3'>-��6
����$�������&%�� ���������K�������K��.33.4��� ���

D��E�+�	������0�1'33�/>-=2%&%����1/./�2%-='-3/�5�6�70�1/./�2%-=-&'2��

���
	0����	
��
���8�����?�5�(����
�0���099���������?�

����%��������,)��#��$�
<�����������
�����&>3.�6������<	$���� �
��/33��;�������*#�/343%=&-&%�

+�	������0�.='33='%>=-&>4�5�6�70�.='33='%>=-&>3��

���
	0������������8�����������O�(����
�0���099���������������

)���������	
��
�?�!�������;����'./���������$����"?�������?���K��.-%%2��

+�	������0�1'''�>>.�4&43�D�		=����E�5�6�70�1'''�>%'�'>&%�D�		=����E��

���
	0����������8����������������5�(����
�0���099��������������������

,
�	
������
	/�	������
�����
0�����������	�����������������
���	���0�

#�
1	������������	������2���	
������������0�����	
�3���	��3��

F
�����������
���	�!�������"�<�7�.33��.&33�F
����������
��

+�	������0�1&-�.�/%33�//>/2�D���//>-3E�5�6�70�1&-�.�/%33�/2-3/�

���
	0���	������	
��
���8
������?�5�(����
�0���099����
������?9�����

11
-1

58
61



Atoms for Peace

Atoms for Peace

Atoms for Peace

Atoms for Peace

P1514_vol2_cover.indd   1 2011-12-07   09:18:31


	FOREWORD
	CONTENTS OF VOLUME 2
	CLINICAL DOSIMETRY X RAY IMAGING (Session 4)
	CALIBRATION OF KERMA AREA PRODUCT METERS WITH A PATIENT DOSE CALIBRATOR
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS
	4. DISCUSSION
	5. CONCLUSIONS
	REFERENCES

	CALIBRATION OF PENCIL TYPE IONIZATIONCHAMBERS AT VARIOUS IRRADIATION LENGTHSAND BEAM QUALITIES
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS AND DISCUSSION
	4. CONCLUSION
	REFERENCES

	PERFORMANCE TEST OF MULTI-PARAMETER MEASURING DEVICES USED FOR QUALITY ASSURANCE IN DIAGNOSTIC RADIOLOGY
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. MEASUREMENTS AND RESULTS
	4. CONCLUSIONS
	REFERENCES

	REFERENCE X RAY FIELD FOR MAMMOGRAPHY DOSIMETRY IN JAPAN
	1. INTRODUCTION
	2. MAMMOGRAPHY REFERENCE FIELD
	3. EVALUATION OF GLASS DOSIMETERS
	4. SUMMARY
	REFERENCES

	DIGITAL BREAST TOMOSYNTHESIS: COMPARISON OF DIFFERENT METHODS TO CALCULATE PATIENT DOSES
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS AND DISCUSSION
	4. CONCLUSION
	REFERENCES

	COMPLIANCE OF FULL FIELD DIGITALMAMMOGRAPHY SYSTEMS WITH THE EUROPEAN PROTOCOL FOR IMAGE QUALITY AND DOSE
	1. METHOD
	2. RESULTS
	3. DISCUSSION
	4. CONCLUSION
	REFERENCES

	TEST AND CALIBRATION OF A HOME-MADE IONIZATION CHAMBER FOR DOSE MEASUREMENTS IN COMPUTED TOMOGRAPHY
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS
	4. CONCLUSIONS
	REFERENCES

	PATIENT SPECIFIC KERMA AREA PRODUCT AS AN EXPOSURE ESTIMATOR IN COMPUTEDTOMOGRAPHY: THE CONCEPT AND TYPICAL VALUES
	1. INTRODUCTION
	2. THEORY
	3. METHODS
	4. RESULTS
	5. DISCUSSION
	6. CONCLUSIONS
	REFERENCES

	REGIONAL DIAGNOSTIC REFERENCE LEVELS AND COLLECTIVE EFFECTIVE DOSES FROM COMPUTED TOMOGRAPHY (CT) SCANNERS IN INDIA
	1. INTRODUCTION
	2. METHODS AND DISCUSSION
	REFERENCES

	VARIATIONS OF DOSE TO THE LUNG DURINGCOMPUTED TOMOGRAPHY (CT) THORAXEXAMINATIONS: A MONTE CARLO STUDY
	1. INTRODUCTION
	2. METHODS
	3. RESULTS
	4. DISCUSSION AND CONCLUSION
	REFERENCES

	APPLICATION OF DOSIMETRIC METHODS  FOR OBTAINING DIAGNOSTIC REFERENCE LEVELSIN PANORAMIC DENTAL RADIOGRAPHY
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	4. CONCLUSION
	REFERENCES

	ASSESSMENT OF TRIGGER LEVELS TO PREVENT TISSUE REACTION IN INTERVENTIONAL RADIOLOGY PROCEDURES
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS
	4. DISCUSSION
	5. CONCLUSION
	REFERENCES

	RADIATION DOSE MEASUREMENTS FOR PAEDIATRIC PATIENTS AND COMFORTERS DURINGMICTURATING CYSTOURETHROGRAPHY
	1. INTRODUCTION
	2. MATERIAL AND METHODS
	3. RESULTS
	4. DISCUSSION
	5. CONCLUSION
	REFERENCES

	ON THE INFLUENCE OF PATIENT POSTURE ONORGAN AND TISSUE ABSORBED DOSES CAUSED BYRADIODIAGNOSTIC EXAMINATIONS
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS
	4. CONCLUSION
	REFERENCES


	CLINICAL DOSIMETRY IN RADIOTHERAPY (Session 5)
	ASSESSING HETEROGENEITY CORRECTIONALGORITHMS USING THE RADIOLOGICALPHYSICS CENTER ANTHROPOMORPHIC THORAX PHANTOM
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	REFERENCES

	LITHIUM FORMATE FILM DOSIMETERS FOR SKIN DOSIMETRY
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS
	4. DISCUSSION AND CONCLUSION
	REFERENCES

	A DOSIMETRIC PROTOCOL FOR THE USE OFRADIOCHROMIC FILM IN RADIOTHERAPYQUALITY ASSURANCE IN NORWAY
	1. INTRODUCTION
	2. EXPERIMENTAL METHODS AND THEORY
	3. MEASUREMENT RESULTS AND ANALYSIS
	4. CONCLUSIONS
	REFERENCES

	QUALITY ASSURANCE IN RADIOTHERAPY WITHANTHROPOMORPHIC PHANTOMS
	1. INTRODUCTION
	2. METHODS AND MATERIALS
	3. RESULTS
	4. CONCLUSIONS
	REFERENCES

	DEVELOPMENT OF IN-HOUSE PROCESS QA INMODERN RADIATION THERAPY
	1. INTRODUCTION
	2. BACKGROUND
	3. PROPOSAL
	4. CONCLUSIONS
	REFERENCES

	COMPARATIVE STUDY OF SPECTROPHOTOMETRIC RESPONSE OF THE 270 BLOOM FRICKE GEL DOSIMETER TO CLINICAL PHOTON AND ELECTRON BEAMS
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS AND DISCUSSION
	4. CONCLUSIONS
	REFERENCES

	PATIENT SPECIFIC QUALITY ASSURANCE OF WHOLE PELVIC INTENSITY MODULATEDRADIOTHERAPY WITH HYPOFRACTIONATEDSIMULTANEOUS INTEGRATED BOOST TOPROSTATE FOR HIGH RISK PROSTATE CANCER
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS AND DISCUSSION
	4. CONCLUSION AND FUTURE DEVOLPMENTS
	REFERENCES

	PERIPHERAL DOSES IN MODERN RADIOTHERAPYTECHNIQUES: A COMPARISON BETWEEN IMRTAND TOMOTHERAPY
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS AND DISCUSSION
	4. CONCLUSIONS
	REFERENCES

	EVALUATION OF A COMMERCIAL 4-D DIODEARRAY FOR HELICAL TOMOTHERAPY PLANVERIFICATION
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS
	4. DISCUSSION
	REFERENCES


	INTERNAL DOSIMETRY FOR DIAGNOSTICAND THERAPEUTIC NUCLEAR MEDICINE (Session 6)
	GOOD PRACTICE OF CLINICAL DOSIMETRY REPORTING
	1. INTRODUCTION
	2. CONCLUSION
	REFERENCE

	IMAGE BASED PATIENT SPECIFIC DOSIMETRY FOR RADIONUCLIDE THERAPY
	1. INTRODUCTION
	2. 2-D IMAGE BASED DOSIMETRY
	3. 3-D IMAGE BASED DOSIMETRY
	4. RADIOBIOLOGICAL CONSIDERATIONS
	5. EXAMPLES OF IMAGE BASED PATIENT SPECIFIC DOSIMETRY
	REFERENCES

	DOSIMETRY FOR NUCLEAR MEDICINE PATIENTS: FROM STANDARD TO SPECIFIC BASED APPROACHES
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS AND DISCUSSION
	4. CONCLUSION
	REFERENCES

	COMPUTATIONAL PHANTOMS AND SKELETALDOSE MODELS FOR ADULT AND PAEDIATRICINTERNAL DOSIMETRY
	1. INTRODUCTION
	2. COMPUTATIONAL PHANTOMS IN MEDICAL DOSIMETRY
	3. SKELETAL DOSE MODELS IN MEDICAL DOSIMETRY
	4. FUTURE DIRECTIONS
	REFERENCES

	INVERSE TREATMENT PLANNING FOR TARGETED RADIONUCLIDE THERAPY
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS
	4. DISCUSSION
	5. CONCLUSIONS
	REFERENCES

	VALIDATING ACTIVITY PRESCRIPTION SCHEMES IN RADIONUCLIDE THERAPY BASED ON TCP AND NTCP INDEXES CALCULATION
	1. INTRODUCTION
	2. METHODS
	3. RESULTS
	4. DISCUSSION
	5. CONCLUSION
	REFERENCES


	EXTERNAL QUALITY AUDITS (Session 7)
	THE IAEA QUALITY AUDITS FOR RADIOTHERAPY
	1. INTRODUCTION
	2. THE IAEA/WHO TLD POSTAL DOSE AUDIT SERVICE FOR RADIOTHERAPY DOSIMETRY
	3. THE IAEA TPS AUDIT METHODOLOGY
	4. COMPREHENSIVE AUDIT IN RADIOTHERAPY: QUATRO
	5. CONCLUSION
	REFERENCES

	CREDENTIALING INSTITUTIONS FOR ADVANCED TECHNOLOGY CLINICAL TRIALS
	1. INTRODUCTION
	2. THE ROLE OF THE RADIOLOGICAL PHYSICS CENTER (RPC)
	3. RESULTS FROM RPC QA AUDITS
	4. SUMMARY AND CONCLUSIONS
	REFERENCES

	PRELIMINARY RESULTS FROM A DOSIMETRIC AUDIT PERFORMED AT SWEDISH RADIOTHERAPY CENTRES
	1. INTRODUCTION
	2. METHODS AND MATERIALS
	3. RESULTS AND DISCUSSION
	4. CONCLUSIONS
	REFERENCES

	BELdART: IMPLEMENTATION OF A QUALITY ASSURANCE AUDIT FOR  PHOTON AND ELECTRON BEAMS BASED ON ALANINE/EMR DOSIMETRY
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS
	4. DISCUSSION
	5. CONCLUSION
	REFERENCES

	DOSIMETRY AUDITS IN RADIOTHERAPY USING A RADIOPHOTOLUMINESCENT GLASS DOSIMETER IN JAPAN
	1. INTRODUCTION
	2. MATERIALS
	3. DOSIMETRY AUDIT SYSTEM
	4. THE AUDIT RESULTS OF THE PAST TWO YEARS
	5. APPLICATION TO NON-REFERENCE CONDITIONS
	REFERENCES

	THE ROLE OF DOSIMETRY AUDITS IN RADIOTHERAPY QUALITY ASSURANCE: EIGHT YEARS OF EXPERIENCE IN GREEK EXTERNAL BEAM RADIOTHERAPY AND BRACHYTHERAPY CENTRES
	1. INTRODUCTION
	2. MATERIAL AND METHODS
	3. RESULTS AND DISCUSSION
	4. CONCLUSION
	REFERENCES

	TESTING, COMMISSIONING AND VALIDATING ANOPTICALLY STIMULATED LUMINESCENCE (OSL)DOSIMETRY SYSTEM FOR MAILED DOSIMETRY ATTHE RADIOLOGICAL PHYSICS CENTER
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS
	4. CONCLUSIONS
	REFERENCES

	A SYSTEM FOR MAILED DOSE AUDIT INRADIOTHERAPY USING LITHIUM FORMATE EPR DOSIMETRY
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. RESULTS
	4. CONCLUSIONS
	REFERENCES

	USE OF AN ANTHROPOMORPHIC PHANTOM TOIMPROVE THE EXTERNAL BEAM QUALITY AUDITSIN RADIOTHERAPY
	1. INTRODUCTION
	2. MATERIAL AND METHODS
	3. RESULTS
	4. CONCLUSIONS
	REFERENCES

	IAEA SUPPORT TO NATIONAL TLD AUDIT NETWORKS FOR RADIOTHERAPY DOSIMETRY
	1. INTRODUCTION
	2. IAEA CRPS ON DOSIMETRY AUDIT IN RADIOTHERAPY
	3. SUPPORT TO THE NATIONAL AUDIT ACTIVITIES BY THE IAEA DOSIMETRY LABORATORY
	4. CONCLUSION
	REFERENCES


	RADIATION PROTECTION DOSIMETRY (Session 8)
	ESTIMATION OF HAND DOSES FROM POSITRONS DURING FDG MANIPULATION
	1. INTRODUCTION
	2. MATERIALS AND METHODS
	3. EXPERIMENTAL RESULTS
	4. CONCLUSIONS
	REFERENCES

	EVALUATION OF RADIATION PROTECTION STATUSIN SOME HEALTH CENTRES IN SUDAN
	1. INTRODUCTION
	2. DESCRIPTION OF SCENARIO SELECTION PROCEDURES
	3. RESULTS
	4. DISCUSSION
	5. CONCLUSION
	REFERENCES


	CHAIRPERSONS OF SESSIONS
	SECRETARIAT OF THE SYMPOSIUM
	PROGRAMME COMMITTEE
	AUTHOR INDEX



