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FOREWORD

Radioactive tracers were first applied to industrial problem solving
around the middle of the last century. Since then their use has increased
steadily so that, at the time of writing, radiotracer techniques are used
extensively throughout the world for troubleshooting and process optimization
in industry.

The economic benefits that may be derived from the use of this
technology are great, a fact that is recognized by the governments of
developing countries. Among the Member States of the International Atomic
Energy Agency (IAEA), nearly fifty developing countries have radiotracer
applications groups.

The IAEA plays a major role in facilitating the transfer of the technology,
and an important part of this process is the provision of relevant literature that
may be used for reference purposes or as an aid to teaching. In this respect,
over the past decade, the IAEA has distributed widely throughout the
developing world the Guidebook on Radioisotope Tracers in Industry,
Technical Reports Series No. 316 (1990). This guidebook is still in common use
for reference and as a teaching aid, since much of the information it contains
has retained its value and relevance. However, in the fifteen years or so since
that guidebook was conceived, many important technological developments
have taken place, resulting in a perceived need at present for a modern
guidebook that covers both the theoretical and the practical aspects of the
industrial applications of radiotracers.

This new guidebook aims to fill the gap by providing not only an
extensive description of what can be achieved by the application of radiotracer
techniques but also sound, experience based, guidance on all aspects of the
design, implementation and interpretation of the results of industrial
applications. It describes the principles and the state of the art of radiotracer
methodology and technology as applied to oil and geothermal reservoirs and
industrial processing.

This guidebook has been prepared with contributions from outstanding
specialists from around the world. Also included are the major achievements of
the IAEA Co-ordinated Research Project (CRP) on Radiotracer Technology
for Engineering Unit Operation Studies and Unit Process Optimization, and
the CRP on Integration of Residence Time Distribution (RTD) Tracing with
Computational Fluid Dynamics (CFD) Simulation for Industrial Process
Visualization and Optimization. Novel developments in radiotracer
methodology and technology are reflected as well. The guidebook covers for the
first time the methodology of radiotracers for all kinds of industrial applications.



Although written primarily for the radioisotope practitioner, this new
guidebook is also intended to promote the benefits of the technology to
governments, the general public and industrial end users.

The IAEA wishes to thank the CRP participants and all the contributors
for their co-operation. The IAEA officers responsible for this publication were
J. Thereska and Z. Pang of the Division of Physical and Chemical Sciences.

EDITORIAL NOTE

Although great care has been taken to maintain the accuracy of information
contained in this publication, neither the IAEA nor its Member States assume any
responsibility for consequences which may arise from its use.

The use of particular designations of countries or territories does not imply any
judgement by the publisher, the IAEA, as to the legal status of such countries or territories,
of their authorities and institutions or of the delimitation of their boundaries.

The mention of names of specific companies or products (whether or not indicated
as registered) does not imply any intention to infringe proprietary rights, nor should it be
construed as an endorsement or recommendation on the part of the IAEA.
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1. INTRODUCTION

The objective of this guidebook is to provide the radiotracer practitioner
with practical, experience based information about all the facets of an investi-
gation: design, planning, implementation, data treatment and interpretation of
results. It is aimed at clearly identifying the questions that need to be asked at
each stage of the investigation and, as comprehensively as possible, to either
provide the answers to those questions or identify appropriate works of
reference. The primary focus is on the methodology of radiotracing. If the
methodology is fully understood it becomes possible, conceptually, to design an
experiment fully from beginning to end, taking into account both the desired
objectives and the practical limitations imposed by the system being studied.

Radiation protection, a subject that is of paramount importance in using
radioactive materials, is not given detailed consideration in this report. The
rationale is that the radioisotope practitioner, to whom the book is directed,
will already be well versed in this subject. However, for the sake of
completeness, a review of radiation safety considerations is provided
immediately after this introduction.

After a brief discussion of the scientific and technological background,
different aspects of the methodology are discussed:

(a) Tracer selection and optimization;
(b) Methods of tracer injection; 
(c) Detection and measurement of radiation;
(d) Data treatment and filtering, including identification of available

software;
(e) Data analysis, interpretation and modelling.

An early consideration in designing an investigation is selection of the
tracer. The criteria of critical importance are that (1) the tracer must be
compatible with the stream to be traced and (2) its behaviour must be repre-
sentative of that stream. The first decision to make is whether to use a
radioactive tracer or some alternative type. Generally, if the objectives of the
investigation can be achieved using a non-radioactive tracer and without
incurring disproportionate costs, then that tracer should be used. However, as
will become apparent from the case studies presented, there are many
problems that can be investigated only by using a radiotracer. In these cases it
is necessary to choose a tracer based on the following selection criteria:

— Type of radiation emitted: alpha particle, beta particle or gamma ray.
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— Half-life of the radionuclide.
— Energy of the emitted radiation.
— Optimization of the activity injected.

The methodology reviewed considers the most commonly used radioiso-
topes for tracing solid materials, aqueous solutions, organic liquids and gaseous
phases. The main emphasis is on the practical aspects of the technology.
Various types of injection system are described and examples of devices used
for liquid, solid and gaseous tracers are given. The special design features of
injectors that must operate under difficult conditions, for example at high
pressure or in flammable atmospheres, are presented.

Radiation detection and measurement are then discussed, with particular
emphasis on how the collected data are influenced by factors such as experi-
mental design, type and energy of radiation, type of detector and its collimator.

The treatment of raw experimental data is presented in detail. Various
steps towards obtaining the residence time distribution (RTD) are described
and illustrated by examples. A selection of available software is indicated.

Data analysis and modelling are considered after a specific section
dedicated to the convolution/deconvolution procedure. Examples of applica-
tions are presented, from the simplest treatment (determination of time
characteristics) to more complex model adjustments (peak decomposition,
networks of elementary flow models — so-called systemic analysis). Flow
models are only briefly described since abundant literature is available on the
subject. Links between tracer data, systemic analysis and computational fluid
dynamics (CFD) are then explored.

The examples presented are given emphasis, since the main objective of
this guidebook is a practical one. Four field studies have been selected and fully
detailed, as being illustrative of radiotracer methodology:

(1) Dispersion in a packed column. This very generic application is analysed
in detail, including the design of the experiment, data acquisition, data
modelling by adjustment with a simple flow model and a discussion of the
reliability of measured parameters.

(2) Room air ventilation characterization. Radioisotopes are not normally
used for this kind of application since in most cases alternative tracers do
exist (helium or SF6). This case is, however, a very didactic example of the
methodology, involving RTD, local RTD, system analysis and CFD calcu-
lations. This approach can be extended to many industrial situations.

(3) Tracer experiments in a wastewater treatment plant (WWTP). The
efficiency of several devices in a WWTP (primary and secondary
clarifiers, aeration tank) is investigated by means of radiotracers.
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Modelling allows characterization of the flow patterns (bypassing,
stagnant zones) in these devices.

(4) Radioactive tracers in oil and geothermal fields. This section describes
tracer preparation, injection, sampling and measurement, as well as
several case applications for interwell communications and flow
parameter determination.

2. RADIATION SAFETY CONSIDERATIONS

Radiotracers emit ionizing radiations, which are potentially hazardous to
health so that radiation protection measures are necessary throughout all
aspects of operations. 

The relevant radiation safety standards are the International Basic Safety
Standards for Protection against Ionizing Radiation and for the Safety of
Radiation Sources (the BSS) [1], which were jointly sponsored by the Food and
Agriculture Organization of the United Nations, the IAEA, the International
Labour Organisation, the OECD Nuclear Energy Agency, the Pan American
Health Organization and the World Health Organization. These standards are
based on the work of the United Nations Scientific Committee on the Effects
of Atomic Radiation (UNSCEAR) and the recommendations of the Interna-
tional Commission on Radiological Protection. Their aim is to enable the safe
and secure use of radiation sources without unduly limiting the benefits or
incurring disproportionate costs in interventions.

Operations with radiation sources constitute practices, and the require-
ments for such practices are set out in a Safety Fundamentals publication [2]
and the BSS [1]. These publications are supported by a number of Safety
Guides, such as that on occupational exposure [3], and Safety Reports, such as
that on training [4], which give more specific advice on practices. Many IAEA
Member States have incorporated these international standards into national
legislation, regulations and codes of practice, which users should follow
rigorously. 

The key radiation protection principles are:

(a) A practice shall be justified on the grounds that it produces sufficient
benefits to the exposed individual(s) and to society to offset the radiation
detriment that it may cause. 

(b) For justified practices, other than those involving medical exposures,
restrictions on the dose that an individual may incur (dose limits) shall be
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imposed to ensure that no person be subject to an unacceptable risk
attributable to radiation exposure. Dose limits for both public and
occupational exposure are set out in the BSS [1]. 

(c) For exposures from any source, except for therapeutic medical exposure,
the doses, the number of people exposed and the likelihood of incurring
exposures shall all be kept as low as reasonably achievable. 

2.1. NATIONAL REGULATIONS AND AUTHORIZATION OF 
PRACTICES

An effective national infrastructure is a fundamental requirement for
safety and security of sources. Principle 10 in Ref. [2] states that: “The
government shall establish a legal framework for the regulation of practices and
interventions, with a clear allocation of responsibilities, including those of a
Regulatory Authority.” 

The preamble to the BSS defines the elements of a national infrastructure
to be: legislation and regulations; a regulatory authority empowered to
authorize and inspect regulated activities and to enforce the legislation and
regulations; sufficient resources and an adequate number of trained personnel.
The regulatory authority must also be independent of the registrants, licensees
and the designers and constructors of the radiation sources used in practices.
Further information on the legal and governmental infrastructure can be found
in an IAEA Safety Requirements publication [5].

Hence users of radiotracers, unless the activity is below the exemption
level for that radiotracer, should have an authorization from the appropriate
regulatory authority.  Exemption levels are defined in the BSS.

The BSS in para. 2.13(c) of Ref. [5] requires that “any legal person
applying for an authorization shall make an assessment of the nature,
magnitude and likelihood of the exposures attributed to the source and take all
necessary steps for the protection and safety of both workers and the public”;
and para. 2.13(d) requires of any person legally applying for an authorization
that “if the potential for an exposure is greater than any level specified by the
Regulatory Authority, have a safety assessment made and submitted to the
Regulatory Authority as part of the application.”

The user should, therefore, provide all relevant information to the
Regulatory Authority, including details of the proposed practice, the safety
assessment (considering both potential occupational and public exposures) and
information on the training and any necessary qualification of personnel using
the tracers. 
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A useful IAEA publication for preparing safety assessments for radiation
sources is IAEA-TECDOC-1113 [6]. This book provides practice specific
checklists with items to be considered during the performance of safety
assessments that will be included in authorization applications and during the
performance of inspections by the regulatory authority.

Safety assessments should be made for each application of the tracer
having an activity above the exemption level, since circumstances and the
application environment will differ. Each application should consider both
occupational and public exposures and ensure that all exposures are as low as
reasonably achievable. The level of the assessment should be commensurate
with the hazard posed by the source. Hence detailed assessments should not be
required where the risk is small, as is the case with many tracer experiments. 

The BSS require that all sources be kept secure to avoid theft or damage
or unauthorized use. This involves ensuring that sources are not relinquished
without compliance with the authorization, not transferred unless the receiver
holds a valid authorization, and a periodic inventory be conducted of their
locations to ensure they are secure. 

Sources should be transported in conformance with the transport
regulations [7].

2.2. OCCUPATIONAL AND PUBLIC PROTECTION

A radiation protection programme should be established that addresses
each stage of the process, for both exposure and contamination control, and
optimizes the protection of the workers and the public (Ref. [1], para. I.4). This
radiation protection programme should also consider employees of any third
party organization. Optimization of protection begins at the design stage,
where there is greatest flexibility to introduce changes, and continues into the
operational phase, with the capability to respond to unexpected situations.

Users should consider classifying areas whenever there is occupational
exposure to radiation. The classifications should be based on the prior safety
assessment. Controlled areas should be foreseen where specific protective
measures or safety provisions are, or could be, required, while supervised areas
should be planned for where exposures need to be kept under review. Local
rules, describing the processes to be followed in controlled areas, should be
developed and written down prior to the application. The Radiation Protection
Officer should take part in the planning of activities involving significant
exposures and advise on the conditions under which work can be undertaken in
controlled areas. These conditions should specify the type and nature of the
protective equipment that may be needed.
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Monitoring of exposures should be part of the radiation protection
programme. The BSS require those who are occupationally exposed to have
their doses assessed — if they work in controlled areas, then the assessment
should be by individual monitoring; if in a supervised area, then either
individual monitoring or monitoring of the workplace is acceptable. Workplace
monitoring may also be required in controlled areas to evaluate the radio-
logical conditions, enable exposure assessment and facilitate review of
controlled or supervised areas.

The procedures for monitoring workers, including the type of dosimeter,
should be chosen in consultation with a qualified expert, such as the Radiation
Protection Officer, or as specified by the regulatory authority. Depending on
the situation, both direct reading dosimeters and thermoluminescent
dosimeters (TLDs) or film badges may be needed. For non-uniform exposures,
it may be necessary to wear additional dosimeters, for example for the hands or
fingers. Dose records should be kept of each application, where possible, and
be available to the regulatory authority if requested. 

Individual and workplace monitoring should consider the potential for
internal exposure through inhalation or ingestion, for example through spills of
material. All doses should be recorded. Further advice on occupational
exposure control can be found in Ref. [3].

Appropriate equipment, safety systems and procedures should be
provided to reduce the possibility for human error; provide a means for
detecting human errors and for correcting or compensating for them; and
facilitate intervention in the event of failure of safety systems.  Given the high
dependence on appropriate human actions, personnel should be adequately
trained and understand their responsibilities, both for routine operation and in
the event of an abnormal or emergency situation. With the use of unsealed
sources, special attention should be paid to storage and handling of sources and
to the potential for contamination of workers and equipment. 

The safety assessment should consider the potential for exposures of the
public and appropriate protection and workplace monitoring established for
the application, commensurate with the magnitude and likelihood of the
exposure. The requirements and guidance of the standards [1–3] should be
applied. Calculations should also be made of the impacts of any possible
discharge into the environment to ensure that any dose constraints and
authorized limits, established by the regulatory authority, are met. 

All parties should promote the concept of a strong safety culture, where
every action is undertaken with safety as the highest priority.
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2.3. EMERGENCY PLANNING

Emergency plans should be developed and written down to allow a
coherent response to abnormal incidents. These plans should describe the
responsibilities of the various parties and the need for summoning assistance.
Such plans should be developed on the basis of safety assessment for each
application of radiotracing, since the circumstances will change. Special consid-
eration and procedures will be needed to deal with spills or other loss of the
radiotracer. General advice on establishing emergency plans for radiological
incidents can be found in Refs [8, 9].

2.4. RECORD KEEPING

Records should be kept of each application and the experiment should be
reviewed to look for opportunities for improving the practice and for reducing
exposures. Information on tracers used, their activities and form, together with
the outcomes of the experiment, should be recorded. All exposures should be
recorded consistently with the requirements of the regulatory authority.

3. METHODOLOGY

3.1. INTRODUCTION

Radiotracer methodology is described extensively in the literature. Here,
we will focus on specific aspects of the technology to amplify and complement
material from other sources.

Though radioisotopes have been applied to the solution of problems in
industry for over 50 years, research and development of the technology
continues unabated. There are two main reasons for the continuing interest.

Firstly, it is industry driven. Because of their unique properties,
radioactive isotopes can be used to obtain information about plants and
processes that cannot be obtained in any other way. Often, the information is
obtained with the plant on-stream and without disrupting the process in any
way. This can lead to substantial economic benefits, from shutdown avoidance
to process optimization.
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Secondly, the methodology is derived from many fields of science and
technology including radioisotope production, radiation detection, data acqui-
sition, treatment and analysis, and mathematical modelling (Fig. 1). Advances
in any and all of these areas act as further stimuli for the development of
radiotracer methodology.

This presents an on-going challenge to the radioisotope practitioner, who
must not only have a sound knowledge of these disciplines but must also keep
abreast of developments in them to ensure that the technology being used
remains up to date.

The baseline background knowledge is to be found in several works of
reference. The following books are recommended reading:

(a) Guidebook on Radioisotope Tracers in Industry, IAEA Technical
Reports Series No. 316 [10]. This book describes the main concept of
tracer methodology and focuses on different applications (flow rates,
mass balances, mixing efficiency, trouble shooting, particle size distri-
bution, diffusion, corrosion, two phase flow measurements, process
control and kinetic processes) over a large spectrum of industries
(chemical, paper, petroleum, cement, metallurgical, energy, electronics,
automotive, environmental and mineral processing).

(b) Chemical Reaction Engineering [11] and Génie de la réaction chimique
[12]. Both books are dedicated to the successful design and operation of
chemical reactors, with particular emphasis on RTD and systemic
analyses.

Tracer selection

Injection technology

Generic
sciences

Chemistry
Physics

Biology...Interpretation

Methology

Radiation
detection and
measurement

FIG. 1.   Radiotracer methodology and interrelated aspects.
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(c) Radioisotope Techniques for Problem Solving in Industrial Process
Plants [13]. This book is intended for chemical engineers, describing the
technological background and the types of technique employed. There
are numerous case histories covering a variety of applications such as
measurement of flow, measurement of RTD and detection of leaks. The
applications of sealed sources of radiation are also discussed.

(d) Radiation Detection and Measurement [14]. This may serve as a textbook
for those new to the field of radiation and measurement, but is also suffi-
ciently comprehensive to function as a reference for those actively
involved in radiation measurements.

(e) Analysis and Diagnostics of Industrial Processes by Radiotracers and
Radioisotope Sealed Sources [15]. This book presents an extensive
amount of work and experience dealing specifically with radioactive
tracer tests throughout a very large range of applications and test cases.
Full details of interpretation and modelling of RTD are given from a
chemical engineering point of view.

Apart from these books, there is also software to assist in the planning
and interpretation of radiotracer studies, and the radioisotope practitioner
should be aware of what is available. 

There is a large variety of commercial software for data acquisition and
data treatment, for example smoothing, filtering, normalization, convolution,
deconvolution, peak decomposition and curve fitting. Many programs are
readily available, but, as they are being continuously refined and often replaced
by superior programs, it is not our intention to list them here. However, there
are a number of programs that have been written specifically for radiotracer
methodology and RTD analysis. The reader’s attention is drawn to J. Thyn’s
RTD suite [16] and PROGEPI’s software DTSPro V. 4.2 Instruction Manual
[17].

Other software deals with the simulation of radiation interactions with
matter by Monte Carlo codes. Tola [18] has built a unique software package
(JANU, MACALU, ECRIN and SPEEDY) based on an original accelerated
Monte Carlo simulation module. These software packages calculate, for simple
geometries, the expected counting rate as a function of the characteristics of an
experiment (walls, shielding, collimator, crystal and counting chain efficiency)
in several configurations of practical interest (gamma emitting point or a
distributed source as a tracer within a flow). These software packages are now
of prime importance for training, scaling up, dose rate estimation and
sometimes tracer data interpretation. Since they have not yet been discussed
elsewhere, ample use will be made of these tools within this book, either for
didactic reasons or in order to focus on particular points of the methodology.
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One very important question in tracer methodology concerns what a
detector really measures. A detector actually does not perform a local
measurement but collects a certain amount of information within a solid angle.
The weight of each item of information inside that so-called detection volume
is not the same for each point. This aspect is very important from a methodo-
logical point of view and should be taken into account in the interpretation of
radiotracer data. It is also important from a quality insurance point of view in
that it determines the level of uncertainty of measured parameters. One of the
objectives of this guidebook is to focus on this aspect of the methodology. Let
us take as an example the situation shown in Fig. 2.

Gas tracing in the riser of a fluidized catalyst cracking (FCC) unit was
performed using two different gamma emitting tracers, 79Kr (maximum energy
830 keV) and 41Ar (energy 1.3 MeV). The curves for these two tracers are fairly
close but their shapes are slightly different. Shapes contain information related
to dispersion. What is seen inside the riser is different in these cases because of
the difference in gamma energies: 41Ar is more energetic and allows an investi-
gation deeper inside the reactor. Since the flows are different at the wall and in
the centre of the riser (because of the velocity profile and possible recirculation
along the wall), accurate interpretations in terms of velocity and dispersion
have to take into account the detection volume of the detectors.

A very important prerequisite for high quality radiotracer work is for the
radiotracer team to be expert and professional, and to work in unison with the
needs and requirements of chemical engineers. Planning a radiotracer
experiment and interpreting its results requires a complete understanding of
the system, process and problem under survey. This includes the properties of
the process material (phase, density and viscosity), process parameters (e.g.
flow rate, volume, pressure, temperature, expected residence time and stability
of the operating conditions during the tracer experiment), the flow diagram of
the process material, the expected degree of mixing and the injection
conditions. This understanding of the process has to be coupled with a field
feasibility assessment, which includes a visit to the plant, selection of injection
and detection locations, measurement of background radiation level, and waste
disposal. The example presented in Fig. 3 stresses the importance of
co-operation with the process engineer and shows how good knowledge of
the process conditions, obtained on-site, is a key requirement for successful
interpretation.

Two detectors were positioned on opposite sides below the fountain of
the riser in an FCC plant, a few metres below the catalyst bed level. The
objective was to try to identify a suspected intrusion of the gas phase inside the
catalyst bed. No counts were recorded by detector B, but detector A recorded a
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FIG. 2.   Fluidized catalyst cracking riser gas tracing with (a) 79Kr and (b) 41Ar.
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very weak signal. This could mean that a very small amount of the gas phase
was projected inside the catalyst and taken along, with an unsymmetrical
behaviour since it was noticeable only on one side of the reactor. Such an inter-
pretation proved wrong: detector A actually recorded the signal due to the
transit of the tracer from the top of the FCC unit to the distillation column.
Such a situation is often encountered when dealing with small peaks (such as
‘leakage’ peaks) that are difficult to interpret. Good knowledge of radiation
detection, of plant and process conditions, and of how to correlate logically the
responses of each detector, is necessary to overcome ambiguities and achieve a
correct analysis.

As the last part of this introductory section, it is thought necessary to
recall the basic fundamentals of RTD analysis, a key theory for the exploitation
of tracer experiments.

There are many ways to describe the flow of matter in a system. In the
case of a gas, for example, it is possible to study the flow at the molecular scale,
and to establish the rules that govern the movement of the molecules. This is

FIG. 3.   Gas tracer survey below the end of the riser in an FCC plant.
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basically what is done in lattice gas simulations. Alternatively, one can also
consider the gas as a continuum, and write macroscopic balance equations (e.g.
the Navier–Stokes equations) that rule its flow. Both approaches are useful, but
they involve great mathematical or numerical complexity and the descrip-
tion they provide is far more refined than that actually required for many
applications.

A third possibility is to describe flows in a much more global way through
the use of the RTD concept. This approach, first proposed by Danckwerts [19],
has been developed and expanded by many authors, for example, by
Levenspiel [11] and Villermaux [12] in the above mentioned books on chemical
reaction engineering.

The basic concept is the following: consider a system, i.e. a definite
portion of space through which parcels of matter (of whatever form) are
moving. Let I be the inlet section and O the outlet section of this system.
Consider a molecule moving inside the system. Its age a is defined as the time
that has elapsed since it has entered the system through Section I (Fig. 4).

The RTD E(ts) is such that E(ts)dts is the fraction of the outlet flow rate
that contains molecules of age between ts and ts + dts. In the same way,

is the fraction of outlet flow rate that contains molecules the age of which is less
than ts. Since the age of outgoing molecules obviously lies between 0 and
infinity, E(ts) is area normalized by construction: 

(1)

Time t1

= 0
Time t2

= t2 – t

FIG. 4.   Definition of the age of a molecule.
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This RTD concept has close links with tracing. Suppose the molecules
entering the system at time 0 can be tagged in some way, i.e. provided with
some distinguishable property that other molecules do not possess, without
disturbing the flow. Suppose it is possible to measure continuously the concen-
tration C(t) of marked molecules that leave the system. C(t) is proportional to
the number of molecules leaving the system at time t, and therefore to the
number of particles aged t leaving the system. Intuitively, it appears that C(t) is
an image of the RTD. C(t) and E(t) are, however, not identical, since there is no
reason why the area of C(t) should be 1. Therefore:

(2)

This equivalence can be proved rigorously within certain assumptions.
The RTD can be accessed by an impulse injection of tracer at the system inlet.
If the system can be considered as linear (meaning that the response to a sum of
stimuli is equal to the sum of the individual responses — not a very stringent
assumption), this conclusion can be extended to any shape of tracer signal at
the inlet. In that case, system response is the convolution of this signal with
E(t). Alternatively, the latter can be obtained by deconvolution of the system
response by input stimulus. The techniques of convolution and deconvolution
are described in more detail in Section 3.6.1.

In theory, measurement of the RTD by a tracer experiment requires
many conditions (homokinetic injection, flat velocity profile and no back-
mixing at the outlet section). These conditions are reasonably satisfied in
systems with high velocity (and turbulence) of inlet and outlet flows, through
small cross-section pipes. In the opposite case, the tracer experiments only
provide the concentration transfer function, which is of less general import.

RTD allows, first of all, diagnosis of the functioning of a system, and
characterization of malfunctioning. RTD also allows the computation of a
system response to any stimulus, given the assumption of linearity. This is
valuable to devise control/command models. Finally, RTDs are an important
part of a well established general method for the design of complex systems,
especially where mass transfers are involved. The reader is once again referred
to the works of Levenspiel [11] or Villermaux [12] for more information on this
point.
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3.2. SELECTION AND OPTIMIZATION OF THE 
RADIOACTIVE TRACER

3.2.1. Radioactive tracer characteristics

The selection of a suitable radiotracer is of prime importance for a
radiotracer experiment. The tracer should represent the stream it is tracing.
Often, it is possible to select a representative tracer on the basis of experience,
from published references or from a physical and chemical evaluation of its
compatibility with the stream to be traced. If necessary, however, the suitability
of the tracer must be confirmed by validation tests in the laboratory.

Under certain circumstances, the tracer has to be chemically identical
with the traced substances. This is the case when studying, for example,
chemical reactions, kinetics, solubilities, vapour pressure and processes
dominated by atomic or molecular diffusion. Radioactive isotopes of the traced
elements and labelled molecules may be used as tracers, for example: H3HO
(or HTO) for water, 24NaOH for NaOH and 14CO2

 for CO2.
These tracers are called chemical radioactive tracers, intrinsic tracers or

internal tracers. Use of an intrinsic tracer is of course preferable because it
suppresses all questions about representativity, but is unfortunately not always
possible. To take the example of CO2 again, neither carbon nor oxygen
possesses reasonably long lived gamma emitting isotopes (for instance, 10C and
15C are gamma emitters, but their half-lives are 19.1 and 2.3 s, respectively).
This means that the intrinsic tracers of CO2 will have to be beta emitters, like
the above mentioned 14CO2, and that through-the-wall measurements will not
be possible, an unacceptable constraint in many cases.

Whenever chemical identity of the tracer with the traced material is not
required (or when no suitable intrinsic tracer is available), a physical
radioactive tracer, extrinsic tracer or external tracer can be used that has to
fulfil a limited set of not so strict physical and physicochemical conditions. For
example, it should be miscible in the traced material, or it should not be
absorbed by the walls of the system or dissolved into another phase. In most
cases, physical rather than chemical radioactive tracers have to be used.

If several radioisotopes are suitable for a tracer investigation, a choice
will be made on the basis of occupational hazard, waste disposal, availability
and cost.

Since radiation detectors are extremely sensitive, radioisotope tracers can
be used at very low concentrations. In this range of concentrations, adsorption
losses can be high. It is therefore essential to have some material that will act as
a ‘carrier’, injected into the system together with the radioactive tracer. For
instance, the carrier for 198Au as gold chloride would be stable 197Au also under
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this chemical form. The total concentration in gold chloride will therefore be
high enough for adsorption effects to be negligible. In many situations, carrier
material is already present in the system. An example is the use of 82Br–

(bromide anions) as a tracer for the investigation of water systems. Water
already contains a few ten or hundred parts per million of chloride, the
properties of which are similar to those of bromide. No carrier has to be used in
that case — a welcome conclusion, since the addition of a carrier could be
prohibitive when studying large reservoirs.

3.2.2. Potential radiotracers for typical applications

3.2.2.1. Radioisotope generators

Radioisotope generators are very important in tracer work in developing
countries without nuclear reactors. There are three available types of radio-
isotope generator for tracer experiments: Mo/99mTc, Sn/113mIn and Cs/137mBa.

Mo/99mTc has a relatively short half-life and low gamma ray energy.
However, it is relatively cheap and universally available. For these reasons, it
accounts for approximately 20% of reported tracer studies.

Sn/113mIn can be purchased from only a few suppliers. It has a longer half-
life and higher gamma energy than Mo/99mTc, but is 2–3 times more expensive.
However, it can be used in situations in which the Mo/99mTc generator is
ineffective, for example, in carrying out studies on vessels with relatively thick
walls.

The Cs/137mBa generator produces a very short lived radiotracer but the
generator has a very long useful life (several years, in practice). This is a very
suitable radiotracer generator for routine service work, in particular for liquid
flow rate measurement and flow meter calibration. Its high gamma energy
renders the tracer easily detectable through pipes and vessels, and its short half-
life ensures that there are no problems associated with the disposal of residual
activity. The Cs/137mBa generator is no longer available commercially. However,
137Cs may be readily purchased and so, with the aid of a competent radio-
chemist, it is possible to construct the generator using methods described in the
literature.

These three generators are particularly recommended for practitioners in
developing countries who may not have access to other radioisotope
production facilities. By using them it is possible to carry out a wide range of
liquid and solid phase tracer studies.
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3.2.3. Estimation of radiotracer amount

After selecting a suitable radiotracer for a particular application, the
amount of tracer required is the second important step in designing a
radiotracer study. Measurement sensitivity, desired accuracy, tracer dilution
and background radiation intensity determine the minimum usable amount of
tracer. The upper limit is set by radiological safety considerations. 

Ideally, the smallest amount possible of radioactive material should be
used, consistent with achieving the objectives of the measurement.

In all cases, care must be taken to ensure that the amount of tracer used
does not saturate the detector response. This is, perhaps, less important in
studies such as velocity measurement, in which it is the timing, rather than the
shape, of the pulse that matters. However, in other cases, such as RTD investi-
gations, detector saturation will lead to erroneous results (approximate means
for correcting detector saturation effects are, however, presented in
Section 3.5).

The amount of radiotracer required for a given application depends on
the following factors:

— Accuracy required,
— Expected level of dilution/dispersion,
— Efficiency of measurement or calibration factor of detection system,
— Half-life of radiotracer used,
— Background radiation level,
— Expected losses of tracer from the system,
— Number of repeat measurements to be made,
— Mode of injection and detection.

These factors are discussed in detail below.

3.2.3.1. Accuracy required

An important consideration in tracer experiments is the maximum
tolerable error, which is statistically related to the minimum signal to noise
ratio of the detector. This factor determines the minimum number of events
that must be measured.

Suppose, for example, that a standard deviation snet of 2% of the net
signal value after background subtraction is an acceptable error. Further
suppose that the counting time per measurement is 10 min and that the
background radiation intensity is 200 counts/min (cpm in equations below).
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Radioactive disintegration has the well known property that sn, the
standard deviation on count number n, is given by:

(3)

Applying this equation to count rate ṅ measured over counting time 
gives:

(4)

The net count rate x is obviously:

(5)

The standard deviation for x can then be deduced from the standard
deviations of gross count and background count rates (applying the so-called
variance propagation law):

(6)

or

(7)

Hence, x is equal to 465 counts/min (minimum count rate required), and
the gross counting rate to 665 counts/min.

Ratemeter measurements are subject to similar considerations. The
effective count accumulation time for a ratemeter is equal to twice the time
constant Tc (=RC for a resistor/capacitance integrating circuit). The
appropriate expression for standard deviation is then:

(8)

where ṅ the count rate.
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3.2.3.2. Dilution/dispersion

Industrial processes work in either batch or continuous operation. A
common occurrence in all tracer experiments is the dilution of tracer between
injection and detection points in the system being investigated. It is important
to make some estimate of this dilution in designing a tracer study.

The processes of dilution in batch and continuous processes are different.
In a batch process, dilution occurs simply because of mixing of the tracer in the
fixed batch volume, while in continuous processes it is due to axial dispersion.

In a batch process studied by sampling, the dilution is the ratio of the total
volume (or weight) to the sample volume (or weight). In continuous process
systems, the dilution of tracer depends on the type of flow pattern; it is
described by suitable mathematical models based on the physical nature of the
system. Examples are given in Section 3.6.5.

This subject is also discussed in the IAEA Guidebook on Radioisotope
Tracers in Industry [10].

3.2.3.3. Efficiency of measurement or calibration factor

Efficiency of measurement is defined as the response of the detector to a
known amount of radioactivity and specific detection geometry. It is given in
terms of count rate per activity per unit volume of the fluid flowing through the
pipe to which the detector is attached, or into which it is submerged. Efficiency
of measurement is, for example, expressed in units of counts·s–1·Bq–1·m3.

The efficiency of measurement depends upon the following factors:

— Geometrical factor, fg;
— Intrinsic efficiency of the detector, fe;
— Radiation absorption in material between the source and detector, fa;
— Yield of detectable radiation per disintegration of radioisotope, fd;
— Buildup factor, fb;
— Radiation field, i.e. volume v seen by the detector. 

Therefore the efficiency of measurement is given as:

(9)

The geometrical factor fg is the ratio of gamma rays entering the detector to the
total number of gamma rays emitted.

For a specific detection geometry, the geometrical factor is given by the
following relation:

k f f f f f v= g e a d b .
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(10)

where

r is the distance between the detector face and the centre of the cross-
section of the pipe, and

dd is the diameter of the detector used.

For ease of calculation it is assumed that the tracer is concentrated at the
centre of the pipe. 

The intrinsic efficiency fe of the detector is defined as the ratio of the
number of gamma rays detected to the number entering the detector, and
depends upon the size of the sensitive area of the detector and upon the
radiation energy.

NaI(Tl) scintillation detectors are commonly used for industrial tracer
applications because of their high efficiency for gamma ray detection. The
intrinsic efficiencies of a 1 in. (2.54 cm) thick NaI(Tl) detector crystal for
100 keV, 500 keV and 1 MeV energy photons are about 100, 59 and 42%,
respectively.

The attenuation fa of radiation in materials between source (tracer
solution) and detector can be calculated from the thickness and attenuation
coefficient of the intervening material.

The number of gamma radiations emitted per disintegration fd is different
for different radioisotopes and is available in the literature.

The buildup factor fb for narrow beam geometries is unity. For other
geometries, it can be determined experimentally.

The volume v seen by the detector is equal to the cross-sectional area of
the pipe on which the detector is mounted, multiplied by the length of the
visual field. The volume seen by the detector depends upon the detection
geometry that is used, i.e. collimator and pipe diameter. The following relation
estimates the volume seen by the detector:

(11)

where d is the pipe diameter and dco is the collimator diameter.
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In practice, it is difficult to calculate the calibration factor of experimental
arrangements from the theory. In order to estimate the amount of tracer
required for an investigation, the calibration factor should be known
beforehand. The calibration factor of the detection system for a particular
radiotracer and detection geometry can be measured experimentally by
simulating the field experimental arrangement in the laboratory under static
conditions. A short length of pipe (about 2 m) satisfying the infinite–infinite
detection geometry condition, with a small injection port (opening) on the pipe
surface, is plugged at both ends. The pipe is laid down horizontally with the
opening facing upwards, and a small quantity of radiotracer with specific
activity As is diluted by a factor f and mixed thoroughly. The homogeneously
mixed tracer solution is transferred into the calibration pipe until the pipe is
completely filled. The detection system that is to be used in the actual field
experiment is mounted on the pipe with the identical detection geometry. The
tracer concentration is recorded in terms of count rate. If n counts are recorded
in time t, then n µ Ast/f or n = kAst/f, where k is the calibration factor of the
detector. Thus:

(12)

(in counts·s–1·Bq–1·m3 for example). It is also possible to use Monte Carlo
simulations to determine the factor k. This point is illustrated in Section 3.4.1.

3.2.3.4. Half-life

The half-life of a radiotracer is an important factor to be considered while
designing a radiotracer investigation. The half-life should be sufficiently long to
allow time to transport the tracer from the nuclear reactor to the experimental
site, prepare the tracer for use and complete the measurement. In order to
reduce the level of residual tracer in the exit streams, a short half-life tracer is,
however, desirable. In addition to radiological safety considerations, a short
half-life is also useful if a series of similar experiments is to be repeated, partic-
ularly in a closed recycling system.

3.2.3.5. Background radiation level

It is necessary to know the background radiation level prior to the tracer
test to estimate the amount of activity required. In general, the maximum count
rate should be at least 5–10 times the background radiation count rate at the
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measuring points. However, for high accuracy, the maximum count rate should
be about 100 times that of the background radiation count rate. 

If a series of radiotracer tests is carried out in a closed recycling system
then the background radiation level should be measured after each
experiment, and the amount of radiotracer to be used for the next test should
be adjusted accordingly.

3.2.3.6. Expected losses

Any expected losses due to splitting of tracer stream, adsorption, evapo-
ration, etc., should be taken into consideration while estimating the amount of
activity for a particular radiotracer experiment.

3.3.  INJECTION

The theoretical requirements for tracer injection have been discussed in
Section 3.1 from a methodological point of view: fundamentally, the tracer
should have the same behaviour as the bulk flow. This emphasizes the
importance of the way in which the tracer is injected into the system and the
importance of the mixing with the bulk flow.

Good mixing is essential in order to make the direct correlation between
the behaviour of the tracer and that of the bulk flow. If such conditions are not
reached, modelling and simulation are the only ways in which the correlation
can be made.

This section is divided into two parts. The first (3.3.1) deals with how good
mixing can be achieved in practice while the second (3.3.2) describes a number
of effective injection devices.

3.3.1. Methodology: Good mixing length estimation

3.3.1.1. Practical equations and tools

The following information is taken from the French National Standards
on pipe flow rate measurement, Standard No. NF X 10-131 [20]. It provides
basic guidelines for the estimation of good mixing length in duct flow and
suggests several means to reduce it.

Good mixing length is defined as the distance beyond which the variation
in the duct cross-section of c, in the case of continuous injection, or
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in the case of pulse injection (where c denotes the tracer concentration and t is
time) is smaller than some previously chosen value.

(a) Injection at the centre of the pipe

The following equations can be used to calculate good mixing length, in
terms of length to diameter (L/D) ratio (or equivalently in the number of pipe
diameters), as a function of the admissible variation of tracer concentration in
the cross-section of the pipe, of flow Reynolds number Re and of wall friction.
The Reynolds number in the pipe flow is defined as

(13)

where U is the fluid velocity and n is the fluid kinematic viscosity (in m2/s).

Equation (14) is derived on the assumption of a constant radial diffusion
coefficient and a flat velocity profile, Eq. (15) on the assumption of a parabolic
radial diffusion coefficient profile and flat velocity profile, and Eq. (16) on the
assumption of a parabolic radial diffusion coefficient profile and a logarithmic
velocity profile:

(14)
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x is the maximum percentage of variation of tracer concentration over the
cross-section of the pipe in the case of constant flow rate injection, or of
the quantity

  

in the case of pulse injection;

l is the pipe friction coefficient (lsmooth being the value for a smooth pipe);

lpipe is the value for the real pipe.

Many correlations for l as a function of Reynolds number and pipe
roughness can be found in handbooks on pressure loss calculations [21]. A
simple one, valid for smooth pipes at ‘moderate’ Reynolds numbers (say 104–
105), is the well known Blasius correlation:

(17)

In turbulent pipe flow, it is reasonable to assume a parabolic radial
diffusion profile with either a flat or a logarithmic velocity profile.

These equations are plotted in Fig. 5 (the Blasius correlation for l is
used). They show that for Reynolds numbers equal to 105 and a smooth pipe,
the good mixing length (predictably) decreases when x increases. Good mixing
length is predicted to be larger for flat velocity and diffusion coefficient
profiles.

The Reynolds number has little influence on good mixing length (see, e.g.,
Eq. (16)). For x = 1%, good mixing length only increases by about 25% when
the Reynolds number is increased from 105 to 106.

(b) Annular injection

Uniform injection by means of a ring with a diameter r equal to 0.63 times
the diameter R of the pipe reduces good mixing length by a factor of about
three compared with the values calculated for central injection.

(c) Experimental determination of good mixing length
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Values for good mixing length determined experimentally in a straight
pipe of circular cross-section, with central tracer injection are about twice as
large as theoretical values. The main reason for this discrepancy is the
difference between actual and postulated flow conditions. Theoretical results
should therefore be used with some caution.

Figure 6 shows an example of the measured variation in good mixing
length as a function of x, in the case of four types of injection. It should also be
noted that the level of turbulence has an influence on these results.

(d) Examples of methods for reducing good mixing length

The previous examples have shown that good mixing may require as
many as 200 pipe diameters to be achieved. It is often not possible to inject the
tracer at such a distance upstream of the measurement section. It is therefore
very useful to be able to reduce that length by using appropriate devices.

(e) Multiple orifice injectors

A substantial reduction of mixing length can be obtained by injecting the
tracer through multiple orifices uniformly distributed on the pipe wall or (if
possible) inside the pipe, as illustrated in Fig. 6.
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(f) High velocity jets

Injecting the tracer countercurrently at a velocity much larger than the
bulk flow velocity induces high mixing at the end of the jet. The reduction in
good mixing length depends on the number and momentum of the jets and on
their angle with respect to the main flow direction.

Few quantitative data are available on these effects. However, a simple jet
arrangement can bring a 30% reduction compared with a single central
injection point.

(g) Vortex generators

Incorporating obstacles within the pipe, in the vicinity of where the tracer
is injected, produces turbulence that enhances mixing and reduces good mixing
length.

As an example, injecting the tracer through three triangular plates, at an
angle of 40o to the main flow direction, reduces mixing length by one third with
respect to a central single injection point.
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(h) Pumps and turbines

If the tracer is injected upstream of a pump or a turbine, mixing length is
considerably reduced. Available information indicates that centrifugal pumps
reduce mixing length by about 100 pipe diameters.

(i) Bends, valves and other obstacles

Every singularity in the pipe promotes turbulence, which tends to
decrease good mixing length. Although no quantitative data are available,
measurement sections where such kinds of devices are present should be
preferred. However, it is advisable to use straight lengths of pipe without
obstacles whenever transit times are to be measured.

3.3.1.2. Numerical simulations

To obtain a better understanding of the process of mixing, it is also
suggested to examine the results of CFD simulations, modelling both the bulk
flow and the tracer injection. In this section, we present a few results obtained
with this kind of tool [22].

The geometry of injection devices is usually rather complex (for instance,
a small pipe protruding into a large one, possibly with bends and counter-
current flow). Here, no attempt has been made at precise representation of the
geometry. These simulations should be considered as illustrative only.

A finite element code is used here since such codes can quite easily model
complex shapes by means of unstructured mesh grids. This code is
CASTEM2000, developed by the French Atomic Energy Commission (CEA)
[23]. The application is concerned with turbulent pipe flow of incompressible
Newtonian fluids. The Navier–Stokes equations are solved in two or three
dimensions, turbulence being represented by the standard k–e model.
Boundary layers are handled by a logarithmic wall function.

Since the use of a CFD code is not yet quite foolproof, the need for some
kind of validation may be felt. A step by step procedure is proposed.

Firstly, turbulent flows in a straight pipe are simulated for a wide range of
Reynolds numbers (5 × 104–106) with a two dimensional grid. The influence of
mesh size and shape is also investigated. Computed velocity and turbulent
viscosity profiles are found to be in very good agreement with theoretical and
experimental results. This gives some confidence in the ability of the code to
reproduce the hydrodynamics of pipe flow.

In the previous section a few formulas for the prediction of good mixing
length in certain configurations were given. The CFD code was found to be able
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to reproduce these theoretical results, provided it was supplied with adequate
hydrodynamic profiles. Results were once more quite satisfactory, as shown in
Table 1. They were slightly improved when a three dimensional mesh grid was
used, even though these configurations are basically two dimensional. Here good
mixing lengths are once again expressed in number of pipe diameters.

It is then possible to build a realistic three dimensional model for the
injection of a squirt of tracer into a duct flow from an injection tube perpen-
dicular to the axis of the duct. The parameters are duct diameter, bulk and
injection flow rates and duration. To keep computer time as short as possible,
calculations are divided into three phases:

(1) Injection phase (both bulk and injection flows are calculated);
(2) Perturbed flow phase (injection is turned off but the bulk flow is still

perturbed);
(3) Diffusion phase (the bulk flow has returned to the developed pipe flow

and only the transport diffusion equation needs to be solved).

This calculation has been tested for numerical and physical consistency, but it
has not been validated against experimental results in this example. Figure 7
illustrates typical computed concentration maps as a function of time. The

TABLE 1.  COMPARISON OF EXPERIMENTAL AND SIMULATED
MIXING LENGTHS*

Injection
Reynolds 
number 

Theory 
2-D 

simulations 
3-D 

simulations
Experiment

Central 2 × 104 61 70 63

105 71 82 77 135

106 89.5 100

2 × 104 40.5 46

Annular 105 47.5 47.5 70

106 60 60

2 × 104 260

At the wall 105 321.5 160

106 >350

* Expressed in number of pipe diameters.
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initial tracer jet, its deviation by the main flow, its impact against the tube wall
and its subsequent dispersion are clearly visible (the computational domain
gets longer and longer as the tracer cloud moves inside the duct, hence the
more elongated aspect of the figures).

3.3.2. Examples of injectors

Injection systems are generally home made, built and adapted for specific
applications. They vary considerably in design, from the simplest (a syringe, or
a reservoir with a peristaltic pump) to the most complex (devices for remote
injection into pressure vessels).

Injection phase Perturbed flow phase (1) 

Perturbed flow phase (2) Perturbed flow phase (3) 

Diffusion phase (1) Diffusion phase (2) 

FIG. 7.   Different phases of the mixing of tracer in a flow of water.
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Firstly, a multipurpose device for pulse injection is presented. This
injection device, shown in Fig. 8, is constructed so as to be usable in explosive
environments, for example in hydrogen environments. 

This system injects the radiotracer as a pulse (Dirac type) signal into the
flow under investigation. It is worth noting that other types of injection
(continuous flow rate, sinusoidal and random) can be of great interest in the
understanding of certain complex processes. Nevertheless, most industrial
processes can be perfectly characterized using the above proposed injection
device, provided that the time duration of the injected signal is about a
hundredth the mean residence time (MRT) of the flow studied (if that
condition is not fulfilled, deconvolution of signals has to be carried out, as
explained in Section 3.6.1).

1 

2

3

4

5 6 

FIG. 8.  Photograph of a multipurpose injection device: 1, tracer injection and air
release pneumatic controls (linked to an N2 cylinder at 6 bar pressure); 2, pneumatic
actuator; 3, hammer; 4, dilution chamber with lead shielding for radiological protection;
5, pneumatic three way valve; 6, pressurized fluid (liquid or gas) container (up to 80
bar). The red arrows indicate the fluid flow inside this system from the pressurized fluid
container to the industrial reactor.
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In the system shown in Fig. 8, the tracer is initially contained in a quartz
ampoule, which is placed in an internal steel cylinder inside the dilution
chamber (4). This chamber is then filled with the fluid being traced (gas, liquid
or solid). If required, this volume is connected to a pressurized container (6).
The pneumatic actuator (2) releases a hammer (3). Its initial top position in the
chamber and running length can be adjusted in order to efficiently break the
quartz ampoule into pieces that are retained by a grid. The tracer is then
diluted by the pressurized fluid contained in the chamber. The pneumatic three
way valve (5) facilitates the injection of the labelled volume of fluid into the
industrial reactor. Once the tracer has been injected it is possible to extract the
internal cylinder containing the broken quartz ampoule.

After the tracer ampoule has been placed in the dilution chamber, every
operation is controlled remotely so as to minimize exposure to radiation. Only
pneumatic devices are used, hence the explosive environment capability of this
injection device.

Figure 9 depicts a conventional injection device.

3.4. RADIATION DETECTION AND MEASUREMENT IN A TRACER 
TEST CONFIGURATION

3.4.1. Influence of the test configuration

Three conditions have to be fulfilled to achieve a good tracer experiment:

(1) Time resolution should be sufficient to track the transient radiotracer
wave,

(2) Count numbers should be sufficient,
(3) Space resolution should also be sufficient.

The first condition is self-explanatory. Imagine the radiotracer wave lasts
1 s at a particular location; if the shape of this wave is to be accurately
monitored, count time should obviously not be more than a few hundredths of
a second, so as to have a few tens of significant data points. This sets a
maximum value for the counting time.

The second condition is firstly imposed by the statistical nature of nuclear
radiation. The standard deviation on count number n is theoretically equal to

. If an accuracy of 10% is required, the number of recorded counts should
be more than 100 during one counting period, at least at the peak of the
radiotracer wave. Another consideration is that the tracer signal should

n
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supersede the background level of the radiation. These points have already
been discussed in Section 3.2.3.

The last condition is usually not so important. High spatial resolution is
often not required in industrial conditions. Otherwise, it would imply precise
collimation, which is not favourable to high count rates, and it is often
preferable to have higher count rates at the cost of some spatial resolution.
However, it can be a requirement in high quality measurements at a laboratory
or on the pilot scale.

A maximum value for the counting time and a minimum value for the
count number are therefore imposed; the combination of both gives a
minimum value for the count rate. This constraint is very important for the

FIG. 9.  Details of a conventional injection device for chemical industry applications.
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choice of tracer, of the injected activity and of the configuration of the
detectors.

This section illustrates the influence on the count rate of (a) the
radiotracer, (b) the detector and (c) the collimator by means of Monte Carlo
simulations, on both the pilot scale and in industrial cases. The objective of this
section is to focus on the relative importance of all the parameters involved.
Most of the Monte Carlo simulations are presented here for didactic reasons
and have been validated by laboratory experiments. They have been made with
the codes ECRIN and SPEEDY of Tola [18], which are dedicated to Monte
Carlo simulations for radioactive tracer experiment design, scaling up and
interpretation.

3.4.2. Example 1: A radiotracer experiment in pipe flow

This example is based on a test rig for two-phase pipe flow experiments.
The main part is a 32 m long, 60 mm diameter glass pipe in which co-current
air–water flows can be created. The pipe thickness is 5 mm. Flow regimes range
from bubble flow to slug flow and annular flow. Radiotracer experiments have
been made in this test rig in one-phase air flow, with 133Xe as a tracer [24]. First,
we shall describe how to estimate the necessary activity in a given configuration
(tracer and detection). Then we shall show the influence of all the parameters
on the count rate and therefore on the necessary activity.

3.4.2.1. Results from Monte Carlo simulations: Determination of the  required 
activity

Suppose tracing of the gas phase is repeated under the following
conditions: void fraction 10% in bubble flow regime, gas velocity 5 m/s (liquid
velocity should also be close to 5 m/s, since the bubble flow regime is assumed).
Argon-41, which is a classical tracer for the gas phase with a relatively high
emission energy (1.29 MeV), can be used. Available detectors have 1.5 in.
(3.81 cm) by 2 in. (5.12 cm) NaI(Tl) scintillators, with a 1 mm thick steel
window. The detector is shielded by a 3 cm thick lead cylinder (Fig. 10).

Under these conditions, a Monte Carlo simulation (with the ECRIN 2
software) allows the calculation of many parameters:

(a) The count rate that would be obtained if the tube was filled with an air–
water mixture uniformly tagged with 3.7 × 1010 Bq of 41Ar: ṅ = 6.8 × 10–6

counts·s–1·Bq–1·m3. This value is very important since it allows comparison
of the efficiency of two different tracers, and prediction of the total
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number of counts N that would be recorded by a detector if activity A of
41Ar was injected into the pipe in a real tracer experiment. N is given by

 where Q is the mixture volumetric flow rate. In the present
case, N is equal to about 17 500 counts for a 3.7 × 1010 Bq injection. If the
tracer wave is supposed to last ten seconds at a particular location, the
average count rate will be about 1750 counts/s, which corresponds to a
2.5% statistical error. This is a first useful indication for the selection of
the injected activity. This point is further developed later. The simulation
also indicates the efficiency of the detector and the buildup factor (39%
and 1.4 in our case, respectively). This provides guidelines for the
selection of the detector and its geometry.

(b) The detected spectrum (which can be corrected by an energy resolution
to mimic the output of a multichannel analyser: the ‘convoluted
spectrum’ in Fig. 11). This is a useful indication for the choice of the
thresholds of the detection chain. In our case, the gamma emission peak
and Compton plateau can be clearly seen.

(c) If the tracer is supposed to be uniformly distributed in each cross-section
of the tube, the simulation also gives the contribution of each tracer cross-
sectional slice to the total count (Fig. 12). This gives a clear image of the

5 mm glass wall

NaI(Tl) = 1.5" x h = 2"
scintillator crystal

1 mm steel window

Pb collimator

Pipe interior diameter: 60 mm

air flow
+

Ar-41

FIG. 10.  Test case configuration: air flow measurement in a pipe with 41Ar.

N An Q= �/ ,
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Raw spectrum
Convoluted spectrum

Energy (keV) 

Intensity (%)

Count rate: 6.7¥10–6 counts.s–1 per Bq.m–3

Detector efficieny: 39%
Photons through collimator: 27%
Buildup: 1.38

FIG. 11.  Argon-41 test case: raw and convoluted spectra.
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FIG. 12.  Argon-41 case: count rate distribution versus distance to detector axis.
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spatial resolution of the detection chain. In our case, the detector ‘sees’
about 10 cm of tube on each side of its axis (i.e. much more than the
opening of the lead shielding; this is due to the high emission energy of
the tracer). If the tracer distribution is known to be non-uniform, it is also
possible to have the detail of the contribution of each point inside the
tube, as shown in the example shown in Fig. 13. This kind of result,
however, requires long and tedious calculations and is usually not
necessary for a classical tracer experiment. 

(d) Finally, the results from the Monte Carlo simulation make it possible to
predict the output of the tracer experiment, provided that the flow can be
approximated by axial dispersive plug flow with velocity U (m/s) and
dispersion coefficient D (m2/s). A calculation has been made with the
SPEEDY code by Tola. The result is given here for U = 5 m/s and D =
0.064 m2/s, which is the theoretical value for water pipe flow in the
conditions of our experiment (according to Ref. [25]). The count rate
versus time curves are shown in Fig. 14, for three detector locations: 10, 20
and 30 m from the injection point. A 41Ar tracer of 3.7 × 1010 Bq is
assumed to be injected instantaneously.

R (counts/(s·3.7¥1010Bq))
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FIG. 13.  Example of the distribution of contributions to count rate as a function of position.
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In this figure we see that the maximum count rates are 6.8 × 107, 4.9 × 107

and 4.0 × 107 counts/s, respectively, for a 3.7 × 1010 Bq injection of 41Ar.
Therefore, if a 1% accuracy that corresponds to 104 counts/s is required at all
the points, only 0.25 mCi (or 9.25 MBq) is required. Figure 14 also gives an
indication of the transit time of the radioactive wave (about 1 s here). It should
be noted that if injection is not instantaneous, the transit time will be longer
and the maximum count rate lower (total count will be conserved). It would
therefore be wise to increase this 0.25 mCi activity by some factor to be on the
safe side.

This approach allows the amount of activity needed to achieve a certain
accuracy to be predicted. It may, however, look rather paradoxical since it
requires values for the velocity and the dispersion coefficient, which are
precisely the quantities that can be measured in a tracer experiment. Yet the
count rate versus time calculation is very simple, so that a parametric study can
easily be made. As for the velocity, its order of magnitude is usually known;
hence it is easy to calculate a range of likely values. In a few simple cases (such
as the tube flow considered) it is possible to find in the literature correlations or
probable values for the dispersion coefficient. Otherwise, one can try values
corresponding to a low (2–5), average (10–20) or high (over 50) Péclet number,
the dimensionless number defined as UL/D, where L is the distance from the
injection. Although higher values are possible, they will result in sharper peaks,
and consequently higher count rates, so that they do not need to be taken into
account for a conservative estimate of the required activity.
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FIG. 14.  Argon-41 test case: count rate versus distance from injection.
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All these estimates rely on Monte Carlo simulations, but there is good
evidence that they can be trusted in the conditions of a radiotracer experiment
[22].

3.4.2.2. Influence of various parameters

In the previous section we have seen how to use Monte Carlo simulations
to estimate the required activity for a given tracer and detector configuration.
In this section, we illustrate (also through the use of Monte Carlo calculations)
the influence of several parameters:

(a) Influence of the radiotracer

Suppose we want to trace the liquid and gas phases in our pipe flow
experiment. For each phase various radioisotopes can be used. It is important
to determine which ones are acceptable and what amount of activity is
necessary.

Figures 15(a) and (b) illustrate the count rate per 3.7 × 1010 Bq/m3 (  in
the previous section) and the detector efficiency for a selection of radiotracers
for gas and liquid phases from Ref. [10].

For the gas phase, 85Kr is clearly not acceptable in spite of medium
emission energy (514 keV) and reasonably good detector efficiency; this is due
to the very low emission percentage (0.44%). Results for the other radio-
isotopes range from 2.3 × 10–6 (133Xe) to 2.3 × 10–5 counts·s–1·Bq–1·m3 (82Br),
mainly because of the differences in emission energy (81 and 550–1400 keV).
Tracing the air phase with 133Xe would therefore require about ten times as
much activity as with 82Br, while still remaining in the (acceptable) millicurie
range. This is due to low attenuation in the fluid and the pipe walls (133Xe is
definitely not advisable in most industrial cases, as will be shown in the next
example). High emission energy (41Ar, 1.29 MeV) is not favourable for
detector efficiency, because of the relatively small thickness of the scintillator.

Other considerations such as price, availability and physicochemical
properties of the radioisotopes should of course be taken into account (e.g.
133Xe is at the same time highly advantageous for its low price and low radio-
toxicity but not quite suitable for our experiment since it is soluble in water).
These considerations are not related to radiation detection and measurement
and will therefore not be expounded here.

As regards the liquid phase, 51Cr is handicapped by its low emission
percentage (10%). Results for other isotopes are in the range 2 × 105 (38Cl) to
3.3 × 10–5 counts·s–1·Bq–1·m3 (82Br), which would result in acceptable values for
injected activity. Once again, low energy radioisotopes (99mTc, 141 keV) can be

�n
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used while high energy isotopes (e.g. 24Na) result in degraded detector
efficiency.

Tracer selection also has some impact on the space resolution of the
detection chain, as illustrated in Fig. 16 in the case of low energy 133Xe and high
energy 41Ar. This, however, has no visible consequence on the shape of the
recorded signals, as shown in Fig. 17 (count rates are, predictably, much higher
with 41Ar) for a 3.7 × 1010 Bq injection.

(b) Influence of scintillator crystal nature and dimensions

In the same way, the influence of the nature and the dimensions
(diameter and thickness) of the scintillator crystal on the count rate per 3.7 ×
1010 Bq/m3 and on the efficiency of the detection is illustrated in Fig. 18. The
radioisotope is 41Ar, with the scintillator crystal being either 1.5 in. (3.81 cm) in
diameter by 2 in. (5.08 cm) in thickness or half that size, and either NaI(Tl) or
bismuth germanium oxide (BGO).

Not surprisingly with this high energy tracer, efficiency is significantly
better with thick crystals and BGO always performs better than NaI(Tl).
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(c) Influence of shielding and collimating

We now investigate the effect of variations in collimating depth h and
diameter D (Fig. 19; h was set to zero and D was equal to the diameter of the
scintillator crystal). Increasing h or decreasing D improves the spatial
resolution of the detector.

As illustrated in Fig. 20, increasing h (here from 0 to 2.5 and 5 cm)
obviously decreases the count rate, for both low and high energy tracers (133Xe
and 41Ar, respectively). In the case of 133Xe, a depth of 5 cm leads to a very low
count rate, about 2.4 × 10–6 counts·s–1·Bq–1·m3, resulting in unacceptably high
activity requirements. Detector efficiency is not reported here because it
depends only marginally on collimating parameters.

The impact of collimating depth on spatial resolution is shown in Figs
21(a) and (b).

An increase in h does improve the sharpness of the count distribution in
the case of low energy 133Xe. This effect is more dubious in the case of 41Ar, the
photons of which are so energetic that they can reach the crystal through the
lead shield, hence the long (and undesirable) tailing in the count distribution
curves.

Finally, collimating depth is set at 2.5 cm and collimating diameter varied
from 3.8 cm (or 1.5 in., i.e. the diameter of the scintillator crystal) to 2 cm and 1
cm. The effect on count rate is shown in Fig. 22.

In the case of 41Ar, count rates are not very sensitive to collimator
opening (the count rate at 1 cm is about one half of the count rate at full

h

D

Shielding

FIG. 19.  Flow measurement test case: influence of shielding.
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opening). This is due to the fact that a large proportion of the high energy
photons reach the scintillator crystal through the lead shielding, which would
have to be much thicker to be efficient. This results in a spatial distribution
curve with even more spread than in the previous cases.

Low energy photons emitted by 133Xe are effectively stopped by the
shielding, resulting in good spatial resolution, as shown in Fig. 23. The
drawback is a drastic drop in count rates, with a minimum of about 400
counts·s–1·Ci–1·m3 with the sharpest collimation, resulting in large and
impractical activity requirements.

3.4.3. Example 2: A radiotracer experiment in the industrial case

This example is based on a tracer experiment that was conducted on the
quenching tower of an incinerator. Hot flue gasses enter the top of the tower at
a temperature of about 1000°C. Cold water is supplied at some point along the
tower to reduce mean gas temperature to 200°C. The problem was to monitor
the flow of gas inside the tower. The height is about 10 m and the internal
diameter 2.5 m. There is a 4–6 mm thick steel wall, thermally insulated by
means of 24–30 cm of concrete. The flow rate is about 104 N·m3/h. As in the
pipe flow experiment, it will be shown how to estimate the necessary activity
with a given tracer and detector configuration, and the influence of a few
parameters on the count rate will be illustrated.
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FIG. 20.  Flow measurement test case: influence of collimating depth.
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FIG. 22.  Flow measurement test case: influence of collimating diameter.
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3.4.3.1. Required activity with 41Ar

A reasonable choice for the radiotracer is 41Ar, because it can be
expected to remain inert in high temperature conditions and its radiation is
energetic enough to be detected through thick concrete and steel walls. Once
again we use 1.5 in. (3.81 cm) by 2 in. (5.08 cm) NaI(Tl) scintillators with 1 mm
thick steel windows and 3 cm thick lead shielding (Fig. 24).

From the Monte Carlo simulation we obtain the following results:

(a) The count rate per curies per cubic metre is ṅ = 2.5 × 10–5 counts·s–1·Bq–1

·m3, which results in 67 000 counts for a 3.7 × 1010 Bq injection or a scant,
but manageable, count of 670 for 370 MBq, the activity that was actually
used. The detector efficiency is 53%, much higher than that in the pipe
flow experiment, because most photons reach the detector after
undergoing multiple interactions and therefore with low energies. This
last point is visible on the detected spectrum (Fig. 25), where the
1.29 MeV 41Ar peak is still visible, but the contribution from the lower
energy part is more important than in the previous case.

(b) The spatial resolution is very poor, as shown in Fig. 26. This is due to the
detection geometry and to the high proportion of indirect photons that
reach the scintillator crystal. However, the spatial resolution could only

Walls :
30 cm concrete

+
6 mm steel NaI(Tl) f = 1.5" x h = 2"  

scintillator crystal, 
Pb collimator

Flue gas 
+ 

water vapour 
+ 

Ar-41 

Tower interior diameter: 2.5 m

FIG. 24.  Incinerator test case: configuration of the tracer test with 41Ar.
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be improved by heavy collimation, resulting in lower count rates that
hardly seem practical.

(c) The count rate as a function of time can be predicted at given distances
from the injection point, as shown in Fig. 27 (here at 5 and 10 m with
velocity estimated at 3 m/s and with the Péclet number being taken as 10
and 20, respectively). Maximum count rates for a 370 MBq injection are
acceptable though rather low (approximately 320 and 230, respectively).
This order of magnitude is indeed close to the values recorded in the
actual experiment.

3.4.3.2. Influence of various parameters

(a) Influence of the radiotracer

The count rate per 3.7 × 1010 Bq/m3 and the detector efficiency for the
same radiotracers as in the previous section (irrespective of their suitability for
a high temperature experiment) are investigated here. The results are shown in
Fig. 28.

Intensity (%)

Energy (keV)

Raw spectrum
Convoluted spectrum

Flue gas flow measurement with Ar-41 (1.29 MeV). Detector: NaI(Tl) f = 1.5" x h = 2" 

FIG. 25.  Incinerator test case: raw and convoluted spectra.
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Xenon-133 fails to produce any significant count rate, because of its low
emission energy. Krypton-85, though better, has to be ruled out because of its
low emission percentage. Argon-41 and 82Br give the best count rates; 76As
would require about ten times as much activity to produce the same number of
counts. As mentioned before, detector efficiency is fairly high in spite of the
small scintillator thickness, owing to the wide energy spectrum of the incident
photons.

(b) Influence of scintillator crystal nature and dimensions

Comparison is made again between NaI(Tl) and BGO crystals, with
dimensions 1.5 in. (3.81 cm) by 2 in. (5.08 cm) or 0.75 in. (1.9 cm) by 1 in.
(2.54 cm) (Fig. 29). The tracer used was 41Ar.

A difference of almost one order of magnitude is observed between the
small NaI and the large BGO scintillator crystals.

(c) Influence of wall thickness

The walls of the quenching tower vary in thickness as the temperature of
the flue gases is reduced; the concrete shielding is first 30 cm, then 27 and 24 cm
in thickness. The steel skin also gradually reduces to 4 mm in thickness. The
effect is illustrated in Fig. 30, where an unrealistic 40% decrease is also
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included for the sake of illustration. It clearly appears that only the latter has a
significant impact on the expected count rate. The tracer was again 41Ar.

3.4.4. Detector positioning and protection

Figure 31 describes the general arrangement of detectors in the case of an
FCC unit. Position, location and distance between the detectors depend on
data requirements; they have to be optimized and discussed with process

 

FIG. 31.  General arrangement of detectors in an FCC plant tracer test. Results of a gas
phase tracing with 41Ar.
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engineers. In this case, for instance, the experiment is designed for gas and
catalyst tracer tests: the riser is surveyed with five detectors (detectors 1–5).
Detectors 1–4 record the velocity and dispersion evolutions (which are directly
correlated to reaction efficiency) in the first part of the riser. Detectors 4a and
4b are at the same level but on opposite sides: the aim is to survey any axial
asymmetry in the velocity profile. Detectors 6 and 7 survey the gas behaviour
from the end of the riser to the outlet of the FCC unit, while detectors 5–11
survey catalyst recycling. The FCC unit is thus divided into sections of interest.
The readings from each detector can be seen as the inlet signal of a section and
the outlet signal of the preceding one, when describing the unit from a systemic
methodological point of view.

In Fig. 32 photographs are shown of a detector (NaI scintillator), with its
collimator and heat insulator, positioned on the riser wall, and the data

FIG. 32.  Detector positioning and data acquisition in an FCC tracer test.
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acquisition monitoring station. When dealing with high temperature conditions
along a wall, as in the case of rotary kilns in the cement or mineral industry, the
detectors are placed at minimum distances from the walls: the sensitive part of
the detector is protected by heat insulation (Fig. 33), which is a modern
alternative to conventional cooling by water circulation.

FIG. 33.  Tracer test in a rotary kiln in the minerals industry. Heat protection of detectors.
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3.4.5. Data acquisition

Owing to the widespread use of data acquisition systems in numerous
fields (automation, electronics, etc.), it is possible to find up to date commercial
applications of great quality (LabView from National Instruments, Austin,
Texas; TestPoint from Keithley, Cleveland, Ohio). In this section some of the
basic characteristics of a radiotracer data acquisition system are described.

It is advisable, in order to cover the largest number of situations (i.e. at
least 90% of what is really required for conventional industrial applications),
that this system should offer the possibility to treat a minimum of
12 measurement channels.

The measurements (counting) have to be simultaneous and the software
should have three different blocks:

(1) For control of the good operational functioning of the probes.
(2) For data acquisition during the tracing experiment. For each probe it

should be possible to define several (for example five) measurement
phases. Each measurement phase is defined by its duration, and by the
counting time ranging between 1 ms and 1 h. It should be emphasized that
the measurements have to be simultaneous for all active channels. The
software has to ensure archiving, basic treatment and visualization of the
data. The dead time between two measurements should be less than 1 µs.
The visualization of data should be as close as possible to ‘real time’
refreshment of the graphical window.

(3) For allowing the user to read and display archived data.

3.4.5.1. Data acquisition frequency

A compromise between a sufficiently high counting rate (statistical
accuracy) and the necessity not to alter the fast flow dynamics by too much
time averaging of the data results in the time between two consecutive
measurements that defines the acquisition frequency. The characteristic time
response of the data acquisition device is about 1 µs.

Quite often, signals rise sharply after the injection, then decay more
slowly. A good strategy is therefore to perform acquisition in a series of phases:

(a) With high frequency acquisition (each 10 ms for example) during a small
period of time (say 120 s), to capture the swift rise;

(b) With medium frequency acquisition (ranging from each 0.1 s to 5 s for
instance) over a few minutes (up to 15 min for instance), to follow the
gentler tailing;
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(c) With low frequency acquisition (each 5 s to 2 min) during a long period
(from 15 min to 48 h for instance), to make sure that the signal goes back
to the baseline.

The system must be as user friendly as possible. Programming must be
easy and upgradeable, as is now the case with object oriented languages.

3.5. DATA TREATMENT AND FILTERING

3.5.1. Basic principles and tools

Even in a carefully planned and executed tracer experiment some
amount of treatment must be applied to the recorded signals before further
analysis or modelling. The first obvious reason is that no signal is ever quite
noise free. Another reason lies in the statistical character of radioactive
detection: if the number of counts n is too small (because, for example, injected
activity is too small, or counting time too short), the  statistical noise will
blur out the useful signal. The ‘see through’ nature of gamma ray measurement
is another potential source of trouble: unforeseen perturbations may be caused
by the proximity of the injecting device or of the storage of spent fluid.

The aim of this section is therefore to present the basic procedures for
preliminary data treatment. A general outline will be provided. Available tools
will be listed. Real examples will then be given to illustrate the application of
these procedures.

A proper treatment of radioactive tracer data can require up to nine
successive stages, as illustrated in the flow chart (Fig. 34). The starting point is
the data acquisition stage, the result of which is basically a set of count rate
versus time values. At the end of the data treatment procedure these values are
transformed into an area-normalized tracer restitution curve that can be
processed by the methods presented in Section 3.6.

The order of the operations should be as logical as possible. There are,
however, so many possible cases with radioactive tracing that it is perhaps not
possible to give a procedure of universal validity. Rather, the aim is to make the
reader understand the reasons for such and such treatments and their basic
principles. Application to particular cases is then a matter of common sense.
For example, it will be preferable to perform filtering before background
corrections in the case of very noisy signals. As a matter of fact, only area
normalization (step 9) is truly unavoidable prior to tracer response analysis and
modelling. Some of the other steps may be omitted according to circumstances.

1/ n
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Radiotracer practitioners have several software packages at their
disposal. Many treatments can be performed with a spreadsheet program such
as Microsoft Excel. More specialized software includes Peakfit [26] and RTD0
[15].  DTSPro [17] also offers some limited data treatment capabilities. Mathe-
matical packages such as  Mathematica [27] or Matlab [28] can also be useful,
but their application to radiotracer data needs some programming and will not
be discussed further. In Table 2 an attempt has been made to summarize the
possibilities of these software programs.

Data acquisition 

 

1 - Correction for detection chain response 

 

2 - Background correction 

 

3 - Radioactive decay correction 

 

4 - Background rise correction 

 

5 - Selection of a time window 

 

6 - Filtering 

 

7 - Re-sampling 

 

8 - Data extrapolation 

 

9 - Area normation 

 

Moment analysis, peak decomposition, RTD 
modelling, etc. 

Count analysis 

FIG. 34.  Typical flow chart for data treatment.
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3.5.2. Application to selected examples

3.5.2.1. Correction for detection chain response

This step accounts for two different phenomena:

(1) Time constant correction

When analogue devices, such as count ratemeters which involve an
integrating circuit with a resistor R and a capacitance C, are used for the
measurement of tracer concentration, some loss of count may occur due to the
time response of the integrating circuit. Therefore, a correction has to be
applied. The relationship between net count rate  and measured count
rate  is given by the following differential equation:

, (18)

where the product RC is the time constant of the integrating device.
This operation amounts to deconvolving the measured signal  from

a decaying exponential with time constant RC. It can be done through
numerical evaluation of the time derivative  and direct application of
Eq. (18) or by the methods presented in Section 3.6.1.

TABLE 2.  AVAILABLE SOFTWARE FOR DATA TREATMENT
(crosses indicate functions that software can carry out)

Treatment Spreadsheet RTD0 Peakfit DTSPro

Detection chain response ×

Background correction × × × ×

Radioactive decay correction × × × ×

Background rise correction × × ×

Selection of a time window × × × ×

Filtering ×

Resampling × ×

Data extrapolation × × ×

Area normalization × × × ×
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(2) Dead time correction

Nearly all detector systems have a minimum amount of time that must
separate two gamma photons in order that they be recorded as two separate
pulses. This minimum time delay may be due either to the physical detection
process itself or to associated electronic devices. It is called the dead time of the
counting system [14]. This phenomenon results in detector ‘saturation’, already
mentioned in Section 3.2.3.

Two models for dead time behaviour are commonly used: paralysable and
non-paralysable responses. In both cases, detection of one photon is followed
by a dead time t in which no new event can be recorded. In the non-paralysable
case, the detector is always apt to record a new photon after time t. In the
paralysable case, the dead time is prolonged by t by each photon interaction
occurring during the dead time period.

The relationship between the true photon interaction rate  and the
recorded count rate  in the non-paralysable case is as follows:

(19)

and in the paralysable case:

(20)

The latter expression is implicit with respect to , the quantity to be
computed, and has therefore to be inverted numerically (mathematical
packages like Mathematica are more than adequate).

These relations are illustrated in Fig. 35 for typical dead time values of 1
and 10 ms. Very high true count rates imply an actual decrease in recorded
count rates in the case of a paralysable detector. With a dead time of 10 ms, the
error is less than 10% up to the fairly large value of 104 counts/s.

The reader is referred to Ref. [14] for practical methods for measuring
dead time.

Tools

RTD0 [15] accounts for time constant correction. The second case (dead
time correction) can either be treated with a simple spreadsheet (non-
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paralysable case) or requires the use of a mathematical package for the
inversion of the paralysable detector response function.

3.5.2.2. Background correction

(a) Principle

This section refers to the background radiation level that exists independ-
ently of the tracer experiment (due, for example, to sources in nuclear gauges
permanently mounted on the installation). Prior to the injection of tracer into
the system, it is necessary to measure the background radiation level at the
detection points under the same conditions as in the actual experiment.

It should be noted that correction for background level due to the tracer
itself (if, for example, some tracer is stored in the vicinity of a detector) should
be made after the correction for radioactive decay (Section 3.5.2.3), since that
part of the background radiation obviously decays with the same rate as the net
signal.

It is desirable to have 20–30 readings for the determination of
background radiation level. The measured background radiation levels are
subtracted from the experimental data. The net count rate  is given as:

(21)
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where  is the measured count rate and is the background count rate.

(b) Example

In the following example (Fig. 36), the first 35 readings are used to
evaluate background level prior to the experiment (about 65 counts/s). The
curve is shifted downwards accordingly. It can be seen that after the experiment
the level of ambient radiation has increased considerably. This is in fact because
spent fluid is stored in a tank near the detector. This problem will be accounted
for later.

3.5.2.3. Radioactive decay correction

(a) Principle

Since radioisotope tracers decay exponentially with time, it is necessary to
apply decay correction to the measured data (otherwise, more weight would
unduly be given to early measurements). The decay corrected count rate 
is given as:

(22)
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where l is the decay constant, t is time and T1/2 is the half-life of the radio-
isotope.

As an example, Table 3 indicates which percentage of T1/2 error due to
decay is 1, 5 or 10%.

(b) Example

In Fig. 37, the results of radioactive tracing with 113mIn (half-life 5970 s)
are presented. Fluid is continuously recirculating in the system, which causes
tracer to be homogeneously mixed after some time. The strong initial radiation

TABLE 3.  ERROR DUE TO RADIOACTIVE DECAY

Error (%)  (%)

1 1.4

5 7.0

10 13.8
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FIG. 37.  Effect of the correction for radioactive decay with 113mIn.
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level is due to tracer from a previous experiment (as explained in
Section 3.5.2.2, it has not been subtracted before applying the decay
correction). Before the decay correction is applied, one gets the wrong
impression that the tracer concentration is decreasing at the end of the
experiment, which might suggest some fresh fluid is somehow brought into the
system. Applying a decay correction shows that the tracer concentration
actually reaches a constant level.

3.5.2.4. Background rise correction

This section deals with the case when the count rate does not go back to
zero at the end of the experiment (at this stage, i.e. after the correction for
radioactive decay, initial count rate should have been set to zero). Two cases
are possible:

(1) The shift in the baseline is due to cumulation of the tracer in the neigh-
bourhood of the detector, as illustrated in Fig. 38. The relationship between
measured signal  and unperturbed signal  is the following:

(23)

where the proportionality constant k expresses the strength of the coupling
between accumulated tracer and detector.

System 

Detector 

Fluid 
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Tracer 
injection 

 

FIG. 38.  Perturbation due to the storage of spent fluid.

�n tm( ) �n tt( )

� � �n t n t k n u u
t

m t t d( ) = ( ) + ( )Ú0
,



63

Thyn [16] proposed an elegant analytical solution for this problem, of the
form:

(24)

where asterisks denote the convolution product (defined in Section 3.6.1).

(2) The second case is when the reason for the background rise is not
precisely known (drift in electronics or some other reason) or when no model is
available. In that case, different shapes for the baseline (linear, quadratic,
exponential, etc.) should be tried to see which gives the best fit with those
points that are supposed to correspond to zero count rate.

(a) Examples

In the first example (Fig. 39), the rise in background level was known to
be due to the accumulation of tracer near a detector and Thyn’s correction was
applied. Figure 39 shows original data and the effect of the parameter k on the
shape of the baseline (large k means the influence of accumulated tracer on the
detector is strong).
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Therefore, a criterion has to be chosen for k. The one suggested by Thyn
et al. [15] seems to be a good choice:

(25)

where  is the steady state count rate measured at the end of the experiment and
tmax is the duration of the experiment. The corrected curve is shown in Fig. 40.

In the second example (Fig. 41) the drift in background radiation level
was due to some tracer becoming trapped inside the injection line and
influencing the neighbouring detectors. The shape of the baseline could
therefore be assumed to be very steep at the beginning, and then almost flat.
This shape could be approximately reconstructed using Peakfit’s logarithmic
baseline option.

(b) Tools

Spreadsheets can be used for some baseline fitting although they are not
very practical. DTSPro can do some simple (linear) baseline corrections.
Peakfit allows a user friendly choice of the baseline points and offers many
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options. RTD0 is the only software package with an ‘accumulated tracer’
correction capability.

At this stage, all effects linked to background radiation should have been
eliminated, i.e. the signal should start from zero count rate and return to zero
count rate (except in the case when the end of the signal has not been
measured, which is treated in Section 3.5.2.8). Because of fluctuations, negative
count rates always appear at the beginning and end of the curves. It is often
tempting to set these negative count rates to zero, on the reasonable grounds
that count rate is basically a positive quantity. We believe that this temptation
should be resisted because suppressing negative counts will alter the frequency
spectrum of the signal and therefore may cause undesired effects if a Fourier
transform is to be applied. In addition, this will artificially give increased weight
to the tail of the curve, which may be a problem when computing statistical
moments.

3.5.2.5. Selection of a time window

(a) Principle

The duration of a tracer wave at a particular location is in general not
precisely known. The operator will, with good reason, tend to overestimate that
duration when programming the data acquisition system. On the other hand,
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some delay may occur between launching of data acquisition and actual
injection of tracer. For both reasons a number of useless data points will result
at the beginning or at the end of data acquisition. Selection of the time window
consists in discarding these points, that is to say in selecting only the period of
time in which significant results are obtained. Sometimes it is also desirable to
shift the time origin to the beginning of the new data set.

This operation will reduce computer workload for further data treatment.
Suppression of useless data points at large times may also improve precision in
the computation of the first and second moments.

If several data sets are to be treated in pairs (e.g. because one wants to
deconvolve one data set by another), care should be taken to select a common
time window for the two sets. This operation can be renewed at different stages
in the data treatment procedure: some points can be eliminated at the very
beginning, while keeping a certain number of baseline points to process
background correction. These baseline points can be discarded after that
correction has been made.

(b) Tools

Peakfit allows interactive selection of the data points and is very
convenient for that operation. Otherwise, any spreadsheet program (or even
any text editor if ASCII data files are used) will suffice.

3.5.2.6. Filtering

(a) Principle

The aim of filtering is to eliminate, or at least decrease, fluctuations due to
counting statistics or electronic noise. In some cases, filtering allows useful data
to be extracted from statistical noise, as will be illustrated later.

Several methods are available. First and foremost, the Fourier transform
can be used to compute the signal frequency spectrum and undesired (usually
high frequency) components can be eliminated. This method is very effective;
Fourier transformation, however, requires that the data be sampled at regular
time intervals, i.e. that counting time be constant. Other algorithms (e.g. the
Loess algorithm) allow a variable counting time.

Radioactive measurements also offer the simple and attractive possibility
to cumulate counts. Consider a series of N count rates  with constant counting
time :

�ni

Dt
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It is possible to accumulate counts by series of p values, that is to say to
replace the original data set by the following (for simplicity, N is assumed to be
a multiple of p):

This transformation strictly amounts to changing the counting time from
 to , thereby decreasing relative uncertainty by a factor of  (this result

can be proved in a rigorous way by calculating the variances of the initial and
processed data using Poisson statistics).

Whatever method is chosen for data filtering, care should be taken not to
distort the essential features of the signal, as illustrated below.

(b) Examples

The first example (Fig. 42) shows filtering of reasonably ‘clean’ data by
the use of a Fourier transform. More components (50, 80, 90, 95 and 97.5%) are
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eliminated from the frequency spectrum, starting from the high frequency end.
The results are shown by the graphs in Fig. 42.

Fourier transform filtering is quite efficient; many high frequency
components can be filtered away without altering the general shape of the data
curve. However, some kind of compromise has to be found so as not to alter the
significant features in the data. For example, if the indentation at the top of the
peak is thought important in these data, at least 20% of the frequency
components should be kept.

The second example (Fig. 43) shows how seemingly unusable data can be
exploited by count cumulation. It should be noted that the original data set is
too noisy to allow for background level correction, which can only be done
after some amount of filtering. Points are cumulated in groups of 5, 25 and 100.
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Once again, the optimum between smoothness and time resolution of filtered
data has to be found.

The same kind of result could also be obtained by Fourier transform
filtering.

(c) Tools

The use of Peakfit for data filtering is very efficient and user friendly.
Peakfit allows interactive Fourier transform filtering and has several other
efficient algorithms, with the possibility to work with unequally spaced data
(Loess), as shown in Fig. 44.

3.5.2.7. Resampling

There can be two main reasons why data should be resampled:

(1) The data set is too large to be comfortably processed and there is
therefore a need to reduce the number of points.

(2) The counting time is not constant, which is not allowed with certain data
treatment or modelling software (e.g. DTSPro).
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Another reason might be that one needs to have 2n (128, 256, 512) points,
because one wants to use an old fashioned fast Fourier transform (FFT)
algorithm, like the one in older versions of the DTS program (DTS 3.2 and
earlier).

Resampling can be done by any adequate interpolation method. Peakfit,
for example, offers linear and quadratic interpolation routines. Mathematical
packages also propose many options. If the number of points is to be
downsized, care should once again be taken to preserve the main features of
the data (e.g. the peak heights).

The count cumulation technique, presented in Section 3.5.2.6, is also a
simple and effective method to reduce the number of data points, or to set the
counting time constant. In the following example, the counting time was set to
10 ms for the first 30 s of the experiment, and to 100 ms later. The idea was to
have a higher time resolution to capture the beginning of the tracer wave, but
this proved to be useless. Cumulating the 3000 first data points in groups of ten
amounts to increasing the counting time to a uniform value of 10 ms and
diminishes statistical fluctuations, as shown in Fig. 45.

3.5.2.8. Data extrapolation
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Data extrapolation is needed when the end of the tracer wave is missed,
or, in other words, count rates go back to zero after the end of the data
acquisition sequence, as illustrated in Fig. 46.
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Before extrapolating, one should be sure that non-zero values at the end
of the curve are actually due to an early termination of data acquisition and not
to some interference with spent tracer (in this example, count rates were
monitored some time after the end of data acquisition and found to be back to
zero).

The aim of data extrapolation is to extend the tracer curve in some
plausible way. The most common procedure is to check that the count rates
decrease exponentially at the end of the experiment; this is easily done by
plotting the logarithm of count rate versus time, which should exhibit a linear
behaviour towards the end (Fig. 47).

A decaying exponential function should then be adjusted on that part of
the curve, and the data extended with this function until the count rates are
small enough to be neglected (Fig. 48).

The number of extrapolated points should obviously be reasonable (the
meaning of ‘reasonable’ depends very much on the data available and the level
of precision desired). From a practical point of view, the contributions of the
extrapolated part to the zero, first and second order moments are given in
Table 4.

In our example, the contributions in terms of total count number (zero
order moment), first order moment (MRT) and variance (centred second order
moment) are given in Table 5.
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The contribution of extrapolated data to the second moment, and to a
fortiori higher order moments, can be very high. The values for these high
order moments should therefore be taken very cautiously.

TABLE 4.  CONTRIBUTION OF EXTRAPOLATED CURVE TAIL TO
MOMENTS

Extrapolation function

Zero order moment

First order moment

Second order moment
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FIG. 48.  Extrapolation of a tracer curve with decaying exponential.

C
t

t t t1 1exp -Ê
ËÁ

ˆ
¯̃

= = •
t

, from  to 

C
t

t C
t

t
1 1

1

1

exp exp-Ê
ËÁ

ˆ
¯̃

= -Ê
ËÁ

ˆ
¯̃

•

Ú t
t

t
d

tC
t

t C t
t

t
1 1 1

1

1

exp exp-Ê
ËÁ

ˆ
¯̃

= +( ) -Ê
ËÁ

ˆ
¯̃

•

Ú t
t t

t
d

t C
t

t C t t
t

t

2
1 1 1

2
1

2 1

1

2 2exp exp-Ê
ËÁ

ˆ
¯̃

= + +( ) -Ê
ËÁ

ˆ
¯̃

•

Ú t
t t t

t
d



74

(b) Tools

Data extrapolation can easily be done with a spreadsheet program.
DTSPro allows extrapolation with a decaying exponential. RTD0 offers the
extra possibility of a 1/t3 prolongation, which is the exact solution for the RTD
pipe flow with a laminar velocity profile.

3.5.2.9. Area normalization

After all the previous corrections have been made, it is possible to exploit
the data by time analysis or count numbers analysis. These methods provide
valuable information on, for example, arrival time, modal time and transit time,
on the one hand, and dilution, flow rates, flow maldistributions and tracer mass
balance on the other.

One final operation, area normalization, can then be performed. This
operation has several benefits. Firstly, the influence of all the factors that affect
the area of the curves but not their shape (injected activity and radiation
attenuation by walls) is eliminated. It is then possible to compare the readings
from two experiments with different injected activities or at two points with
different wall thicknesses. Secondly, the calculation of moments is simpler with
area normalized data. Thirdly, area normalized curves are in certain cases RTD
curves, which have a precise meaning in terms of fluid population balance.

Area normalization is compulsory when adjusting a model with software
such as DTSPro (models in DTSPro are area normalized by construction).

The tracer concentration curve is normalized by dividing each data point
by the area under the curve (i.e. the total count number):

(26)

TABLE 5.  ERROR PERCENTAGES IN EXAMPLE CONSIDERED

Quantity
Without 

extrapolation
With

extrapolation
Percentage
difference

Total count 1.22 × 107 1.28 × 107 4.7

MRT (s) 1392 1624 17

Variance (s2) 6.86 × 105 1.89 × 106 180
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where  is the corrected count rate (i.e. the result of all the previous
operations) and E(t) is the normalized data function.

Since count rates are actually known at discrete intervals , values of the
function E(t) can only be calculated at the same intervals:

(27)

where  is the corrected count rate at time 
The area under the new curves is therefore unity. If the tracer injection

can be considered as a Dirac pulse, the function E(t) is the RTD at the
measurement point. If not, some deconvolution or modelling has to be
performed to obtain access to the RTD function, as explained in Section 3.6.1.2.

It is also customary to define the cumulative RTD function F(t) and the
washout function W(t):

(28)

 (29)

and the intensity function :

(30)

These functions can be useful when analysing the behaviour of a system.
They can all be derived from area normalized tracer count rate curves.

3.6. DATA ANALYSIS AND MODELLING

3.6.1. Convolution and deconvolution procedures

3.6.1.1. Convolution

(a) Principle

Consider a radioisotope tracer experiment in a system in which a tracer is
injected at the entrance and detected at the outlet. Let C0(t) and C(t) be the
tracer concentration histories at these two points.
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Many systems have, to some approximation, the following properties:

(1) They are stationary, meaning that they do not change with time. In other
words, two successive injections with the same concentration history will
produce identical signals.

(2) They are linear, meaning that the multiplication of C0(t) by some factor
will cause the signal C(t) to be multiplied by the same factor and that the
response to the sum of two tracer injections will be the sum of the
responses to each individual injection.

Let us assume these properties are verified in our system. Let E(t) be the
response at the outlet to the injection of a very short unit pulse (Dirac pulse
injection), d(t), at the inlet.

Convolution is a mathematical transformation that allows the response to
any injection history C0(t) to be predicted from knowledge of E(t).

Any function C0(t) can be broken into a sum of steps of duration du. If du
is short enough, each step is close to a Dirac pulse of magnitude C0(t)du.
Consider the step injected at time u; provided the system is stationary and
linear, response to this injection step at the outlet will be given by the function
E(t) shifted by time u and multiplied by magnitude . Taking advantage
once again of the linearity of the system, it is possible to express the response to
the whole injection sequence C0(t) as the sum of the responses to each
individual injection step. In other words, the signal at the outlet can be written
as:

(31)

which expresses C(t) as the convolution product of C0(t) and E(t), often
denoted as C0 * E. These operations (decomposition of C0(t) into multiple
steps, calculation of the response to each step and summation of the responses)
are illustrated in Fig. 49.

The convolution product can also be defined as:

(32)

with infinity as the upper limit for the integral. Both formulations are
equivalent, since E(t) is zero at negative times (in other words, the tracer
concentration is obviously zero before the tracer is injected). Another property
worth noting is that convolution is commutative, i.e.:
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C0 * E = E * C0. (33)

In a few cases, the convolution integral can be calculated analytically.
Continuous functions are, however, rarely dealt with in practice, but rather sets
of values at discrete time intervals. The functions C0(t), E(t) and C(t) should
therefore be replaced by the values C0

1, C0
2, ..., C0

n, E1, E2, ..., En, and C1, C2, ...,
Cn, at times t1, t2, ..., tn. We shall assume that the times t1, t2, ..., tn are equally
spaced, with time step . The convolution product can then be approximated
as:

(34)

or

(35)

Known inlet signal C0(t)

Known system impulse
response E(t)

Inlet Outlet

Time Time

denoted  C(t) = C0(t) * E(t)

FIG. 49.  The convolution procedure.
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which can be expressed in matrix form as:

(36)

One interesting property of the convolution operation is that the area of
the resulting function is equal to the product of the areas of the original
functions:

(37)

or

(38)

This latter formulation is easily deduced from the matrix expression of Ci.

(b) Practical methods

From a practical point of view, convolution products are easily calculated
through the use of Eq. (36). Convolution can also be very easily performed
with any standard mathematical analysis package.

An efficient alternative is the use of the Fourier transform. In the
continuous formulation, one definition [29] of the Fourier transform of
function E(t) is:

(39)

where the variable f is a frequency and i is the square root of –1. In discrete
form, this equation becomes:
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(40)

In the continuous case,  is a complex function; in the discrete case,
the s are a set of complex numbers. The Fourier transform is easily inverted:

(41)

or

(42)

These expressions for the discrete Fourier transform assume that the Ej

be sampled at equal time intervals.
The Fourier transform of the convolution of two functions is the product

of the Fourier transforms of each function:

(43)

The convolution product of functions C0(t) and E(t) can therefore be
calculated in the following way:

(a) Calculate the Fourier transforms of C0 and E.
(b) Multiply the results (in discrete form, this means simply calculating the

products ).
(c) Calculate the inverse Fourier transform of the product.

The functions C0(t) and E(t) should, of course, be sampled at the same
time intervals.

In discrete form, the direct and inverse Fourier transforms can be
obtained with an FFT algorithm. The computing effort to calculate the FFT of
n data points is approximately nlog2n. The computation of a convolution
product with n data points involves three direct or inverse Fourier transforms
and n multiplications, i.e. it still remains about proportional to nlog2n. On the
other hand, the direct matrix calculation (Eq. (36)) involves approximately n2/2
calculations, which is a much faster growing function of n. For large data sets
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(say, more than a few thousand points), it is therefore advisable to use Fourier
transforms instead of direct calculations.

Both methods (matrix equation (36) and Fourier transform) are
foolproof as far as convolution is concerned. When using Fourier transforms,
attention should, however, be paid to the area of the calculated convolution
product; some kind of normalization is usually necessary. If one of the signals
does not return to zero at large times, Fourier transforms can also cause
undesirable aliasing. This problem can be avoided by adding zeros to the
incomplete data set.

The FFT source code can be found in the literature [29] or in standard
numerical packages. One constraint with the older versions of FFT is that the
number of points should be some power of 2 (e.g. 128, 256 or 512). This
constraint can easily be met by resampling the data or adding zeros.

(c) Example

To illustrate the convolution procedure, we use the following example: 

(44)

where C0(t) is a Gaussian distribution function, a0 is the area, a1 is the mean
time, a2 is the standard deviation and E(t) is a decaying exponential function
with time constant a3:

(45)

In this case, the convolution integral can be calculated analytically, the
solution being the so-called exponentially modified Gaussian (EMG) function,
which is also going to be used in Section 3.6.4 (peak decomposition):

(46)

Calculations are made in this example with area normalized functions
(a0 = 1), with mean time a1 = 100 s, standard deviation a2 = 25 s and time
constant a3 = 50 s, as illustrated in Fig. 50.
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The functions C0(t) and E(t) are sampled at regular 1 s intervals between 0
and 512 s. Some area normalization has to be performed because the relatively
small number of points causes some error on the numerical integral of both
functions. The resulting samples are then numerically convolved using Eq. (36).
The result is shown in Fig. 51 and compared with the analytical EMG function.
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Both results fit well. To illustrate the above mentioned problems with
aliasing, the same calculation is shown with a 256 s sample. The end of the E(t)
curve is therefore missing. In the convolution product calculated by an FFT, the
tail of the C(t) curve is folded back to the beginning while the matrix equation
(36) gives the correct result (Fig. 52).

(d) Tools

Both RTD1 and DTSPro can be used to calculate the convolution
product of two signals. As an alternative, convolution can easily be
programmed with standard mathematical packages.

3.6.1.2. Deconvolution

(a) Principle

Convolution consists in calculating C(t) when C0(t) and E(t) are known.
Deconvolution is the inverse procedure, i.e. calculation of E(t) when C0(t) and
C(t) are known, or of C0(t) when E(t) and C(t) are known (the first case, where
the responses at two measurement stations are known, being the most common
one in tracer applications). We choose to denote the deconvolution of C(t) and
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C0(t) by C ÷ C0, keeping in mind that if convolution is commutative, deconvo-
lution is not.

There are several reasons why signals need to be deconvolved. As
explained in Section 3.1, and again in Section 3.6.1, RTD system analysis of any
stationary and linear system is unambiguously characterized by its impulse
response function, or its response to a Dirac pulse stimulus. This response can,
in most practical cases, be considered as the RTD of the traced material.
Knowledge of that impulse response function is therefore desirable for
predicting system response to any stimulus or for analysing system behaviour in
terms of RTD.

Unfortunately, injection of a true Dirac tracer pulse is not always
achievable. Besides, it is quite common to have several detectors at different
stages of complex systems. Even if tracer is injected as a perfect Dirac pulse,
only readings from the first detector can be considered as the impulse response
function of that part of the system; one has to deconvolve the signals from the
second and first detectors (i.e. calculate C2 ÷ C1) to obtain the impulse response
function of the second part of the system, and so forth with the next detectors.
This case is illustrated by an example in Section 3.6.4.

(b) Practical methods

Deconvolution seems a simple matter at first glance. The first method is
by inversion of the matrix equation (36), which is a simple triangular sytem, the
result of which would be, assuming that we want to compute E = C ÷ C0, as
follows:

(47)

A problem appears at this stage if C1
0 is zero so that the system is singular

and cannot be solved. If it is not zero but very small compared with other
values in the C0 data set, the system to be inverted will anyway be ill
conditioned (with small diagonal terms and large non-diagonal ones) and
therefore difficult to solve. Unfortunately, C1

0 is very often small because the
tracer wave needs some time to reach the detector. One may then try particular
methods for solving nearly singular systems. A description of these numerical
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techniques is quite beyond the scope of this book. Reference [30] is a good
introduction to this subject.

Another obvious method would be the use of a Fourier transform. If
convolution is equivalent to multiplication in the Fourier domain, deconvo-
lution should be achieved by the simple division of Fourier transforms. Hence,
with our notation:

(48)

This method will not work in most cases. A typical Fourier spectrum will
usually exhibit a signal peak at low frequencies and a noise tail at high
frequencies. Division will give undue weight to the noise tail in , which
results in a very noisy estimation of  and the need for some drastic filtering.
In some cases, good results can be achieved by simply chopping off some part
of the high frequency spectrum of . Methods do exist for more sophisticated
filtering (Wiener optimal filtering), but once again they are beyond the scope
of this book. The reader is also referred to the RTD1 manual [16] for more
information on direct numerical deconvolution by FFT and other techniques.

The final method consists of parametric adjustment. This method
involves the following steps:

(a) Choose a suitable model for the deconvolved function with a reasonable
number of parameters.

(b) Estimate the initial values for these parameters.
(c) Convolve the input function with the theoretical function. 
(d) Compare the results.
(e) If the result is satisfactory, the problem is solved; if not, estimate a new

(and hopefully better) set of parameter values and start from the
beginning again.

This method is usually very effective. The main difficulty lies in a
judicious choice for the model. This model should be as simple as possible,
while being able to reproduce the main expected features for the experimental
RTD curve (e.g. tailing and multiple peaks). It is often advisable to start with a
simple model (e.g. a two parameter axial dispersed plug flow model, as
described in Section 3.6.3) and to refine it gradually, by adding parallel
branches and recycling.
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(c) Examples

The same case is used here as for the convolution procedure: C0(t) is a
Gaussian function, E(t) a decaying exponential and C(t) an EMG function,
with parameters a0 = 1, a1 = 100 s, a2 = 25 s and a3 = 50 s. All three methods for
deconvolution, i.e. matrix system inversion, Fourier transform and parametric
adjustment, are illustrated here.

Matrix system inversion (Eq. (36)) is effective in the calculation of
C(t) ÷ E(t) because the first value of E(t) happens also to be the largest one. In
this particular case, the system is strongly diagonal dominant and is therefore
easily inverted. The result is shown in Fig. 53. Calculation of C(t) ÷ C0(t) is not
worth attempting with this method (failure is guaranteed).

Fourier transform deconvolution also gives good results for the
calculation of C(t) ÷ E(t), one reason being that the frequency spectrum of E(t)
contains very little noise, so that little or no filtering is required.

For the same reason the inverse case (calculation of C(t) ÷ C0(t)) cannot
be properly handled by a cut-off for the high frequency components of the
estimated deconvolved function. The best compromise is to keep only ten low
frequency components; only a very crude estimate of E(t) is obtained (Fig. 54).

This result could certainly be improved with some more adequate
filtering. It is not intended to pursue this point any further, our purpose being
mainly to illustrate that direct numerical deconvolution is, in general, a difficult
and tedious affair.
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The problem of computing E(t) = C(t) * C0(t) is properly solved by
parametric adjustment. Let us suppose, in the first place, that it is somehow
suspected that E(t) is a decaying exponential — the reason being, for example,
that the system under scrutiny should obviously behave like a perfect mixer
(Section 3.6.5.1). In this case, the problem is simply to optimize the time
constant a3 in E(t) so that C0(t) * E(t) is as close as possible to C(t). By simple
moment calculations (Section 3.6.2), it is possible to make a reasonable
estimate for a3, say 40 s (a poor estimate). Optimization of a one parameter
model can then be made by a simple trial and error method. Figure 55
compares C0(t) * E(t) with C(t) for several values of time constant a3.

Plotting the root mean square (RMS) error:

(49)

as a function of a3 readily shows that the best value is indeed equal to 50 s, as
shown in Fig. 56.

Optimizing a model with two or more parameters requires further refined
methods. Once again the reader is referred to the literature for more
information on this particular point.

In this example, the true mathematical nature of the model to be adjusted
was known. Such is not the general case. Inadequate choice of the model will
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result in poor fitting and dubious values for the parameters. This point is
illustrated in Fig. 57, where the fitting of the E(t) function has been attempted
with the axial dispersed plug flow model described in Section 3.6.3. The
optimized time constant of this model is 58.2 s, quite far from the actual value
of 50 s (the Péclet number is correctly estimated at the low value of 1.3).
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(d) Tools

Direct numerical deconvolution can be attempted with packages for
numerical analysis or data treatment. It can also be done with RTD1. Several
algorithms are proposed in RTD1 for this problem, referred to as a black box
analysis in Ref. [16].

Parametric adjustment (grey box analysis) is the basic function of RTD2
and DTSPro.

3.6.1.3. Example of application: Cascade of reactors in series

The use of the deconvolution procedure is illustrated in a typical example
from the mineral processing industry (Fig. 58). The process under investigation
is a part of the conversion process of aluminium hydroxide in ore to sodium
aluminate. Process improvements, either by increasing flow rates or by
improving the productivity of the liquors, require knowledge of the hydrody-
namics of digesters and mud settlers in an operating plant, in order to analyse
the process and to identify its limitations, if any. Information collected may be
both devoted to correction, in optimizing process operating conditions or in
performing technological adjustments, and to modelling for process analysis or
for the design of new plants. As an in situ, non-intrusive and non-process
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disrupting method, the radioactive tracer technique can provide accurate
information about the hydrodynamic characteristics of flows in the reactors.

Figure 59 illustrates the overall design of the radiotracer experiment, its
scale and the location of each collimated detector. The digestion line is
composed of eight digesters in series. The feed consists of aluminium ore, soda
and flocculent. Collimated detectors are positioned between reactors. Thus, the
information collected represents the inlet signal of one digester and the outlet
signal of the preceding one. Concerning the four mud settlers, only three are
operational, one always being closed for maintenance.

Numerous difficulties raised by the choice of the correct tracer in such a
process are discussed in Ref. [30]. The liquor tracers recommended are
halogenic derivatives of carboxylic acids. The selection of an appropriate tracer
is also governed by considerations of simplicity in the implementation and
detection. Bromine-82 in the form of BrNH4, liquor soluble, has been chosen as
the best compromise.

Digesters in series are analysed individually since the tracer test provides
both the inlet function I(t) and the outlet function O(t) of each vessel (both
functions are area normalized prior to further treatment). The MRT and

FIG. 58.  Input/output survey of reactors in series (mineral industry process).
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standard deviation s are calculated by numerical methods. Such an analysis
allows determination of the MRT of the liquor in each vessel and, taking
advantage of the additive properties of and s2, the MRT of the liquors since
their entry into the digestion line. Figure 60 presents the MRT of the liquors in
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FIG. 59.  Overall arrangement of the collimated detectors on the digestion line and on
each mud settler.
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each unit of the digestion line. Dead volumes are deduced, taking into account
the geometric volumes of the apparatus and the flow rate through the system.
In this case, this leads to a filling capacity ranging from 90 to 100%, depending
on the reactor.

The second piece of information which can be extracted from an RTD
analysis are the mixing efficiencies of the digesters. This information is found
by determining the impulse response of each vessel and modelling. The data
available are the input I(t) and output O(t) functions of each digester. The
impulse response E(t) is obtained by parametric adjustment of an axial
dispersed plug flow function (described in more detail in Section 3.6.3). This
function has two parameters, time constant t and Péclet number Pe. Pe is an
indication of the degree of mixing (small Pe values indicate vigorous mixing).

As indicated in Section 3.6.1.2, deconvolution is performed by iterative
adjustment of the model parameters. Figure 61 presents, as an example, the
results of such a procedure when dealing with digester A5, and Fig. 62 depicts
the complete results for all the vessels in the digestion line. The quality of the
fits can be observed, since the output curves cannot be discriminated from the
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FIG. 61.  Impulse response of digester A5 obtained by deconvolution.
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calculated ones which are obtained by convolution of the input function by the
optimized impulse response of the digester.

The Péclet number of the flow in each reactor is deduced from the
modelling. Figure 63 shows the evolution of the Péclet number throughout the
digestion line. The flow in each digestor is close to axial dispersed plug flow
with a gradual increase of the mixing effect until the seventh digestor. The sixth
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FIG. 62.  Comparison between the experimental output curves and the results of convolu-
tions of the input functions by the optimized impulse responses of the digestors.
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93

digestor is the first one that is heated by live steam. The slurry temperature
increase is the highest in the digestion line.

3.6.2. Time analysis and moment extraction

The analysis of the measured RTD depends upon the specific purpose for
which the experiment has been carried out. Some of the common applications
are discussed here. Moments are used to characterize the RTD functions in
terms of statistical parameters such as MRT, variance and skewness. The
moments around the origin are defined as:

(50)

where i = 1, 2, 3, .… The zeroth moment of the normalized RTD gives the area
under the distribution, which is equal to unity:

(51)

The MRT is equal to the first moment:

(52)

The spread of the RTD is characterized by the standard deviation s or the
variance s2:

(53)

where

 

is the second moment around the origin.
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Higher order moments allow calculation of quantities such as skewness
and kurtosis (measures of the asymmetry and flattening) of the RTD function,
but they are often difficult to estimate and not frequently used.

RTDs are often expressed in terms of dimensionless time q = t/t̄ , thus:

(54)

The distribution E(q) is also area normalized. Similarly the moments, i.e.
MRT, and variance of the E(q) curve are found from the following relations:

(55)

(56)

If N reactors are connected in series then the MRT and variance of the
cascade can be obtained from the following relations:

(57)

(58)

For a constant density fluid flowing in a ‘closed–closed’ system (meaning
that back dispersion is not allowed at the inlet and outlet of the system) of
volume V at flow rate Q, the MRT of the fluid (holding time) is theoretically
defined as:

(59)

For all normally operating systems, the experimentally measured MRT is
the same as the holding time but may differ in the case of abnormal
performance of the system.
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3.6.3. Axial dispersed plug flow

Some attention is devoted here to the popular axial dispersed plug flow
model, because it is extensively used in the peak decomposition techniques
reviewed in the next section.

This flow is the superimposition of convection (bulk movement of the
fluid in a plug-like fashion) and some amount of dispersion. In one dimension,
and provided that dispersion can be expressed by a Fickian law, tracer concen-
tration C is given by the following balance equation: 

(60)

where U is the fluid velocity and D is the dispersion coefficient.
This equation is rigorously applicable to flows in long pipes (i.e. those

with a very large length to diameter ratio) or in monodimensional columns
filled with a porous medium. It is a useful approximation for quite a variety of
monodimensional or quasi-monodimensional situations (e.g. river flow,
underground water flow and flow in packed columns). For the non-dimensional
case, two parameters appear: a characteristic time constant t = L/U, where L is
the length of the system, and the non-dimensional Péclet number Pe = UL/D,
which represents the ratio of convective to dispersive effects. In other words,
dispersion is predominant when Pe is low and negligible when it is large.

To be integrated, Eq. (60) has to be completed with initial conditions and
boundary conditions. The initial condition is obviously C = 0 (zero concen-
tration before tracer injection). There are many possibilities for the boundary
conditions, depending on whether dispersion is allowed or not at the
boundaries of the system. This point has given rise to much academic
controversy and will not be discussed here. The reader is referred to Refs [11]
and [31]. Besides, all available expressions become close whenever the Péclet
number is large enough, which some authors consider as a necessary condition
for the equation to hold (a value of 20 is mentioned by Schweich [32]).

A very popular analytical solution of Eq. (60) describes the tracer
concentration field as a function of time and distance, when N moles of tracer
are injected as a Dirac pulse at (t = 0, x = 0) and dispersion is allowed at both
ends of the domain (so-called open–open boundary conditions):

(61)
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The RTD at x = L is easily deduced from this solution:

(62)

Another useful expression corresponds to the well known two measure-
ments configuration: tracer concentration is monitored at two separate stations
downstream from the injection. The following equation gives the impulse
response function between these measurement stations (or in other words, the
deconvolution of the signal from the second station by the signal from the first
one):

(63)

Other variants of the axial dispersed plug flow model have no simple
analytical form. Such is unfortunately the case with the so-called closed–closed
model, where the measurements are made at the inlet and outlet piping of a
column-like system, a very common configuration in practice. The differences
are, however, immaterial at large to moderate Péclet numbers.

It has been seen that axial dispersed plug flow models have two param-
eters: t  and Pe. The former sets the timescale of E(t). The effect of varying the
latter is illustrated in Fig. 64 using Eq. (63). The curves become sharper and
sharper when Pe is increased. They always have a single peak, and the peak
height and tail length are correlated (the tail is short when the peak is sharp and
vice versa).

Finally, the values of the MRT (first moment) and variance (second
centred moment) are indicated as a function of t and Pe, in the case of
Eq. (63), in Table 6.

TABLE 6.  FIRST AND SECOND MOMENTS OF 
AXIAL DISPERSED PLUG FLOW MODEL 
(Eq. (63))
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3.6.4. Decomposition into elementary flows

Data can be exploited further in an accurate and easy fashion, as far as
they unambiguously represent a single fluid stream, the propagation of which is
monitored from one detection point to another. More complicated is the case
when collected data are the sum of different tracer contributions due to
different fluid streams (e.g. because of leaks or because the tracer cloud is
divided in different parts of the reactor, etc.) or to temporal interactions, for
example recycling. In both cases, global tracer information is cumulated by the
probe as a function of time, and the recorded data are the sum of different
contributions. A necessary step is therefore to decompose the global response
in order to isolate individual flows and, if needed, to identify their histories by
making correlations between probe responses. This step can be performed
through the use of appropriate systemic models. Construction and adjustment
of these models is however difficult, and a simpler method (so-called peak
decomposition) is proposed here, taking advantage of the availability of more
and more sophisticated software, implemented on efficient personal
computers.

Amongst a wide variety of cases, this section presents some typical
examples of the method, namely:

— Bypass quantification;
— Recycling removal (FCC, catalyst tracing experiment);
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— Multi-injection interpretation (FCC, gas phase tracing experiment);
— Behaviour of solid materials in the kiln of a chlorinated waste treatment

plant.

3.6.4.1. Decomposition methodology

As far as decomposition is concerned, the shape of the individual contri-
butions has to be estimated. Data recorded by a probe during a tracer test have
an overall shape which is close to that of restitution curves obtained in chroma-
tography. Both cases involve the flow of species through a system. In the field
of chromatography, analysis of restitution curves has been investigated in
particular, either from a chemical point of view with the determination of
theoretical functions relevant to analytical solutions of chemical and physical
mechanisms, or from a practical and optimization point of view, with the
proposal of empirical functions [33]. In the latter case, parameters have no
physical meaning, but such functions allow decomposition of complex spectra
and the separation of overlapping peaks. When analysing tracer test response
curves, if overlapping peaks, tortuous shapes and shoulders are apparent, and if
the physical reasons for cumulating information are credible, advantage can be
taken of the theoretical and practical chromatography background.

Chromatography peaks are generally characterized by their position,
breadth and skewness (asymmetry). Band broadening arises from a wide array
of phenomena, from axial diffusion and dispersion to extra column effects,
mass transfer resistances and kinetic resistances. This clearly demonstrates the
similarity between a chromatography peak and a tracer peak, when flow inves-
tigations are performed. Amongst a wide range of chromatography functions,
two appear very useful for interpretation of tracer curves. Both are based upon
the assumption of an impulse input into the column.

The exponentially modified Gaussian (EMG) function is the convolution
of a Gaussian with an exponential:

(64)

where erf is the error function,

(65)
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and the four independent parameters are: a0 the Gaussian peak area, a1 the
Gaussian peak centre, a2 the Gaussian peak width and a3 the time constant of
the exponential.

The appearance of this function is that of a distorted Gaussian, with an
exponential tail on the right side. It has already been mentioned in the ‘convo-
lution’ section (3.6.1 — see, e.g., Fig. 51). Its ability to fit a tracer peak is
therefore obvious.

Axially dispersed plug flow can be written as:

(66)

which is a version of Eq. (62) expressed with U and D. Full details of this very
classical function in the field of tracer experiments are given in Section 3.6.3.

A second class of very useful functions are the transition functions, which
allow  the transition from a state h(t) to a state g(t) to be depicted analytically
over a short period of time. The parameters of such functions are the centre
and width of the transition region. The most important practical use of
transition functions is the analysis of a recycling component. Two functions may
be applied to such adjustments: 

(1) The sigmoidal function:

(67)

where a0 is the amplitude, a1 the centre of the transition region and a2 its width.

(2) The cumulative function:

(68)

with the same definitions for a0, a1 and a2. In this case, the transition region is
defined in terms of the error function.

A third class of functions would be analytical solutions of simple models,
such as an exponential decay which applies to the modelling of perfect mixing.
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Decomposition of a complex response, which implies least squares fitting
of the set of previously mentioned functions to experimental data, can be made
by software for curve fitting of non-linear equations. The examples presented
in this section have been computed by the Peakfit software [26] on personal
computers. This software accomplishes complex curve fitting using the
Marquardt–Levenberg algorithm in a user friendly and interactive manner. It is
of prime importance to control the optimization procedure in order to produce
a realistic and physically meaningful decomposition.

3.6.4.2. Applications: Test cases

(a) Bypass quantification

Bypass quantification, which means estimating the proportion of the
bypass flow versus the main flow, is a quite straightforward example of an
application. Shoulders or overlapping peaks can be interpreted as the
occurrence of leakage, as shown in Fig. 65: the restitution of one fraction of the
tracer occurs more rapidly than that of the other fraction, which means that two
different flows are traced. Since both are recorded by the same probe, with the
same geometry, quantitative information can be derived from the ratio of the
areas of the separated RTD curves. If the peaks are overlapping, identification
of the individual contributions can be achieved by curve fitting. In the case
presented in Fig. 65, decomposition of the tracer function is performed by the
combination of two axially dispersed plug flow functions that allow the
estimation of the proportion of leakage, time parameters, velocities and
dispersion characteristics of both flows. In this case, the leakage appears very
early in the reactor: the leakage peak is very close to a plug flow function (high
Péclet number), the main flow being far more dispersive.

(b) Recycling removal

Figure 66 presents the response of the probe located in front of the riser
outlet in an FCC unit (actually probe number 6 in Fig. 31), collected when
performing a catalyst tracing experiment. Recycling interferes with the first
tracer wave.

Quantitative temporal information about the first tracer wave and
recycling can be obtained after decomposition. Recycling is fitted by a
cumulative function which allows determination of the parameters such as the
time of arrival, average time and time width of recycling at the measurement
point. The first tracer wave cannot be fitted by a single function. The optimized
combination of two EMG functions and a cumulative function gives a perfect
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fit of the experimental curve. The first tracer passage can be interpreted as the
combination of two different pieces of information: one about the exit flow of
tracer from the fountain at the end of the riser and the second about the
behaviour of the tracer in the portion of the disengager that is surveyed by the
collimated probe. If this assumption is valid, as suggested by the time
coherence of readings by the different probes, quantitative information can be
derived from a moments analysis of the reconstructed individual peaks.

OPTIMIZATION

Tracer
injection

Feed

Correlation coefficient = 0.9995

a1 = 6653 094 counts
a2 = 641 304
at = 694 398

Time (s)

C
ou

nt
s/

s

Bypass = (a1/at) 100 = 7.6%

FIG. 65.  RTD decomposition: bypass proportion identification.
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(c) Multi-injection experiment

The experiment described in this section is not, appropriately, a determi-
nation of flow parameters but rather the interpretation of a test which was
designed to be simple but was revealed to be extremely complex.

The problem to be investigated was the behaviour of the gas phase in the
standpipe of an FCC unit. Operational reports mentioned complex behaviour
of the gas phase in terms of velocity and dispersion. A specific tracer test was
designed in order to collect information about this part of the FCC unit. An
adequate amount of tracer was injected as a Dirac impulse through an existing
injection line at the top of the standpipe. A probe was positioned outside the
reactor, at the medium level, for monitoring the behaviour of the gas phase in
the standpipe and then in the regenerator (Fig. 67(a)). Thus, the signal from
this probe was expected to appear as two waves. Figure 67(a) depicts the actual
experimental results. The probe response is very complex: the signal rises
without delay and appears as intense peaks leading to a plateau and a tail. The
timescale of the response is abnormally long. The experiment was repeated and
gave the same results, especially concerning the shape of the curve and the
positions of the peaks (Fig. 67(a)).

The explanation lies in the particular nature of the injection line. This line
is used for process operations. It is actually a distributor for steam feed at five
different levels in the standpipe. The tracer was expected to go up a single line
but was divided between all the lines. Detector recordings are thus due to all
the flows from this multipoint injection system. An attempt to decompose the
response into all possible contributions was successful, as illustrated in

0.003 

0.002

0.001

0 
0 20 40 60 80 100 

Time (s) 

Experimental curve

Fitting curves

Recycling

FIG. 66.  Catalyst tracing experiment in an FCC unit. Decomposition of the response of
the probe located in front of the riser outlet.
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Fig. 67(b). The first peaks are explained by the tracer passing through the
injection lines, the other peaks by the passing of tracer waves originating from
the different particular injection lines, in the standpipe and in the regenerator.
The number of peaks, their shapes (plug flow with low dispersion in the
standpipe and plug flow with high dispersion in the regenerator) and the order
of their appearance were all found to be consistent with the detection capabil-
ities of the collimated probe.

As an example, Fig. 67(c) depicts the contribution of injection through
line C (the line which is approximately in front of the detector) and the three
successive waves accounting for flows in the injection line, standpipe and
regenerator. When dealing with injection through line D (Fig. 67(d)) for
instance, the flow in the standpipe is not visible because the injection point is
below the probe level, outside the detection solid angle. 

This interpretation and decomposition was possible because the
information collected by the probe was reliable, especially as far as the
positions of the peaks and bumps are concerned. For this test case, this means
high frequency data acquisition and efficient FFT filtering, without loss of
information. 

According to the shape of the curve, the solution to the number of
underlying peaks is unique, but, due to the number of parameters to be
optimized, the coherence of peak shapes and peak occurrences has to be
carefully controlled by the operator during the curve fitting process.

(d) Behaviour of solid materials in the kiln of a chlorinated waste treatment plant

The RTD analysis of solid and gaseous phases in the rotary kiln of a
chlorinated waste treatment plant was performed with two objectives:

(1) The residence time of the gaseous phase in the kiln has to be lower than
2 s in order to prevent formation of dioxin in the quenching tower of the
plant. Radioactive tracers, in this case 79Kr, are perfectly convenient to
achieve the necessary quality of measurement (high sensitivity, high
resolution due to high frequency recordings and on-line measurement).

(2) Knowledge of the RTD of the solid phase, which is important for energy
consumption considerations. The materials are expected to move inside
the kiln in a plug flow fashion, allowing step by step continuous
destruction of chlorinated materials.

The tracer of the solid phase was 140La, obtained by direct activation of
lanthanum oxide powder. The walls of the kiln (a steel wall covered by an
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internal brick heat shield) dictate the use of a high energy tracer. The tracer, as
a powder, is directly and instantaneously introduced into the feed. Detectors
are located close to the kiln, first of all at a short distance from the feed inlet in
order to survey the input into the kiln, at the exit and halfway along the kiln
(Fig. 68). Typical results are shown in Fig. 69.

As expected, the input function can be considered as a Dirac pulse. The
responses of the other detectors are characterized by peaks, overlapping peaks
and shoulders. A global analysis can be performed. The first moments of the
RTD functions can be easily extracted, leading to the information required: the
average time for the materials to reach the middle of the kiln and the average
time for the materials to reach the exit.

The good resolution of the peaks in each RTD function gave an
opportunity to try to go further in the interpretation. Interpretation relies on

Gas phase

Solid phase

FIG. 68.  Solid phase tracing in a chlorinated waste incinerator facility — design of the
experiment.
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the assumption that the tracer, as a powder, is irreversibly absorbed or fixed on
the materials during the injection. The feed is composed of very heterogeneous
objects: heavy and light ones, large and small ones, so the tracer tags different
classes of population. RTD functions are decomposed into the minimum
number of axially dispersed plug flow functions. Only seven elementary
functions are necessary to fit the RTD functions perfectly. The first function
represents the objects that progress fastest inside the kiln, probably light and
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FIG. 69.  Solid phase tracing in a chlorinated waste incinerator facility — results.
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small ones. Correlations are made between each pair of peaks, leading to a
specific overview of the behaviour of the seven different classes of population
inside the kiln. The parameters, i.e. velocity and dispersion, are directly derived
from the axial dispersed plug flow function parameters, as represented in
Fig. 70 for the velocity distribution.

The conclusions reached are that:

(a) The velocity distribution is wider at the middle of the kiln, ranging from
3.5 to 6.5 m/h.

(b) All these velocities decrease and have a tendency to homogenize in the
second part of the kiln.

 This experiment was repeated: the RTD shapes were the same but with
new classes of populations. The behaviour and velocity distributions were
likewise the same. A few bricks were introduced at the inlet of the kiln.
Restitution times were near the value for peak 7 in Fig. 70, leading to the
conclusion that this peak is representative of large and heavy objects.

The mathematical decomposition of RTD functions was successful
because of the large number of parameters (in this case 21, for seven peaks with
three parameters: velocity, dispersion and area). The chances to obtain a good
fit are obviously greatly enhanced by such a large number of parameters. This
physical interpretation relies on the hypothesis that the tracer is fixed
irreversibly on specific materials that it comes into contact with. This
hypothesis is of course debatable. Nevertheless, this is a good example of the
application of the method of peak decomposition.

These examples demonstrate the interest of response decomposition, in
order to extract more quantitative and qualitative information from tracer test
experimental curves, when signs of overlapping are obvious and can be
attributed to physically significant phenomena. In such circumstances the inter-
pretation of a tracer test, the aim of which is basically problem solving, may be
improved. The test cases detailed in this section may seem to be quite complex
and pushing the peak decomposition method to its limits. They show that
decomposition of a tracer test curve cannot be an automatic routine operation.
It relies very much on the operator, who has the ability to devise initial guesses
and control the optimization process. It is the operator’s responsibility to
produce solutions with physical meanings and to analyse the validity of the
method (i.e. the number of potential solutions, the most reliable solution and
the limits to the interpretation).
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3.6.5. RTD system analysis

3.6.5.1.  Methodology

From a well conducted tracer experiment it is expected to obtain, in the
best case, the true RTD of the traced material in a system or in part of a system.
Under less favourable circumstances, only an impulse response function
between two points in the system can be obtained. This impulse response
function does not possess the same conceptual power as a true RTD, but still
contains valuable information. It has been seen in the previous section that one
way to access this information is through decomposition into parallel
elementary flows. This method is not always applicable as is, but it can be
generalized to accommodate all shapes and types of RTDs or impulse response
functions. In this approach, one tries to build a model consisting of an
arrangement of basic flow elements so that the response of the model is
identical, or as close as possible, to the signal from the tracer experiment in the
system under study. This approach is sometimes known as system or systemic
analysis. The following inputs are required:

(a) A set of elementary flow models that describe the basic phenomena of
fluid flow,

(b) A set of rules to combine these elementary models,
(c) Some kind of optimization procedure that will make the model response

fit the data from the tracer experiment.

The first two points are taken up here. The last point is a question of
computer science and will not be dealt with. The software packages for RTD
systemic analysis include Thyn’s RTD software [16] and DTSPro [17].

It must be emphasized that, apart from these purely mathematical or
numerical tools, some amount of intuition, experience and self-criticism is also
required to make a sound systemic analysis of a tracer experiment.

3.6.5.2. Elementary models

Here a few elementary models that can be used as building blocks for a
systemic model of a system are presented. For each model we indicate:

(1) The physical basis of the model.
(2) The parameters of the model and their meaning.
(3) A graph of its impulse response E(t) (i.e. the response to a unit Dirac

stimulus) and, whenever possible, the corresponding mathematical
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expression. (We have chosen not to give the expression in the Laplace
domain, which is quite useful for computational purposes but not very
easy to manipulate.)

(4) An expression for the first moment (average residence time ) and the
centred second moment (variance s2) defined as:

(69b)

Additional information, if required, can be found in Refs [10–12].

(a) Ideal models: Plug flow and perfect mixer

(1) In the plug flow model (Fig. 71) it is assumed that matter flows
without any dispersion. In other words, this flow is purely convective. A Dirac
injection is therefore transported without any deformation and shifted by a
time lag t, which is the only parameter of the model.

The mathematical expression for this model is:

(70)

where d is the Dirac impulse function. The moments of this model are given in
Table 7.
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FIG. 71.  Matter flow in the plug flow model.
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(2) In the case of a perfect mixer model (or perfect mixing cell model)
(Fig. 72), tracer is assumed to be mixed instantaneously and uniformly
throughout the volume of the system. This model has one parameter, the time
constant t which is equal to the ratio of system volume V and volumetric flow
rate Q.

The mathematical expression for this model is:

(71)

and its moments are given in Table 8.
The plug flow and perfect mixer models can be seen as two limiting cases,

where mixing is either non-existent or total.

(b) Dispersion models: Axial dispersed plug flow and perfect mixers in series

TABLE 7.  FIRST AND SECOND MOMENTS 
OF THE PLUG FLOW MODE

First moment Second moment s2
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FIG. 72.  Matter flow in the perfect mixer model.
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Real flows often behave as intermediates between pure convection (plug
flow) and pure mixing (perfect mixer). Among these flows, many can be seen as
the superposition of a pure transport (convective) effect and a dispersive effect
that blurs out the concentration gradients. It is often necessary to characterize
these effects; convection is related with velocities and flow rates; dispersion has
an adverse effect on heat and mass transfer which it is important to quantify.
Two types of model can be used for this purpose:

(1) Axial dispersed plug flow (already described in Section 3.6.3),
(2) Perfect mixers in series — also called tanks in series or perfect mixing

cells in series.

As indicated by its name, the model with perfect mixers in series is
composed of perfect mixers connected in series (Fig. 73).

In Fig. 73, V is the total volume of the system and Q the flow rate. The
number of mixers is traditionally termed J. Writing balance equations for tracer
concentration in each mixer shows that the model parameters can be reduced
to the time constant t = V/Q and J. Some mathematical manipulation leads to:

(72)

This expression behaves in much the same way as the one for the axial
dispersed plug flow model, J playing the same role as Pe, as shown in Fig. 74
(which may be compared with Fig. 64).

TABLE 8.  FIRST AND SECOND MOMENTS OF 
THE PERFECT MIXER MODEL

First moment Second moment s2
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FIG. 73.  Perfect mixers in series.
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As J becomes large, the impulse response becomes closer and closer to
that of the axial dispersed flow model. Differences are insignificant beyond
J ª 50. The following equivalence relationship is often quoted for large values
of J:

(73)

Equation (72) has been established for integral values of J. It is possible to
extend it to non-integral values (by the use of the  function instead of the
factorial) so that J can be a continuous parameter just like the Péclet number. It
may appear strange to have a non-integral number of mixers (what is the
physical meaning of having, say, two and a half mixers?). Equation (72) can be
seen as a purely ad hoc formulation for representing convection and dispersion
phenomena. The moments of the model with perfect mixers in series are given
in Table 9.

TABLE 9.  FIRST AND SECOND MOMENTS OF
THE PERFECT MIXERS IN SERIES MODEL
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One final question is the choice between the axial dispersed plug flow
model and the mixer in series model, since both can be used to represent exper-
imental curves with one peak and with a moderate tail. This question holds
only for low to medium values of J or Pe. On the one hand, the axial dispersed
plug flow model can be well suited to a continuous system, such as a pipe or a
column. On the other hand, the physical relevance of this model can be suspect
at low Péclet numbers. It is tempting to recommend, following the example of
Villermaux [12], the model that is easiest to manipulate, i.e. the perfect mixers
in series model. An exception might be the case when responses have to be
computed at intermediate locations along the system, and not at the inlet and
outlet only.

(c) Dispersion and exchange models

We have seen that dispersion models account only for moderate tailing in
impulse response curves. Many experimental curves unfortunately do not fall
within that category. This is especially the case for processes involving
exchanges between a main flow and a stagnant fluid or a porous solid phase.
Special models have been developed for that case, on the basis of either the
continuous axial dispersed plug flow concept or the discrete perfect mixers in
series model. Once again these two approaches can be shown to be equivalent.
We shall therefore limit the present discussion to the discrete model with
perfect mixers in series with exchange, which is simpler from a mathematical
point of view.

The conceptual representation of this model is given in Fig. 75.
The main flow rate Q goes through a row of J perfect mixers of volume V1

in series; each perfect mixer exchanges flow rate aQ with another mixer of

Q Q Q Q
V1 V1 V1

V2 V2 V2

aQ aQ aQ aQ

V1

V2

FIG. 75.  Perfect mixers in series with exchange.



115

volume V2. This model has four independent parameters that can be combined
in many ways; one way is to consider the following parameters: 

, J,  and .

Here t and J are the parameters for the main flow; tm is the time constant
for the exchange between the main flow and the stagnant zones, or the inverse
of a transfer coefficient between these two elements (the larger tm, the smaller
the exchange). K represents the relative importance of a stagnant zone with
respect to the main flow. The effect of varying tm and K is illustrated in Fig. 76.

The curves usually exhibit one peak. The sharpness of the peak is not
coupled with the extent of tailing (as it was in the axial dispersed plug flow
model), which makes this model quite versatile. This point is illustrated by the
following example (shown in Fig. 77) from an experiment in a wastewater
treatment plant, where fits have been attempted successively with the models
with mixers in series and mixers in series with exchange.

It should, however, be noted that the model with mixers in series with
exchange can have two, usually very unequal, peaks, as illustrated in Fig. 78
(J = 500, tm = 0.4, K = 1).

There is no simple analytical expression for E(t), although its equivalent
in the Laplace domain is quite straightforward. The moments of this model are
given in Table 10. This model is suitable for quite a number of processes (e.g.
river flows, flows of chemically active substances in porous media and flows in
trickle bed reactors or packed columns).

3.6.5.3.  Rules for combining simple models

The models that have been reviewed are obviously not able to reproduce
all possible tracer experiments (for instance, none is able to produce the

TABLE 10.  FIRST AND SECOND MOMENTS
OF  THE MODEL WITH PERFECT MIXERS
IN SERIES WITH EXCHANGE
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multiple peaks observed in systems with recycling). It is therefore necessary to
have a set of rules for combining these models, in order to accommodate any
shape of RTD or impulse response function.

Basically, systems can be associated in three ways: parallel, series and
with recycling.

(a) Parallel models 

The pattern of this type of model is shown in Fig. 79.
The system i has RTD Ei(t), MRT  and variance . The rule for

determining the RTD of the global system, E(t), is as follows:

(74)

The moments are given in Table 11.

TABLE 11.  FIRST AND SECOND MOMENTS FOR 
PARALLEL MODELS

First moment  Second moment 
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System 2

Flow rate Q

Flow rate Q2
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FIG. 79.  Parallel models.
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(b)  Series models

The pattern of this type of model is described in Fig. 80.
The rule for series models is:

E(t) = E1(t)*E2(t), (75)

where the asterisk denotes the convolution product (the ordinary product in
the Laplace domain).

The moments for these models are given in Table 12.

(c) Models with recycling

The pattern of this type of model is shown in Fig. 81.
The rule for associating the RTDs is not simple in the time domain. We

shall only mention that writing a tracer balance at node A yields:

(76)

This equation can be solved for E(t) in the Laplace domain only. Finally,
the moments are expressed in Table 13.

TABLE 12.  FIRST AND SECOND MOMENTS 
FOR SERIES MODELS

First moment  Second moment  

System 1 System 2

Flow rate Q

FIG. 80.  Series models.
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3.6.6. RDT analysis and computational fluid dynamics modelling

At the present time two methods can be used for the study of complex
systems: systemic analysis and CFD modelling. The advantages and disadvan-
tages of each method are well known and are fairly complementary:

(a) Systemic analysis is simple and CFD is not.
(b) CFD is predictive and systemic analysis is not.
(c) CFD has also been shown to be prone to fail when hydrodynamics and

physicochemical interactions are coupled. 

Moreover, there is obviously some similarity between systemic models
based on arrangements of perfect mixers and CFD models, and especially so in
the case of finite volume models. It is therefore tempting to:

— Compare these approaches for specific cases, keeping in mind that this
comparison will improve our understanding of the system under study; 

— Try to ‘unify’ them into a single, rational approach that would benefit
from the advantages of both.

These ideas are illustrated here through the example of a crystallization
reactor. This reactor is fed countercurrently by two gaseous streams, a cold one

TABLE 13.  FIRST AND SECOND MOMENTS FOR
MODELS WITH RECYCLING

First moment  Second moment  

Node A

Flow rate Q
System 1

System 2

Flow rate Q

Flow rate aQ 

Flow rate (1+a)Q 

FIG. 81.  Models with recycling.
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and a hot one, the interaction of which creates solid particles. Tracer
experiments were made on each stream, with a sufficient number of detectors
to build a detailed systemic model that is represented on the left hand side of
Fig. 82.

Hot gas stream 

Cold gas stream

FIG. 82.  Comparison of systemic and CFD models for a crystallization reactor
(CFD computation performed with the CASTEM 2000 code).
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A CFD calculation was also performed with a finite element code in two
dimensions, because the reactor has an axial symmetry, with the k–e model and
standard wall functions (i.e. the same methods as in Section 3.3.1.2). A few
minor developments were, however, required for this computation. Thermal
effects and, especially, heat production by phase changes were taken into
account, but not the specific behaviour of the solid phase; particles were
assumed to be small enough to follow the bulk gas flow. On the right hand side
of Fig. 82, the systemic model for hot and cold gas streams is superimposed on
the computed mass velocity field. The qualitative agreement between these
representations is quite remarkable. It may be interpreted in this way: the
systemic approach detects and characterizes the main features of the flow
(mixers, recirculations and so forth) while CFD enables them to be identified
and located.

Another example, dealing with ventilation in an industrial facility, is
presented in some detail as case study No. 2 (Section 4.2). These examples
show that systemic and CFD models can be made to coincide. This means that
CFD can be used to characterize (in terms of volumes, flow rates, locations,
etc.) the flow patterns that have been identified by RTD experiments and
systemic modelling. In this sense, CFD can be used in a quantitative way to
complement the information obtained from the systemic approach. Another
conclusion is that CFD may also be considered as a tool to analyse flows in a
qualitative way and provide useful guidelines for the construction of detailed
systemic models. In this way these approaches are more complementary than
they are incompatible.

4. CASE STUDIES

4.1. CASE STUDY No. 1: DISPERSION IN A PACKED COLUMN

4.1.1. Introduction

Packed columns for gas–liquid contact have been extensively used for a
long time [34] but increased attention has been paid in the last few years to the
removal of volatile organic compounds from water [35], due to a new sensitivity
to environmental pollution. New packings including random [36] and
structured ones [37] have thus been developed. Among the numerous
measuring techniques for characterizing these gas–liquid contacts [38, 39], the
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radioactive tracer methodology appears to be particularly interesting [40–42].
The main reason is that non-radioactive techniques are generally unsuitable for
providing reliable local measurements over a whole reactor without several
intrusive data collection devices. Moreover, using this methodology either
locally or globally should help in the derivation of more accurate and reliable
models [43].

In the present work a column on the pilot scale has been used for deter-
mination of the hydrodynamic characteristics of a packing. This characteri-
zation includes the determination of velocities and dispersivities of both
gaseous and liquid phases at different locations along the column.

4.1.2.  Experimental design

The column is a 30 cm diameter glass column packed over 3.6 m as
illustrated in Fig. 83. It works countercurrently and is filled with a Raschig Ralu
flow 25 random packing made of polypropylene. The bed porosity was
estimated by double weighing of a section of the column before and after
saturation with water. The value was 95 ± 1%, which perfectly agrees with the
data given by Raschig GmbH, Ludwigshafen; this value may evolve slightly
with time due to a gradual settling of the packing. The water and air flow rates
range from 0.5 to 2 and from 100 to 300 m3/h, respectively.

4.1.2.1. Detection configuration

Several NaI 1.5 in. × 2 in. (38 mm × 51 mm) scintillation detectors were
located at four different positions along the column from the bottom (gas
distributor) to the top (liquid distributor). At each location two or four
detectors were positioned at right angles in order to visualize any possible
radial maldistribution of the concentrations of the labelled phase (Fig. 84). The
collimators (shielding) are cylinders made of lead 32 mm thick and 120 mm
high.

4.1.2.2.  Selection of radiotracers

The gas phase (air) was marked with 74 MBq of the 41Ar isotope and the
liquid phase (water) with 370 MBq of the 82Br isotope as ammonium bromide
(NH4Br). It can be shown that the quantity of radioactive argon injected in the
air flow is sufficiently low not to change the total partial pressure of argon and
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thus the quantity initially dissolved in water. In the same way, the chemical
form of bromine ensures that this tracer will remain integrally in the liquid
phase.

The above activities have been chosen by simulating with the Monte
Carlo code ECRIN the response of the NaI probes to a uniformly distributed
source of tracer in the column. For such simulations, the porous medium has
been simulated by water due to the fact that the linear attenuation coefficient
of photon beams for both compounds are about the same. Figure 85 illustrates
the simulated geometry.

Detector

Porous
packing

FIG. 83.  A typical packed column.
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For 82Br, the simulated counting rate is 5.3 × 106 counts/s per
3.7 × 1010 Bq/m3. Owing to the above mentioned assumption in the Monte
Carlo simulation, the 82Br volumetric activity is referred to the volume of the
column, which leads to a counting rate equal to 2.2 × 107 counts/s per
3.7 × 1010 Bq. Therefore an activity of 370 MBq has to be sufficient for tracing
the water flow while being adapted to local regulations concerning radioac-
tivity handling. The axial spatial resolution of the measurement is illustrated in
Fig. 86. This resolution is about ±20 cm, thus ensuring no intersection in the
different volumes of detection along the axis of the column.

G

G

L

L

FIG. 84.  Location of the detectors around the column.
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For 41Ar, the simulated counting rate is 1.6 × 106 counts/s per 3.7 × 1010

Bq/m3, which leads to 6.7 × 106 counts/s per 3.7 × 1010 Bq. In that case 74 MBq
is a good compromise between a sufficiently large counting rate and the
regulations concerning this isotope. The axial distribution of counting rates on
both sides of a probe is about the same (±20 cm in width) as for 82Br (Fig. 86).
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FIG. 85.  Simulated geometry with the Monte Carlo code ECRN.
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4.1.3.  Data processing methodology

Owing to the fast phenomena occurring in the column, the sampling
period has been reduced to 10 ms for the first 30 s of the experiments, with
simultaneous data acquisition for all the detectors. The sampling period is
100 ms after the first 30 s.

4.1.3.1.  Raw data treatment

Prior to be being quantitatively interpreted in terms of column dynamics,
the raw signals have to be corrected for:

(a) Natural decay of the radioisotope (T1/2 = 110 min for argon and T1/2 = 36 h
for bromine);

(b) Counting statistics, which follow the Poisson law;
(c) Background noise that can increase during the test due to the accumu-

lation of radioactivity in the experimental device.

The whole treatment is performed by the PeakFit software [26]. Noise
filtering is based either on the FFT algorithm if the points are equally spaced in
time or on the Loess procedure in the case of irregular sampling periods
ranging in the situation considered from 10 to 100 ms.

If necessary, prior to the baseline correction, data can be extrapolated
using either an exponential e–at (turbulent diffusive flow) or a power a/t3

(laminar flow) decrease in order to make the signal return to the baseline at the
end of the experiment.

The interpretations presented hereafter assume that the tracer is
uniformly distributed over the inlet cross-section.

4.1.3.2.  Total count analysis

The detection system was fine tuned to make sure that the responses of all
the detectors were identical. It was therefore possible to compare their signals
in terms of total counts (providing that there was not too much noise). Such a
comparison can yield interesting information, as indicated below.

In a given cross-section, identity of total counts is a strong indication that
the flow of the labelled phase is axisymmetrical. This is because the width of the
detection volume of each detector was significantly narrower than the column
diameter, due to a suitable arrangement of the collimators, so that there was
minimal overlapping. Another reason is the attenuation of radiation by the
medium inside the column, which follows the classical extinction law:
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(77)

where I is the intensity of the radiation and m is the linear attenuation coeffi-
cient, which depends on the nature and the density of the medium.

In the case considered, the attenuation coefficients for water and
polypropylene are both approximately equal to 7 × 10–2 cm–1 and the gas is
practically transparent. Integrating this equation along the diameter of the
column, dc, gives the following relation:

(78)

where N is the actual count number, I0(x) is the intensity of radiation emitted at
distance x from the detector, which is proportional to local activity and
therefore to the local tracer concentration, and el and ep refer to the liquid and
packing volume fractions, respectively.

N can therefore be seen as a truly weighted average of the activity
contained in the detection volume. If the liquid phase is uniformly distributed
in the cross-section, the barycentre of this weighting function is about 10 cm
away from the detector. In a given cross-section, identical total counts along
different diameters or from opposite detectors are thus an indication that the
flow of the labelled phase is axisymmetrical.

A few numerical simulations were made with Eq. (78) to estimate the
effects of attenuation as a function of the distribution of the liquid phase in a
cross-section of the column, provided that it remains axisymmetrical (e.g.
uniform, concentrated in the centre of the column or concentrated near the
walls). It was shown that attenuation was relatively insensitive to the latter, for
el ranging from 0 to 40%. This observation allows the distribution of the liquid
phase to be considered homogeneous when analysing these data. Another
important consequence is that differences in total counts at two levels can only
be attributed to a variation in el, which in turn mainly depends on the thickness
of the liquid films. For example, Eq. (78) indicates that total counts should
decrease by 35% when el increases from 0 and 40%. This result is consistent
with the observed variation of the count number along the column in the gas
tracing experiments.

4.1.3.3.  RTD analysis

Since the phases seem to be uniformly distributed in a cross-section, Eq.
(78) shows that the total count is proportional to I0. Thus, RTDs are simply
obtained by area normalization of the signals.
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The review by Shah et al. [38] lists a variety of methods for the exploi-
tation of RTDs. We have used two of them. Firstly, the RTDs were analysed in
terms of statistical moments. The differences in RTD first moments at levels i
and j give the transit time tij and the interstitial velocity uij between the two
points:

(79)

Lij being the distance between i and j. Provided that some kind of model is
assumed, the differences between the variances (centred second order
moments)  and  should yield, at least theoretically, some information on
the flow Péclet number Pe and the dispersivity. Assuming, for example, one
dimensional dispersive plug flow in an infinite medium, Pe is given by:

(80)

where

 

and D is the dispersion coefficient.
As will be shown later, this method did not prove very effective for the

experiments discussed here.
Another method is to adjust the flow parameters of a model. Assuming

once again one dimensional dispersive plug flow in an infinite porous medium,
one obtains [44] the following RTD Eij between two measurement points i and j:

(81)

The signals Si(t) and Sj(t) recorded by detectors i and j are thus related by
the convolution integral:

(82)

The convolution integral was computed using a Fourier transform. The
time steps were 10 and 100 ms for the gas and liquid tracer experiments, respec-
tively. The parameters u and D were optimized by a modified Levenberg–
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Marquardt algorithm to have the best least squares fit with the experimental
signals.

There are two limitations to this method:

(1) It should, strictly speaking, be applied neither to the detectors near the
entrance (because the flow is not yet fully developed) nor to those at the
outlet of the column (because the porous medium is not infinite). This
means that only the measurements from detectors 5, 6 and 7, 8 (Fig. 84)
should be exploited. Considering, however, that the detection volume of
the other detectors is still mostly in the packing and that an excellent fit
could always be obtained (see, e.g., Figs 88 and 90), we chose to use the
measurements from detectors 1–4 and 9–12 as well.

(2) It implies that both u and D are constant along the column; the same
values should therefore be obtained from all detector pairs. This is unfor-
tunately not the case, as will be shown later. An explanation might be that
the model is indeed inadequate and that a more sophisticated one — for
example, the model with axial dispersed plug flow with exchange
proposed by Van Swaaij et al. [45] or the stochastic model developed by
Briens et al. [46] — should be used. Considering once again that Eqs (81)
and (82) could always be fitted very well with the experimental data, the
choice made here is to assume ‘slowly varying’ u and D and to interpret
the values of uij and Dij obtained from detectors i and j as the average
interstitial velocity and dispersion coefficient, respectively, in section i–j.
The fact remains that the values obtained from the end sections (and
especially the entrance section) should not be taken too literally but
rather be seen as an indication of the trends in the variations of velocity
and dispersivity.

4.1.4.  Results and discussion

4.1.4.1.  Gas tracing

The total net counts and operating conditions in a typical experiment are
given in Table 14.

Table 14 shows that:

(a) Total counts are almost identical at each level (1–4, 5 and 6, 7 and 8, 9–
12). This strongly suggests that the flow is always axisymmetrical. This
observation allows us to consider the signals from all the detectors at a
given cross-section as simultaneous measurements of the same quantity
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and therefore to use them to estimate the uncertainty on cross-section
averaged quantities.

(b) On the other hand, total counts increase dramatically between the first
(1–4) and second (5 and 6) measurement stations and then remain
approximately constant. This is an indication that the equivalent
thickness of absorbing material, i.e. solid + water, is much larger at the
bottom of the column (with m = 0.07 cm–1, this extra thickness can be very
roughly evaluated as about 10 cm — a third of the column diameter). This
may be interpreted either as an increase in el at the bottom of the column
or as a consequence of entrance effects due to the vicinity of the gas
distributor.

RTD moment analysis proved disappointing. The values for u and D
obtained by this method resulted in poor agreement with experimental data
when used in Eqs (81) and (82), as shown in Fig. 87. More precisely, velocity
appeared to be correct while the dispersion coefficient was clearly
overestimated.

TABLE 14.  TOTAL COUNTS RECORDED BY EACH
DETECTOR IN THE GAS TRACING EXPERIMENT
CONSIDERED 
(liquid flow rate, 2 m3/h; gas flow rate, 200 m3/h)

Detector No. Surface (counts)

  1 10 386

  2   9 910

  3 10 921

  4 11 158

  5 17 177

  6 16 563

  7 16 556

  8 16 243

  9 17 139

10 17 041

11 16 939

12 17 357
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A similar observation has already been reported in Ref. [47]. The reason
is that the second order moments are not reliable because of the excessive
weight of count fluctuations at large times. This shows that moment analysis is
only useful for estimating velocities and making initial guesses of D for the
model optimization procedure. An interesting finding is nevertheless that the
velocity is significantly higher in the first section than in the rest of the column
(1 and 0.85 m/s, respectively, see Fig. 89). This observation is in good agreement
with our interpretation of total count variations, since an increase in e1

obviously leads to a reduction of the gas flow sectional area.
Optimization of u and D in Eqs (81) and (82) allowed an excellent fit of

the experimental data, as shown in Fig. 88. The values for the gas interstitial
velocity and the dispersion coefficient are summarized in Fig. 89. They have
been calculated for each consecutive section of the column (I, II and III in
Fig. 84). The error bars in Fig. 89 are the standard deviations of the values
obtained from each pair of detectors in the studied section.

As already shown by moment analysis, the velocity in section I was found
to be significantly larger than in the following sections. This demonstrates once
again the influence of end effects, possibly liquid film thickening near the gas
distributor. As a consequence, the dispersive plug flow model is probably at
fault in this region. On the other hand, the velocity was stable in sections II and
III, which suggests that a developed flow regime was practically reached and
that the model should be reliable in these sections.

Experimental data

Calculated RTD - Flow parameters
obtained by moment analysis
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FIG. 87.  Experimental and calculated gas RTDs with flow parameters calculated by
moment analysis.
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4.1.4.2.  Liquid tracing

The operational conditions are identical to those of the previous gas
experiment (Table 14). The raw signals contained much more noise than those
in the gas experiments, which led to inconsistent observations when applying
the total count analysis. Moreover, this noise induced a larger uncertainty in
the estimation of the flow parameters.

Moment analysis did not perform better than for the gas flow and, once
again, strongly overestimated the dispersion coefficient. This analysis, however,
suggested that liquid velocity was about constant along the column.

An excellent fit could again be obtained by model optimization (Fig. 90).
The axial liquid velocity was shown to be uniform along the column, as
depicted in Fig. 91, where the velocity variations all lie within the error band.
On the other hand, the liquid dispersion coefficient (also shown in Fig. 91) was
found to increase continuously as the fluid moves down the column. The
increase was especially significant in section I.
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FIG. 88.  Experimental and calculated gas RTDs with flow parameters obtained by
optimization.
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Axial dispersion may in fact result for two reasons: the truly diffusive
character of the flow (due to molecular or turbulent diffusion) or the existence
of a velocity profile in the radial direction (i.e. a convective effect). Both
phenomena are lumped into a single apparent dispersion coefficient by the
axial dispersed plug flow model. It is in theory possible to determine which
phenomenon is predominant: RTD variance should be proportional to axial
distance in the case of purely diffusive effects and to the square of distance in
the case of convective effects.

Since direct calculation of second order moments is not reliable, the
variances can be reasonably estimated from the optimized axial dispersed plug
flow curves. Figure 92 shows a typical plot of the second moment as a function
of distance from the uppermost detectors (9–12). The resulting points seem to
be correctly fitted by a parabola, but no definite trend can be given. Probably
both convective and diffusive effects occur. This evolution also sheds some
doubt on the soundness of a global input–output approach based on the
dispersive plug flow model.
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4.1.4.3.  Influence of flow rate

All the flow parameters considered in this section are relative to the
middle section of the column (section II), to avoid any interference from end
effects. Both the liquid and gas interstitial velocities have been determined as
the corresponding mean values obtained from all the detectors in this section.

The influence of the gas and liquid flow rates on the interstitial gas
velocity ug is shown in Fig. 93. It appears that this velocity depends solely on
the gas flow rate whatever the liquid superficial velocity ul in the range from
2 × 10–3 to 8 × 10–3 m/s (i.e. flow rate between 0.5 and 2 m3/h). The variation of
the gas velocity can then be expressed using a linear relationship, from which
one can deduce that the gas hold-up eg, defined as:

(83)

is practically constant and equal to about 83% in the studied range of flow
rates.

On the other hand, the interstitial liquid velocity is an increasing function
of the gas flow rate but also depends on the liquid flow rate as shown in
Table 15.
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Nevertheless the resulting variations of the liquid hold-up (defined in the
same way as the gas hold-up) are quite low. The mean value is about 5% and
the standard deviation is 1% in the range of gas and liquid flow rates studied.
The sum of the gas and liquid hold-ups is then about 88%, i.e. the total material
balance (gas + liquid + packing) is approximately 93 instead of 100%. We
consider this result as satisfactory, keeping in mind that the standard deviations

TABLE 15.  EVOLUTION OF INTERSTITIAL LIQUID VELOCITY AS A 
FUNCTION OF GAS AND LIQUID FLOW RATES

Gas flow rate (m3/h) Liquid flow rate (m3/h) Interstitial liquid velocity (m/s)

200 1 0.096

200 2 0.134

300 2 0.156

300 3 0.197

100 1 0.105

100 2 0.129
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FIG. 93.  Evolution of the interstitial gas velocity as a function of the gas flow rate.



138

on eg and e
1
 are 4 and 1%, respectively, and that the relative uncertainty of Qg is

1.5% and that of Ql ranges from 0.5 to 2%.

4.1.4.4.  Comparison with existing correlations

The literature gives numerous correlations for the dispersive properties
of packed columns. In these correlations the particle Péclet number for phase n
is defined by:

(84)

where dp denotes the equivalent particle diameter, expressed as a function of
the Reynolds number:

(85)

These correlations appear to be remarkably heterogeneous: the
parameters taken into account differ widely and so does the variation with a
given parameter (e.g.  increases with liquid Reynolds number in some
correlations and decreases in others). Subject to the above mentioned
limitations of the diffusive model, it has been shown that the axial mixing seems
to increase as the liquid moves down the column, even if it has not been
possible to determine the origin of this phenomenon. This evolution could then
be responsible for the considerable discrepancies between the liquid and gas
Péclet numbers found in the literature.

We have compared our results with these expressions which have mostly
been established for values of Reg (~100) and Rel (~100) smaller than the ones
considered here (Reg ~ 1000; Rel ~ 300), for bed porosities of less than 73%, for
generally small scale reactors and naturally for other packings than our own. It
is worth noting that, despite these differences, the orders of magnitude given by
these correlations are generally in good agreement with the experimental
values, as shown in Figs 94 and 95.
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4.2.  CASE STUDY No. 2: ROOM VENTILATION

4.2.1. Introduction

In order to help prevent hazards in industrial premises, the design of a
proper air distribution system is essential. Such a design requires not only the
measurement of the air change rate, but also a sufficiently detailed description
of the air flow pattern. To achieve these goals, several tools are available,
including:

(a) Gaseous tracers: When properly carried out and interpreted, a tracer
pulse experiment can yield detailed information on the circulation of air
inside the room; a particularly interesting, though little used, category of
tracers are radioisotopes [48].

(b) RTD analysis and systemic, or zonal, models: This approach was first
developed for chemical engineering [49] but seems to have gained in
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popularity in the ventilation community [50–52]. Zonal models are simple
and cost effective, but they should be handled with some care.

(c) CFD: Although this has received a lot of attention in the past, numerical
predictions of flows in complex three dimensional enclosures are not yet
reliable enough [53]. CFD is nevertheless valuable for identifying the
main features of flow patterns.

The aim of this example is to emphasize the potential of the systemic
approach in so far as it is supported by sufficiently detailed tracer gas measure-
ments. Confidence in the physical relevance of the systemic model can be
enhanced by CFD calculations. An application of this approach is presented for
the study of room ventilation in industrial facilities.

4.2.2. Experimental design

The room under study is not very large (5 × 4.5 × 3.2 m3, i.e. 72 m3

including internals) and separated into two unequal parts by a wall (Fig. 96). It
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is ventilated by means of an air inlet and an exhaust duct. The air flow rate is
670 m3/h, which corresponds to a nominal air change rate of 9.3 h–1. The aim of
this tracer experiment was basically to measure the air change rate in the room.
It was also hoped that this would give some insight into the flow pattern.

The tracer gas was 133Xe, obtained by irradiation of natural xenon in a
nuclear reactor. This gas is a gamma emitter (half-life, 5.27 days; main gamma
energy, 81 keV). Tracer activity was limited to 1850 MBq for each test, which
allowed good measurement accuracy and limited exposure to radiation.

The gamma detectors were scintillation probes, composed of a 2 in. ×
1.5 in. (5.12 cm × 3.81 cm) NaI(Tl) scintillator, a photomultiplier and a voltage
divider. They were calibrated prior to the experiment. Their response
decreases very sharply with distance. Table 16 shows the relative intensity of
the signal (i.e. the signal at distance d divided by the signal at distance zero) due
to a 133Xe point source, as a function of distance.

The signal from a detector can therefore be seen as a measurement of the
volume averaged activity in a sphere of about 40 cm in diameter.

The tracer was injected as a pulse into the bulk of the air inlet flow. This
provided a Dirac function as the input signal and also ensured good mixing of

TABLE 16.  RELATIVE VARIATION OF SIGNAL
INTENSITY WITH DISTANCE

Distance to detector (cm) Relative signal intensity (%)

0 100

20 0.5

40 0.1

100 0.02

Air inlet

Exhaust1

3 5

6

4
2

5 m

4.5 m

FIG. 96.  Room layout for case study No. 2.
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the tracer. Detection was performed at six points in the room (1–6 in Fig. 96),
including the inlet (point 1) and the exhaust opening (point 6).

The signals of the respective probes were continuously and simultane-
ously monitored (as counts per second) by a microcomputer with an acquisition
frequency ranging from 0.2 to 100 Hz. This acquisition system can
accommodate as many as twelve probes. The raw signal was corrected for
radioactive decay of the tracer. After subtracting the baseline, the signal was
smoothed and normalized to area. This procedure, performed by the Peakfit
software package [26], led to the local RTDs of the tracer in the room [44].

This test was part of a series of experiments in a large industrial facility.
Reproducibility was checked in another room, very similar in size and
arrangement to this one. The reproducibility was found to be quite satisfactory.

Figure 97 shows typical RTDs (detectors 3 and 6). The signals from
detectors 2–4 exhibit two to three peaks, which suggests there is a certain
amount of recirculation inside the room. After about 100 s, the RTDs all
decrease in a quasi-exponential fashion.

This experiment is a good illustration of the advantages of radioactive
tracers. The timescale of the first peaks is very short (about 1 s) but it was
nevertheless possible to monitor them at several locations simultaneously. No
chemical tracer system offers both of these features.
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FIG. 97.  Experimental RTD curves for case study No. 2.
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4.2.3. RTD analysis and CFD modelling

The RTDs show that the air flow successively reaches points 3, 4, 2, 6
(exhaust) and 5. By examining the layout of the room, it is possible to infer
that:

(a) The blow opening creates an air jet which flows across the room and
strikes the opposite wall.

(b) The jet is then redirected as, more or less, a radial wall jet that reaches
point 3 very quickly.

(c) This wall jet later reaches the space between the two parts of the room
(point 4).

(d) At the same time, it creates a recirculation loop in the first part of the
room. Point 2 is included in this loop.

(e) It then flows into the other part of the room and reaches the exhaust.

This (speculative) flow pattern is shown in Fig. 98. We have tried to
support it by CFD simulations. The idea was not to have very precise predic-
tions, but simply to highlight the main features of the flow structure.

Simulations were made with the finite volume code TRIO-VF version 8.7
[54], with a very coarse cubic grid (0.2 m in size). The turbulence model was the
classical high Reynolds k–e. First, the flow field was computed, then the RTDs
were calculated by solving the convection–diffusion equation. The resulting
concentrations were averaged over eight mesh cells, to account for the
detection volume of our probes.

The results did not compare badly with the measurements: the period
between the peaks was correctly predicted and so was the exponential tail of
the RTDs. On the other hand, the height and number of peaks were grossly
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Air inlet

FIG. 98.  Postulated flow pattern.
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overestimated (Fig. 99 shows a typical result for detector 3). Such a behaviour
is quite typical in simulations of RTDs in ventilated rooms with TRIO-VF [55].
It appears that diffusion is underestimated in the calculations — a paradoxical
finding in finite volume computations with coarse grids! Alternatively, the k–e
model may be inadequate.

An excellent agreement was achieved for detectors 5 and 6 (Fig. 100
shows the results for detector 6, i.e. the exhaust opening). This CFD simulation
is considered to be reasonably successful and we are confident that it
reproduces, at least in a qualitative way, the main features of the flow pattern.

Figures 101 and 102 illustrate the transport of a tracer puff emitted in the
air inlet, as calculated by the code, 5 and 50 s, respectively, after injection of the
tracer. The simulation is therefore being used as a rather sophisticated smoke
visualization test — the advantage being that the entire concentration field is
known as a function of time. The structures of the calculated flow are comfort-
ingly consistent with the flow pattern that was inferred from the shape of the
RTDs (cf. Fig. 98).

4.2.4. Zonal modelling

The circulation pattern in Fig. 103 was then translated into a zonal model
composed of plug flow elements and perfectly stirred tanks. The response of
this model was calculated by means of the DTS software developed by
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PROGEPI [56]. A trial and error process then allowed its structure to be
optimized while trying to keep it as simple as possible. Model parameters were
then determined by a built-in optimization procedure. The (fairly ambitious)
aim was to have the best possible fit between calculated and experimental
RTDs at all the measurement points — not at the outlet only. To our
knowledge, this approach, based on a detailed set of experimental results, is a
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FIG. 100.  Experimental and calculated (CFD) RTD curves for detector 6.

FIG. 101.  Concentration field in the room 5 s after tracer injection (the internal wall is in
black).



146

significant advance from the classical inlet–outlet analysis and, when successful,
should greatly enhance confidence in zonal modelling.

Figure 103 shows the final flow model, where the recirculation loop is
clearly identified; the location of the detectors is also indicated. This model is
still quite close to the circulation pattern described above and we believe it
retains some physical significance.

Agreement with the experimental RTDs ranged from fair (detectors 3
and 4) to excellent (detectors 5 and 6), which is proof of the relevance of this
zonal model. It should, however, be noted that the calculated RTD for detector
2 was too noisy to be exploited (this is a known problem with the DTS
software; the response at nodes near the injection point may be incorrect).

FIG. 102.  Concentration field in the room 50 s after tracer injection.

FIG. 103.  Structure of the zonal model.
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Figures 104 and 105 illustrate this comparison for detectors 3 and 6
(comparison with Figs 99 and 100 indicates that the zonal model is, not surpris-
ingly, more successful than the CFD calculation).

Model parameters give an estimate of flow rates and volumes in the
different branches:

(a) Recirculation is very strong (the flow in branch 2 is about nine times
larger than the inlet flow rate); the volume of branch 2 is estimated at
about 38 m3.

(b) By comparison, the volume of direct branch 3 is only about 15 m3.
(c) The cumulated volume of branches 4, 5 and 6 is around 13 m3; this is quite

consistent with the dimensions of the part of the room beyond the
internal wall.

4.2.5.  Conclusions

The tracer gas technique has been used to qualify the ventilation system
of a room in an industrial facility. The choice of a radioactive tracer allowed
simultaneous measurements to be made at several points in the room with very
good time resolution, which proved quite beneficial. Analysis of the experi-
mental RTD curves suggested the structure of the flow model. The results of a
(rather crude) CFD calculation were consistent with that structure, which was
then translated into an arrangement of plug flow elements and stirred tanks.
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With some parameter identification, this zonal model of the room reproduced
quite satisfactorily the experimental RTDs, both at the exhaust and inside the
room. This illustrates that it is possible to build a simple but reliable systemic
model of the ventilation system.

On the other hand, the model benefited from several factors: apart from
the presence of an internal wall, the room geometry was not very complicated,
the ventilation system was quite rudimentary, only one air flow rate was inves-
tigated, and luck may have played some part in the success of this CFD
simulation. This approach should therefore be tested in more complex
situations (e.g. internal obstacles, multiple inlets or exhausts and diffusers); a
crucial test would also be the ability of the zonal model to emulate the RTDs
with different ventilation flow rates.

4.3.  CASE STUDY No. 3: POLLUTED STREAM WASTE TREATMENT 
PLANT EFFICIENCY USING RADIOTRACER TECHNIQUES

4.3.1. Introduction

Sewage is one of the major pollutants in urban areas so it is essential to
treat it. The process of sewage treatment may be considered as an industrial
process where sewage constitutes the raw material and the treated water and
sludge are the final products. Thus it is natural that tracer techniques, which are
well established methods in process dynamics studies in industry, may also be
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FIG. 105.  Experimental and calculated (DTS) RTD curves for detector 6.
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applied to investigate sewage treatment process dynamics. Radiotracer
experiments were carried out to investigate the RTD of various units of a
wastewater treatment plant at Islamabad, Pakistan.

The sewage treatment plant was built in two phases. The capacity of each
phase is 10 ML/d. The Leh stream passes nearby this plant. The sewage flows to
the plant in an underground concrete pipeline. Figure 106 shows the layout of
the plant, which is based on a conventional activated sludge system. The main
plant constituents are the pulverizer, pumping station, primary clarifiers,
aeration tanks, secondary clarifiers, digester and drying beds. This system
employs a primary clarifier before the aeration tank in order to remove the
easily settling solids from the influent water.

The solids are removed for further treatment in the digester unit and
ultimate disposal as fertilizer. The effluent from the primary clarifier, having
less organic matter, imposes a smaller load on the aeration section than that of
raw sewage, thus making smaller aeration tanks possible and having lower
requirements for oxygen. The organic matter remaining in the primary effluent
is consumed by active masses of microbes (activated sludge). The processes
occurring in the aeration tanks are the adsorption of particulates and assimi-
lation of the carbonaceous organic matter both for energy supply and for new
cell production. The activated sludge (mixed liquor) is settled in the secondary
clarifier. Excess activated sludge is transferred to a primary clarifier, which is
the only point of removal of solids from the sewage water. Finally, the overflow
of the secondary clarifier is disposed of in the Leh stream.

4.3.2. Experimental design

As a first step, the experiments to be conducted were designed and the
amount of radioactive tracer was calculated as per requirement. The selection
of radioactive tracer was made considering the conditions of the experiment as
well as the radiological safety of the workers and the general public. The
radioactive tracer selected was 82Br in the form of KBr. The tracer was
prepared at the nuclear reactor and transported to the experimental site in a
suitable transport container observing necessary safety/radiation protection
aspects. Radiation detectors were placed at suitable points in the wastewater
treatment plant, and the data acquisition system was set up at a central point to
acquire data from all the detectors. The background radiation was measured
over a suitable interval of time before injecting the tracer. A radioactive
injection in the form of a Dirac pulse was made at the inlet points using a
special injection system. The tracer was detected at the inlet and outlet of the
systems with a NaI detector with a crystal 2 in. x 2 in. (5.12 cm × 5.12 cm) in
area.
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FIG. 106.  Layout of the wastewater treatment plant at Islamabad.
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4.3.3. Preliminary treatment of experimental data

The preliminary treatment of the experimentally obtained data involves
the following steps that were performed using the DTS PRO 4.2 software
before the analysis of the data:

(1) Background correction,
(2) Radioactive decay correction,
(3) Extrapolation of the experimentally obtained curve (where necessary),
(4) Normalization of the experimental curve.

The tracer concentration curve was normalized by dividing each data
point by the area under the curve to obtain the normalized RTD function:

(86)

Since the tracer distribution is measured in discrete time intervals, the
above equation can be written as:

(87)

The area under the normalized RTD function E(t) is equal to unity, thus:

(88)

4.3.4. Calculation of dead volume

If the entire volume of the operating system is utilized for flow then the
system has no dead volume. However, if some regions of the systems have
residence times 5–10 times greater than the holding time of the rest of the fluid
then these regions can be considered as dead for all practical purposes. If the
experimentally measured MRT is less than the theoretical MRT then the
system has a dead volume. The amount of dead volume present in the system
can be estimated by:

(89)
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If the experimental MRT is greater than the theoretical MRT then there
may be an error in the flow rate measurement or the volume measurement, or
the tracer may not be suitable for the system under investigation.

4.3.5. Modelling of tracer data

RTD models have been applied to industrial process investigations
successfully where fluids and solids are involved. Mathematical simulations and
the construction of computational models are found to be useful. Radioactive
tracers are valuable tools enabling investigation of the physical phenomena and
making possible the identification and optimization of industrial processes.
Physical and mathematical descriptions of the flow and mixing characteristics
of fluids or solids in systems are called flow models. The flow models give
macroscopic lumped sum descriptions which are sufficient for the majority of
engineering process calculations [57, 58].

In general, the selection of flow models and the determination of
parameters from tracer studies is based on analyses of the impulse response
functions E(t), which are the RTDs obtained from tracer inputs to a system in
the form of Dirac delta functions (instantaneous injection).

The software package that simulates dynamic models derived from RTD
experiments developed by PROGEPI/SYSMATEC [17] was used for
modelling of the experimental data obtained from different units of a
wastewater treatment plant. This software package can model complicated
flow patterns by properly interconnecting elementary units such as the perfect
mixing cell, plug flow reactor and perfect mixing cell with exchange to a
stagnant zone, and the model parameters can be chosen so as to fit an experi-
mental outlet response. The composition of the test models can be made
directly on-screen as a graphic network by assembling and interconnecting the
elementary units. The response to any entry function can be obtained at any
node and at the outlet of the network. 

4.3.6. Investigation of the different units of the wastewater treatment plant

4.3.6.1. Primary clarifier (phase I)

The design of a circular centre feed primary clarifier with a scraper sludge
removal system is shown in Fig. 107. The total volume of the primary clarifier is
1387 m3 and the volumetric flow rate is 4.83 m3/min, which gives the theoretical
MRT as 287 min. Bromine-82 radioactive tracer was injected into the inlet of
the primary clarifier (phase I). The tracer data were processed and the experi-
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mental MRT of the primary clarifier was estimated as 164 min. This means that
the system has a dead volume of 42.7%.

The tracer data were modelled using RTD software (DTS PRO 4.2) to
understand the fluid dynamics inside the system. Various models with different
parameters were tried. A model that fits well with the experimental curve is
shown in Fig. 108. In this model, node No. 1 is the inlet and tracer input, node
No. 7 is the outlet while V1, V3 and V5 are perfect mixing cells, and V2 and V4

are plug flow reactors. From the inlet node the flow passes through a small
perfect mixing cell and reaches the centre of the clarifier. From node No. 2 to
node No. 4, the flow is through a perfect mixing cell connected to a plug flow
reactor. Then there is a recycle flow between node No. 2 and node No. 4 (with
a recycle ratio of 0.87) through a perfect mixing cell connected with a plug flow
reactor. Node No. 7 is the outlet visualization node.

The experimental and model output responses of the primary clarifier are
shown in Fig. 109, which  shows first a large peak, then a drop and finally a very
small peak. The MRT of the model curve was calculated from the first order

Effluent

InfluentSludge

FIG. 107.  Design of a circular centre feed primary clarifier.

V1 V2 V3

V4
V5

1 2 3 4 7

56

FIG. 108.  Model of a primary clarifier (V1 = 96.2 m3, V2 = 285.78 m3, V3 = 201.8 m3,
V4 = 76.3 m3, V5  = 199 m3).
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moment of the model curve and was found to be 165.7 min, i.e. very close to the
experimental value of the MRT. 

4.3.6.2. Aeration tank (phase I)

In the wastewater treatment plant under investigation, the output of the
primary clarifier was fed to the aeration tanks, where compressed air is blown
to increase the dissolved oxygen content of the wastewater. The wastewater
flows through various activation tanks within the aeration tank. In these
activation tanks complex biological reactions take place, resulting in the
removal of dissolved organic compounds from the solution, which is the result
of the actions of microorganisms in the activated sludge. The degree of
conversion depends first of all on the residence times, on the initial concen-
tration of sludge and concentration of pollutants, and on the activity of the
microorganisms of the mixed culture [59]. A radiotracer experiment was
conducted to investigate the RTD of wastewater in the aeration tank. A plan
view of the aeration tank is shown in Fig. 110. The volume of unit No. 1 of the
aeration tank is 567.5 m3 and the volumetric flow rate during the experiment
was 2.08 m3/min. This gives a theoretical MRT of 272.4 min. Bromine-82
radioactive tracer was injected into the inlet of the aeration tank. The experi-
mental MRT of the unit was estimated as 272 min with a very small dead
volume (0.19%).

The DTS Pro. 4.20 software was used to understand the hydrodynamics
inside the aeration tank. The model used for the aeration tank (unit No. 1) is
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shown in Fig. 111. The model consists of five perfect mixers in series with back-
mixing and connection with a plug flow reactor at the beginning. After the
injection point, the incoming wastewater passes through a narrow duct before
it enters the series of tanks through small holes. For this reason, a plug flow
reactor is used between node No. 1 and node No. 2. The back-mixing ratio of
the tanks connected in series was found to be 8.8.

The experimental and model output responses of the aeration tank
(unit I) are shown in Fig. 112. The MRT of the model curve is 268.7 min, which
is almost the same as the experimental MRT. The dead volume from the model
was calculated to be only 1%, and is thus very small. The results of this
experiment show that the aeration tank does achieve the designed residence
time and does work efficiently.

4.3.6.3. Secondary clarifier (phase I)

Clarifier hydrodynamics play an important role when combined with the
biological factors in the performance of the whole system [60]. In wastewater
treatment plants, the output of the aeration tanks is fed to the secondary

FIG. 110.  Design of the aeration tank (plan view).

V1 V2 V3 V4 V5

1 2 3 4 75 6

V6

8 9 10 11 12 13

FIG. 111.  Model of the aeration tank (V1 = 80 m3, V2 = 101 m3, V3 = 100 m3, V4 = 100 m3,
V5 = 97.71 m3, V6 = 106.65 m3).



156

clarifiers which further remove the sediments from the incoming wastewater.
The purpose of this investigation was to determine the RTD of sewage water in
the secondary clarifier, which is necessary to evaluate the efficiency of the unit.
The design of the secondary clarifier is the same as that of the primary clarifier,
i.e. a circular centre feed with a scraper sludge removal system as shown in
Fig. 107. The total volume of the secondary clarifier is almost double that of
the primary clarifier (2790 m3), and the volumetric flow rate during the
experiment was 4.2 m3/min giving a theoretical MRT of 669.6 min. Bromine-82
radioactive tracer was injected into the inlet of the secondary clarifier. The
experimental MRT of the secondary clarifier was estimated as 284.7 min. The
dead volume was determined to be 57.4%. This shows that the working
efficiency of the unit is very poor because more than half of the system volume
is not taking part in the process.

The DTS PRO 4.2 software was used to understand the fluid dynamics of
the secondary clarifier. The model used here was the same as for the primary
clarifier (Fig. 108). Fitting of the model gave the following values: V1 = 29 m3,
V2 = 230.18 m3, V3 = 374 m3, V4 = 314.06 m3, V5 = 315 m3.

The experimental and model output responses of the secondary clarifier
are shown in Fig. 113. It shows a large peak, then a sudden drop, followed by
another smaller peak. The MRT of the model curve is calculated from the first
order moment of the model curve, which gives 260.17 min, i.e. a value close to
the experimental value of the MRT.
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4.3.7. Summary

The radioactive tracer 82Br in the form of potassium bromide (KBr) was
used to investigate the different units of a wastewater treatment plant. The
activities of 82Br injected into the primary clarifier, aeration tank and secondary
clarifier were 1295, 1110 and 1480 MBq, respectively. The tracer was detected
at different points with NaI detectors. The on-line data acquisition was
performed using ratemeters interfaced with the computer. The theoretical
MRT of the primary clarifier was 287 min, while its experimental MRT was
found to be 164 min. Therefore, a dead volume of 42.8% was estimated in the
primary clarifier. The theoretical MRT of the aeration tank was 272.4 min
while its experimental MRT was found to be 272 min. Therefore, an almost
negligible amount of dead volume was estimated in the aeration tank. This is
due to the vigorous mixing process inside the aeration tank. The theoretical
MRT of the secondary clarifier was 669.6 min while its experimental MRT was
found to be 284.7 min. Therefore, a dead volume of 57.4% was estimated in the
secondary clarifier. The DTS PRO 4.2 software was used for the preliminary
treatment of the experimental data and the modelling of these systems. The
MRTs obtained from the models proposed for the systems under investigation
were found to be very close to the experimental MRTs. All these results are
summarized in Table 17.
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5. PERSPECTIVES — INDUSTRIAL PROCESS 
TOMOGRAPHY

Flow pattern visualization is the new trend in radiotracer methodology.
Work in progress is reported in two aspects of industrial process tomography:
detection chain modelling and tracer flow imaging in two dimensions.

5.1.  DETECTION CHAIN MODELLING

Considerable space has been devoted in this report to the methods for
tracer data interpretation and modelling. In our opinion, available software
and methods now allow correct treatment of these points when dealing with
mainly one dimensional flows, such as flow of one or more phases in a pipe, in
a packed column with a low diameter to length ratio or some such object. The
situation is not so favourable when velocity profiles or flow patterns can be
suspected to have an impact on the measurement. Suppose, for example, that a
detector is located near a recirculating flow pattern, caused for instance by flow
enlargement as illustrated in Fig. 114.

If the detection volume is small enough, the readings from the detector
will characterize flow velocity in the reverse part of the recirculation and will
be easy enough to interpret. This is what happened in case study No. 2, where
the estimated reach of the detector (about 40 cm) was obviously much smaller
than the length scale of the recirculations (roughly the size of the room in

TABLE 17.  SUMMARY OF THE RESULTS OF A TRACER EXPERI-
MENT IN A WASTEWATER TREATMENT PLANT

System under 
investigation

Volume
(m3)

Flow rate
(m3/min)

Theoretical 
MRT 
(min)

Experimental
MRT
(min)

Model 
MRT 
(min)

Dead 
volume 

(%)

Primary clarifier 1387 4.83 287 164 166 42.7

Aeration tank 
(unit I)

567.5 2.08 272.4 272 269 0.2

Secondary 
clarifier

2790 4.2 669.6 284.7 260.2 57.4
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which the experiment was performed). On the contrary, if the detection volume
reaches the direct part of the recirculation, or even the main flow, its signal will
be an intricate combination of contributions from each part of the flow.
Another example, involving the existence of a velocity profile, was presented in
Section 3.1.

Separating out these contributions will require some knowledge of:

(a) The flow pattern; CFD may again be useful here, but as it is mentioned in
the introduction this point will not be developed further here.

(b) What the detector really ‘sees’; this is where some amount of modelling of
the detection chain may be required.

It should be noted that, even in the simple one dimensional case,
knowledge may be desirable since the detection chain may in some cases
induce some blurring of the true tracer signal. This problem is, however, not a
common one and simple ways do exist to correct it whenever necessary [61].

The vast majority of the applications presented in this report involve
gamma emitting tracers. Gamma photons undergo multiple random interac-
tions (with the fluid itself, the walls, the screens, the collimator, etc.) until they
reach the detection probe, usually composed of a crystal scintillator and a
photomultiplier. The importance of these interactions is a function of the
energy of the emitted photons and of the nature (density and chemical compo-
sition) of the fluid and the materials. The link between the tracer concentration
and the detector signals is therefore not a direct one, the problem lying mainly
in the correct representation of these interactions.

Wall

Detector + shielding

Recirculation

Main flow 

FIG. 114.  Recirculating flow near a detector.
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A relatively simple solution for the problem is the Monte Carlo method
[62]. The basic principle is to choose randomly the initial position, energy,
direction and free path of a photon. Its new position is then calculated. If the
photon has not left the system, it is going to interact with the surrounding
matter. For tracer applications, the major types of interaction to be considered
are the photoelectric effect, Rayleigh effect, Compton effect and pair creation.
The probability of these processes is calculated as a function of the energy of
the incident photon. The type of interaction is chosen randomly and the
procedure is repeated until the photon either leaves the system or is absorbed
by any material in the simulated system (to be quite precise, another photon
may be generated at this stage and has to be followed until it is lost or
absorbed). When a sufficiently large number of photons have been treated in
this way, it is possible to build statistics in terms of detected photon energies
and numbers which in turn can be translated into count numbers, i.e. the very
quantity that is measured in a gamma tracer experiment. Thus, the Monte
Carlo procedure mimics the very functioning of the measurement chain. Even
if the basic principle is straightforward, its numerical implementation is more
complicated, and appropriate algorithms have to be used to make the
calculation more efficient [18].

As with all computer codes, validation is an imperative. As an example, a
few results obtained with the INSPECT computer code are presented here,
validated against some experimental data. The basic configuration is a point
gamma source placed at different locations in a plexiglas tube fitted with a
detector (Fig. 115). Several aspects have been investigated: the nature of the
source (137Cs and 60Co), the nature of the fluid (air and water) and the
collimator geometry. The results shown in Fig. 115 are fairly satisfactory. It
should be noted that no parameter adjustment was necessary.

Once this confidence building step has been completed, attention should
be turned to more complex and realistic situations (moving and/or distributed
sources). The final aim should be the coupling of the detector model with a
CFD code and its validation against adequate experiments. The resulting tool
would be of great value for both the design and the interpretation of
experiments involving radioactivity. At the design stage, it would allow various
tracers, detector arrangements and experimental procedures to be tested
numerically, so to speak, to find the optimum configuration. At the stage of
interpretation it would give access to purely hydrodynamic signals by deconvo-
lution of the detector response from the raw signals.



161

(a) Experimental set-up (b) Detector and collimator geometry 
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5.2. TRACER FLOW IMAGING

A classical gamma radioisotope tracer experiment involves nuclear
detectors the measurements of which are essentially volume averaged, with
very good time resolution. Since the detectors are reasonably cheap and small,
it is often possible to use several adequately collimated probes simultaneously
so as to have some spatial resolution as well. This extra information may prove
valuable. For instance, it was possible to show good axial symmetry but consid-
erable end effects by locating several probes at different levels along a counter-
current gas–liquid packed column [63]. Measuring two dimensional
concentration profiles as a function of time would nevertheless represent great
progress. For instance, it would allow not only hypotheses as to the origin of the
end effects in the column to be checked but also maldistributions flow in
industrial devices to be located. Among the various techniques, the single
photon emission computed tomography method shows some promise. Two
dimensional imaging with a gamma ray camera is also an attractive method at
the laboratory scale. Results concerning both methods are presented hereafter
and illustrate the attraction of two dimensional imaging when gamma emitters
are used.

5.2.1. Single photon emission computed tomography (SPECT)

The device presented here has been developed to visualize gamma
emitting radiotracers flowing inside a system with a relatively small number of
detectors [64]. From the theoretical point of view, it includes a method for the
estimation of the photon transport matrix associated with the acquisition
system. This method relies on a model of the count number profiles obtained
from point sources distributed in the volume under scrutiny. A Monte Carlo
simulation, very similar to the one that was mentioned above for detector
response modelling, allows those photons that have been diffused in matter and
those that have been directly collected to be discriminated. The influence of the
tracer energy, a key parameter, is taken into account. The reconstruction
algorithm uses a maximum likelihood method, optimization being made by the
statistical estimation–maximization (EM) algorithm. To summarize, this
procedure is able to compute the most likely tracer distribution in the
measurement volume, i.e. a flat almost two dimensional cylinder, for a given
output from a particular arrangement of detectors. It should be noted that this
result is quantitative, i.e. the final results are numerical values of the
concentration.

An experimental set-up was built to test the feasibility of this method.
The set-up is composed of 36 detectors distributed around a cylindrical test
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section (diameter, 24 cm; height, 2 cm). A transverse water flow was generated
in the test section, which in some cases was also filled with a porous medium. A
tracer, a radioactive solution of 99mTc containing some dye, was injected into
the water inlet. The reconstructed image of the concentration distribution
could be compared with video images of the dye concentration. Figure 116
illustrates one such comparison in a non-porous medium. Both qualitative and
quantitative analyses of the results demonstrate that visualization of the fluid
circulation in a system is indeed feasible with a limited number of detectors.

 

(a) (b)

FIG. 116.  Images of flow in a flat cylinder: (a) SPECT image, (b) video image.
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This system has now been applied to the packed column mentioned
above [65]. One of the aims was to obtain a fundamental insight into the
detailed flow structures and mechanisms. Interesting results have been found
regarding the dispersive characteristics of flow in various regions of the
column. The other aim was to prove the ability of the technique to detect flow
maldistribution (gas or liquid), from simple to complex situations.

5.2.2. Gamma ray cameras

Gamma ray cameras provide another way to study non-uniform tracer
concentration fields. A gamma ray camera is composed mainly of a very large
crystal scintillator fitted with a multiple hole collimator. Signals from a large
number of photomultipliers are then processed to give a two dimensional
image of the distribution of the photons detected inside the crystal. One
problem is that this image bears no simple relationship with the tracer concen-
tration. If the Compton interaction can be neglected, i.e. if the tracer energy is
small enough, the image can be seen as an attenuation weighted average of the
concentration profiles in the direction perpendicular to the collimator. This
means that a large computing effort is required to make gamma ray camera
images quantitative.

A gamma camera was used here to try to estimate local gas hold-up as a
function of impeller velocity in a model Mahoney–Robinson reactor [22]. The
reactor is about 20 cm in height. Experiments were made with a low energy
(81 keV) gaseous tracer, 133Xe. Figure 117 shows two side views, with the
impeller at rest (Fig. 117(a)) and at nominal velocity (Fig. 117(b)). The feature
at the top of these figures is the image of the gaseous ceiling. Gas entrainment
into the liquid phase is clearly visible; an excess of gas can even be seen inside
the catalyst basket, in the middle of the reactor.

Owing to the low tracer energy, it is a reasonable expectation that more
quantitative information will be obtained from this experiment given some
modelling effort.
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6. TRACERS IN OILFIELDS AND GEOTHERMAL 
RESERVOIRS

The tracing fluid flows in oilfields and geothermal reservoirs have both
similarities and differences. The similarities are obviously:

(a) Both deal with fluid flows in (mainly saturated) porous media of natural
minerals under extreme temperature and pressure conditions. 

(b) Both need passive tracers for the fluids involved and the corresponding
methods for tracer preparation, injection, sampling and analysis.

Among the differences are the following:

(1) Temperatures are, in general, considerably higher in geothermal
reservoirs. Thus, the stability of tracers at high temperatures is particu-
larly important.

(a) (b)

FIG. 117.  Two gamma camera images of a reactor: (a) impeller at rest, (b) impeller at
nominal velocity.
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(2) Pressures are generally higher in most oil reservoirs (although there is a
considerable span in pressures between various reservoir types), thus
affecting the behaviour of some gas tracers differently from that in
geothermal reservoirs.

(3) Geothermal reservoirs deal with the relatively simple two phase flow of
liquid and gaseous water. Flows in oil reservoirs are either three phase,
composed of oil (including condensate), liquid water and natural gas, or
four phase, including also water vapour in fields where thermal recovery
is used. These characteristics place different constraints on the tracers,
leading to the conclusion that certain tracers may be used in geothermal
reservoirs but not in oil reservoirs and vice versa.

The similarities suggest that these subjects should be included together in
the same section of this report. The differences suggest that they should be
treated individually in two separate sections. The latter course is followed here,
with oilfields being treated in Section 6.1 and geothermal reservoirs in
Section 6.2.

6.1. RADIOTRACER TECHNOLOGY AS APPLIED TO INTERWELL 
COMMUNICATION IN OILFIELDS

6.1.1. Introduction

6.1.1.1. Oil recovery

Natural production mechanisms, or primary production, contribute to the
extraction from reservoirs of about 25% of the original oil in oilfields. This
means that 75% of the existing oil remains in the pores and fissures of the oil
bearing rocks.

The production flow rate depends on the differential pressure between
the permeable layer and the bottom of the well, the average permeability, the
layer thickness and the oil viscosity. The main natural production mechanisms
are the expansion of oil, water and gas and in certain cases the water influx
from aquifers connected with the reservoir.

When primary oil production decreases in a field because of reduction in
the original pressure, water is usually injected to increase the oil production
again. Water injected into special wells (injection wells) forces the oil
remaining in certain layers to emerge from other wells (production wells)
surrounding the injector. This technique, commonly called secondary recovery,
contributes to the extraction of up to 50% of the original oil in oilfields.
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Although this technique was first used in old reservoirs in which oil
production had decreased, it is today a common practice to begin the exploi-
tation of new wells with fluid injection as a way to optimize oil recovery. For
this reason, the term secondary recovery is being replaced by the more general
term water flooding.

The efficiency of the water flooding process is highly dependent on the
rock and fluid characteristics. In general it will be less efficient if hetero-
geneities are present in the reservoir, such as permeability barriers or high
permeability channels that impede a good oil displacement by the injected
water.

6.1.1.2. Tracers in interwell studies

Tagging the injection water with a suitable nuclide and measuring the
samples taken from production wells makes it possible to obtain the response
curves (concentration of activity versus time), which represent the dynamic
flow behaviour of the pattern (injector plus producers) under study.

Most of the information found by analysis of the response curves cannot
be obtained by means of any other technique. Detailed analysis of the response
curves obtained from interwell studies allows:

— Detection of high permeability channels, barriers and fractures;
— Detection of communications between layers;
— Evaluation of the fraction of the injection water reaching each production

well;
— Determination of RTDs;
— Indication of different stratifications in the same layer;
— Determination of preferential flow directions in the reservoir.

All this information can be used to make operational water flooding
decisions in order to increase oil production.

Interwell tracer tests provide quantitative information on the fluid dynamics
in a reservoir. Now dynamic information from a reservoir may in addition be
obtained by three other methods: logging of production rates (profiles) of
reservoir fluids, pressure testing and time lapse seismic examinations (four
dimensional seismics). However, these methods and the tracer testing are compli-
mentary and cannot directly replace each other.
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6.1.1.3. Tracer behaviour in field application 

The fluid flow in most reservoirs is anisotropic. The reservoir structures
are usually layered and frequently contain significant heterogeneities leading
to directional variations in the extent of flow (Fig. 118). 

Hence, the effective fluid movement can be difficult to predict. Here is
where tracer technology plays an important role, assuming that the movement
of the tracer reflects the movement of the injected fluid. Obviously, it is most
important to ensure that the properties of the tracer meet this requirement as
closely as possible: there should be a minimum amount of undesired loss or
delay. Reservoir physical and geochemical conditions define the constraints. As
a result, tracers found to work properly in one reservoir may not work satis-
factorily in another. 

Tracers have been used to measure fluid flow in reservoirs for several
decades. Some of the earliest reports are found in Refs [66–69]. A summary of
the earlier use (before 1990) from the perspective of tracer behaviour is
provided in Ref. [70]. There are some successes and some reports of
experiments which have largely failed. The reason for failures is mainly insuffi-
cient knowledge of the tracer behaviour under changing reservoir conditions.

Knowledge of tracer behaviour is gained through dedicated laboratory
investigations through the above mentioned oilfield experience, groundwater

 

FIG. 118.  Tracer pulse movement between wells in a layered reservoir.
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movement investigations, atmospheric tracing experiments and also, to a
significant degree, through the work carried out on migration of radioactive
species in the soil for the purpose of evaluating radioactive waste repository
sites.

Although the sum of knowledge from these areas is substantial, the
information acquired is not always consistent. The results from one area of
investigation cannot readily be transferred to new fields because of both scaling
problems and changing experimental conditions. During the last 10–15 years
there have been substantial programmes on tracer technology development.
This has resulted in advances in basic knowledge and technology.

The present state of knowledge on specific radiotracer capabilities and
limitations for interwell oil reservoir applications is summarized briefly here. 

6.1.2. Methodology 

6.1.2.1. Interwell tracer test step by step

A field radiotracer investigation consists, in brief, of the following main
steps:

(a) Design of a tracer strategy together with reservoir engineers who work in
the field;

(b) Selection of applicable tracers; 
(c) Application to the relevant authorities based on a safety report;
(d) Tracer mixture preparation, calibration and quality assurance;
(e) Selection and design of tracer injection and sampling procedures;
(f) Tracer transportation to the injection site;
(g) Implementation of radiation safety procedures at the injection site;
(h) Tracer injection;
(i) Radioactive contamination survey;
(j) Injection equipment decontamination and handling of radioactive waste;
(k) Tracer sampling and sample transportation to the analytical laboratory;
(l) Tracer analysis;
(m) Data evaluation and simulation;
(n) Reporting of results.

Most of these steps will be discussed further in the following sections.
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6.1.2.2. Required amount of tracer

The best estimate of the amount of tracer required for an interwell study
involves the use of a mathematical model for a computer simulation of the
pattern behaviour on the basis of the reservoir parameters. The amount of
tracer (mass or activity) needed for a specific experiment is then calculated
from the theoretical response and the detection limit.

As a general rule, tracer groups do not have this kind of software, and if
they have, they need to make a number of assumptions about the pattern
characteristics for the model to work properly. This information is not always
available for tracer specialists, especially when account is taken of the fact that
the objective of a tracer experiment is precisely to have better knowledge
about the pattern behaviour.

Consequently some simple assumptions need to be made in order to have
an idea about the amount of tracer to be injected when a complex mathe-
matical model is not available.

Lacking better information, it can be assumed that the mean tracer
concentration in the output of the production well is the ratio of the total
amount of tracer to the pore volume involved in the experiment. The latter may
be calculated using a radial approximation of the pattern geometry:

(90)

where

h is the thickness of the tagged layer (m),
x is the distance between the injection well and the production well (m),
f is the porosity of the tagged layer (non-dimensional) and
Sw is the degree of water saturation (non-dimensional).

The expected output mean concentration is established from the
detection limit, Ld, which in the case of a radiotracer depends on the
background and measurement time. The activity, A0, to be injected to obtain a
mean concentration equal to ten times the detection limit is:

(91)

The required activity calculated using Eq. (91) only represents an approx-
imation, but it is good enough as a reference value. The experience gained after
having carried out a number of operations in different reservoirs is a valuable

V x h Sp w= p f2 ,

A L V0 10= d p.
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tool at the moment the estimated values are modified in order to determine the
real amount of tracer to use.

6.1.3. Selection and optimization of radioactive tracer

6.1.3.1. Tracer categories

There are, in principle, two tracer categories:

(1) Passive or conservative (also called, less precisely, ideal) tracers: Such a
tracer is required to follow passively the fluid phase or phase fraction into
which it is injected without any chemical or physical behaviour different
from that of the traced component itself. In addition, the tracer must not
perturb the behaviour of the traced phase in any way, neither must the
fluid phase nor its components perturb the tracer behaviour.

(2) Active (also called, less precisely, non-ideal or reacting) tracers: The tracer
takes an active part in the process in qualitatively predictable ways, and is
used to measure a property of the system into which it is injected. The
degree to which an active role is taken is a quantitative measure of the
property to be determined. 

In petroleum reservoirs, passive tracers are used for all the tasks
mentioned in Section 6.1.1.2.

Active tracers may be:

(a) Phase partitioning (the potential to measure the remaining oil
saturation);

(b) Sorbing to rock reversibly or irreversibly (the potential to measure the
ion exchange capacity of formation rock);

(c) Hydrolyzing (for instance, for measurement of water saturation);
(d) Thermally degrading (to measure reservoir temperature away from

wells);
(e) Microbially degrading (to measure microbial activity).

6.1.3.2. Tracer types

It is found to be practical to divide the available interwell reservoir
tracers into three types based on their different means of production, treatment
and analysis:

(a) Stable isotope ratios,
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(b) Non-radioactive chemical species,
(c) Radioactive atoms or molecules.

Zemel [72] argues that radioactive and non-radioactive chemical tracers
are not necessarily different kinds of tracers: “Radioactive tracers are only
radioactively tagged chemical tracers.” He might as well have included tracer
type (a) above in this argument by saying that isotopic ratio tracers are only
chemical tracers labelled with a different stable isotope ratio. It is correct that
the flooding properties and survivability in reservoirs are determined by the
chemical properties of the tracer compound. It is not, however, generally valid
that “the same materials without a radioactive tag are also useful tracers”. This
all depends on the degree of their natural occurrence in reservoir fluids and on
their detectability by non-radiochemical methods. 

We will exclusively concentrate here on passive radioactive tracers for
water and include near-ideal (not passive!) tracers for tracing of natural gas.

6.1.3.3. Generic practical quality requirements for interwell tracers

For unambiguous single phase tracing of water or gas phases in secondary
or tertiary recovery production schemes, the following practical tracer selection
criteria apply to passive tracers for injected water:

(a) Insignificant degradation during injection and under reservoir and
production conditions (i.e. high thermal, chemical, physical and micro-
biological stability);

(b) Insignificant phase partitioning and sorption to rock;
(c) Insignificant natural occurrence in involved fluids (low background);
(d) Detectability in very low concentrations in reservoir fluid samples;
(e) Toxicity and radiotoxicity at an acceptable level;
(f) Non-problematic logistics and handling;
(g) Sufficient commercial availability;
(h) Acceptable cost.

6.1.3.4. Tracer qualification — laboratory experiments

(a) Thermal and chemical stability

The thermal stability of tracers is tested in batch experiments where
aliquots are heat sealed in individual glass cylinders and exposed to different
temperatures for different time periods. Tritiated water, HTO, is always added
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in a known amount to act as a standard reference tracer. The experiments may
be carried out under aerobic or anaerobic conditions. 

Samples are analysed with respect to the remaining original tracer
concentration as a function of time at the different temperatures. The analysis
is carried out by liquid scintillation counting (LSC) or gamma spectrometry if
the radionuclide permits.

If R(T)0 is the volume specific count rate (in counts·s–1·mL–1) of the tracer
in the original vials before the start of the experiment (t = 0) at temperature T,
and R(T)t is the volume specific count rate of the tracer after time t, the
survived fraction F is found from the simple expression:

F (%) = R(T)t × 100/R(T)0. (92)

An example of an F plot is given in Fig. 119.

(b) Microbial stability

Microbial stability is demonstrated in the tests described above by a
substantial degree of degradation at temperatures below 70∞C while the tracer
survivability may be better at higher temperatures. An example of this is the
formate ion H14COO–, which seems to be degraded to 14CO2. 

It is also possible to add certain specific bacterial cultures to the vials to
check the effect. The experiments may be somewhat difficult to control.
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(c) Sorption characteristics

Tracer candidates that pass the tests above are subject to static batch
sorption experiments. Crushed reservoir or reservoir-like rock is added to the
same type of vials as used above. Convenient test materials are Clashack
sandstone and chalk representing the main reservoir rock types, and kaolinite
representing clays. 

The survivability yield F is calculated from Eq. (92). One example of a
static sorption curve is given in Fig. 120. 

(d) Phase partitioning

Experiments should be carried out to examine the potential for tracer
distribution between the water and the oil phase. Two different methods are: 

(1) Static batch experiments, where phase mixing and separation takes place
in a mixing apparatus where samples can be extracted from each phase
for analysis of tracer concentration. 

(2) The dynamic or chromatographic method, where a small tracer pulse is
forced through a porous medium with known oil saturation at a moderate
linear flow rate (25–50 cm/d), together with the standard reference non-
partitioning tracer HTO. The difference in tracer transportation times is a
measure of the degree of partitioning.

The first method will give the true equilibrium partition coefficient, while
the second might give a more realistic ‘effective’ partition coefficient because it
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includes kinetic effects such as diffusion rates and the rates of exchange
between phases (across liquid boundaries). The best situation occurs when the
results from both experiments match.

The degree of partitioning is expressed by the partition coefficient:

K = C(tr)o/C(tr)w . (93)

This quantity is directly derived in method (1) above by counting of water
and oil samples. Since C is proportional to the disintegration rate, we have
C(tr)o = Ro/eo and C(tr)w = Rw/ew, where e is the counting efficiency and R is the
count rate in the oil (o) and water (w) phases. Thus,

K = Roew/Rweo. (94)

In dynamic experiments the practical partition coefficient K¢ is derived on
the basis of the recorded tracer production curve (or chromatogram). This
curve is established by sampling the fluid effluent from the chromatographic
column and counting by LSC and/or gamma spectroscopy. K¢ can be calculated
from Eq. (95):

K¢ = (Vtr – Vw) [(1 – So)/Vw]So, (95)

where

Vtr is the retention volume of the tracer candidate, i.e. the volume from the
start of injection to the peak maximum of the tracer production curve
(which may be found by curve fitting),

Vw is the retention volume of the water represented by the non-partitioning
standard reference water tracer HTO and

So is the oil saturation or fraction of volume which is occupied by oil.

K ª 0 for passive water tracers. Compounds with K > 0 are of interest for
the measurement of the remaining oil saturation (see below).

Figure 121 shows an example of a simple piece of batch experimental
laboratory equipment used mainly for water/oil partitioning experiments. Gas
tracers require more elaborate experimental equipment.

Figure 122 gives an example of results from a batch partitioning
experiment. The results show that there is no detectable partitioning of S14CN–

to the oil phase as expected. Of most importance is examination of the parti-
tioning of water tracers with an organic basis.
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(e) Dynamic flooding properties 

Tracers that pass all the batch tests advance to the dynamic tests, where
their flooding properties are examined in core flooding experiments.

Different types of equipment are available. It is common to use cores of
consolidated reservoir rock or reservoir-like rock (i.e. sandstones such as
Clashack, Berea, Bentheimer and Felzer, and carbonate materials such as chalk
and limestone). Core dimensions normally range from d × l = 3.8 × 7.6 cm2 (1.5
× 3 in.2) to d × l = 5.1 × 51.2 cm2 (2 × 20 in.2). Other equipment is based on the
use of crushed rock material filled into a chromatographic column of varying
dimensions.
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FIG. 121.  Mixing chamber with external magnetic drive for measuring oil/water partition
coefficients of water tracers at elevated temperatures. Each phase may be sampled sepa-
rately under the various experimental conditions.



177

Figure 123 illustrates a flow rig based on a 200 cm long chromatographic
column with 11 mm internal diameter. Experiments are normally conducted
with a typical reservoir linear fluid rate of 25 cm/d.

The most frequently used testing method utilizes pulse injection into the
core. The tracer candidate is always co-injected with a standard reference
tracer. For water this is normally tritiated water, HTO, and for gas it is most
often tritiated methane, CH3T.

The production profiles of the tracer candidate and the standard
reference tracer may be directly compared. Examples of such profiles are given
in Section 6.1.3.5.

6.1.3.5. Radiolabelled water tracers

In order to qualify a water tracer on the basis of dynamic behaviour as
passive (very good) or nearly passive (good), the type of function expected of
the tracer has to be defined closely. If the aim is to measure fluid communi-
cation exclusively, a nearly passive tracer may be as good as a true passive
tracer. 

(a) Non-charged tracer species

A passive water tracer is one that mimics all the movements that water
molecules make in the traced water volume and all their interactions. The

FIG. 122.  Fractional remaining activity (S14CN– + HTO) in the water (seawater) phase
after shaking with stock tank oil as a function of contact temperature. The blue and green
bars represent two parallel experiments.
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radioactive compound that best fulfils this requirement is radioactive water,
HTO. Movements can, for instance, be the free movement in and out of dead-
end pores that is insensitive to the Coulombic forces set up by negatively
charged rock surfaces. Interactions can be exchanged with connate water in the
rock pores or with crystal water molecules. Thus, HTO sometimes seems to lag
behind the injection water breakthrough as measured, for instance, by the salt
balance (ionic logging), or the HTO production profile may be somewhat more
skewed. This has in the literature been wrongly interpreted as HTO being
unstable at reservoir conditions, and that it may be subject to isotope exchange
reactions of tritium with hydrogen in neighbouring hydrogen containing
compounds, some of which are stationary.

Other non-charged tracers are methanol, CH2TOH, and the other light
alcohols. These will behave qualitatively in a similar way to HTO in the
diffusive and convective parts but their interactions differ.
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FIG. 123.  Flow rig for dynamic tracer testing of water tracers.
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(b) Anionic tracers

Of electrically charged tracers, anions represent the more applicable
ones. In laboratory experiments, however, clear evidence is seen of ion
exclusion, i.e. negatively charged species tend to be repelled from the
negatively charged rock surfaces. As a result, these tracers tend to flow in the
middle of the fluid conducting pores. They will not easily enter dead-end pores
or pass through narrow pore throats. This results in a smaller available pore
volume for anions than for non-charged species. The production profile differs
in reproducible ways from that of HTO.

Anionic tracers are represented here by S14CN–. A typical production
profile, using the flow rig in Fig. 123, is given in Fig. 124. This profile is
compared with the production profile of the simultaneously injected HTO. The
difference in shape is more easily revealed when subtracting the normalized
HTO profile from the normalized S14CN– profile. The result is given in Fig. 125.
It is evident from the curve that the breakthrough of HTO is in front of S14CN–

and that the tail of the HTO profile is more pronounced. This profile difference
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is qualitatively reproduced for all nearly passive anionic water tracers.
However, if the linear flow rate is increased, for instance by a factor of 10 (i.e.
up to 200 cm/d), the first down-dip in the normalized difference curve
disappears, and the breakthrough of the anionic tracer comes in front of that of
the reference tracer HTO.

On the basis of such curves, retention factors may be derived from
Eq. (96) based on production profiles found by such experiments, 

1 + b = VT/VS, (96)

where b is the retention factor, VT is the retention volume for the tracer
candidate and VS is the retention volume for the standard reference tracer.

The retention volume may be represented by the peak maximum value or
the mass middle point (the first moment, m1) for non-symmetric profiles. These
values are best found by fitting the profile with an analytical function consisting
of polynomials.

For monovalent anions, the retention factors are in the range of 0 to
, i.e. such tracers pass faster through the reservoir rock than the water

itself (represented by HTO).
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Some anionic tracers may show complex behaviour. Radioactive iodine
(125I– and 131I–) breaks through before water but has a substantially longer tail
than HTO. Both reversible sorption and ion exclusion seem to play a role here.

(c) Cationic tracers

These are in general not applicable. However, experiments have qualified
22Na+ as an applicable water tracer in saline (higher than seawater salinity)
waters. In such waters the non-radioactive 23Na+ ions will operate as a
molecular carrier for the tracer molecule. The retention factor has been
measured in the range of b ª 0.07 at reservoir conditions in carbonate rock
(chalk) [72]. Accordingly, the tracer is somewhat delayed by sorption and ion
exchange to reservoir rock, but in a reversible manner.

In the literature there is also a report on the successful use of 134Cs+ and
137Cs+ in a carbonate reservoir [73]. This tracer cannot, however, be generally
used. It will adsorb strongly (and irreversibly under ordinary reservoir
conditions) on clay containing rocks. There is also reported use of other
cationic species such as 60Co3+ and other cobalt isotopes, but these compounds
have been lost.

Applicable radioactive water tracers are listed in Table 18.

6.1.3.6. Radiolabelled gas tracers

Injection gases may roughly be divided into three types — natural gas
(lean gas), composed mainly of CH4, and its lighter homologues N2 and CO2.
These gases behave differently in reservoirs. Their behaviour is mainly
determined by their different temperature and pressure critical values and by
their different solubilities in the oil and water phases under reservoir
conditions.

A further complexity to this picture is added by the fact that even the
individual components in the natural gas behave differently. This is the reason
why it can hardly be claimed that there exists an ideal gas tracer for injected gas
in general. Only for pure CO2 injection may radioactive 14CO2 serve as an ideal
tracer with respect to molecular behaviour. For references to field use of gas
tracers see Ref. [71].

In comparison with water tracers, gas tracers are laboratory tested in a
somewhat different way:

(a) Stability tests include examination of isotope exchange and radiolysis for
the organic gases;

(b) Phase partitioning;
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TABLE 18.  OVERVIEW OF THE MOST COMMON RADIOLABELLED
WATER TRACERS IN OIL RESERVOIR EXAMINATIONS 

Water tracer
compound/ion

Half-life
Main radiation 
characteristics

Comments

HTO 12.32 a b– (18 keV) Generally applicable

CH2TOHa 12.32 a b– (18 keV) Caution at temperatures >100°C 
(partition into gas phase)

CH3CHTOHb 12.32 a b– (18 keV) Caution at temperatures >100°C 
(partition into gas phase), some 
biodegradation below 70–80°C 

CH3CTOHCH3 12.32 a b– (18 keV) Reasonably general application

CH3CH2CH2CHTOH 12.32 a b– (18 keV) Reasonably general application, 
some partition into oil

S14CN– 5730 a b– (156 keV) For T < 90–100°C, long term 
experiments

35SCN– 87 d b– (167 keV) For T < 90–100°C, medium term 
experiments

36Cl– 3 × 105 a b– (709 keV) High temperature reservoirs, 
long term, EMS analysis

125I– 60 d g (35.5 keV), 
e–

Reducing chemical conditions, 
medium term

131I– 8 d b– (606 keV),  
g (364.5 keV)

Reducing chemical conditions, 
short term (fracture detection)

56Co(CN)6
3– 77.7 d b+ (1459 keV),  

g (846.8 keV, 
1238.29 keV)

Use with caution at T < 90°C, 
medium term

57Co(CN)6
3– 271.8 d g (122.1 keV, 

136.5 keV)
Use with caution at T < 90°C, 
medium to long term

58Co(CN)6
3– 70.9 d b+ (470 keV),  

g (810.8 keV)
Use with caution at T < 90°C, 
medium term

60Co(CN)6
3– 5.27 a b– (317.9 keV), 

g (1173.2 keV, 
1332.4 keV)

Use with caution at T < 90°C, 
long term

Co(14CN)(CN)5
3– 5730 a b– (156 keV) Use with caution at T < 90°C, 

long term

a The alcohol tracers may also be labelled with 14C.
b The position of tritium in the alcohol compounds heavier than methanol may vary.
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(c) Dynamic properties are tested, for instance, in slim tube arrangements (as
in Fig. 127).

(a) Isotopic exchange

Isotopic exchange is of practical interest only for gas tracers labelled with
tritium or 14C. Little is published about gas tracer stability against isotopic
exchange with surrounding media containing hydrogen or carbon. Some basic
experiments are being carried out in a few laboratories in developed countries.
The calibrated amounts of tritiated methane and ethane were mixed with
distilled water and decane at 90∞C, and 14C labelled methane and ethane were
mixed with decane in different sealed ampoules for different time periods up to
six months. After the pre-selected heating periods, the water and decane phases
were purified by boiling under reflux to remove dissolved radiolabelled gases.
Subsequently, the liquids were analysed by liquid scintillation. The results are
illustrated in Fig. 126. Fractional exchange is calculated from the formula:

FE = RlVs × 100/(eVTDg), (97)

where

Rl  is the net counting rate of T or 14C in a known fraction of water or decane,
Vs is the volume of the liquid aliquot extracted for counting (in mL),
e is the counting efficiency of T or 14C in water or decane mixed samples,

35SO4
2– 87 d b– (167 keV) Caution, not generally 

applicable, avoid alkaline earth 
containing waters

22Na+ 2.6 a b+ (545 keV),  

g  (1274.5 keV)

High temperature tracer in saline 
reservoirs, long term, slightly 
reversible sorption

134Cs+ 2.065 a b– (658 keV),  

g (604.7 keV, 

795.8 keV)

Caution, not generally 
applicable, sorption on clays

137Cs+ 30.2 a b– (512 keV), 

g (661.6 keV)

Caution, not generally 
applicable, sorption on clays

TABLE 18.  OVERVIEW OF THE MOST COMMON RADIOLABELLED
WATER TRACERS IN OIL RESERVOIR EXAMINATIONS (cont.) 

Water tracer
compound/ion

Half-life
Main radiation 
characteristics

Comments
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VT is total liquid (water or decane) volume in the sealed reaction vials (in
mL), and

Dg is the total disintegration rate of T or 14C in the gas in each reaction vial.

The highest degree of exchange is seen for tritiated ethane in contact with
decane after six months, in which case  the fractional exchange is found to be FE

= 0.62 ± 0.07%. This is still a small value, and isotopic exchange is not
considered a problem for methane or ethane in field operations. Heavier
hydrocarbons have not yet been tested.

(b) Gas/oil partitioning

Gas/oil partitioning experiments should be conducted with equipment
suited for simulating reservoir conditions. Practical partition coefficients may
be obtained using the slim tube illustrated in Fig. 127. Oil saturation on the
column is independently measured. If the total pore volume PVT can also be
derived independently, the partition coefficient for the tracer gas can be
calculated by a modified Eq. (95):

Ktr = (Vtr – PVg)[(1 – So)/So]PVg, (98)

CH3T/Water CH3T/Decane C2H5T/Decane 14CH3CH3/Decane
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FIG. 126.  Isotopic exchange of T and 14C between radiolabelled gas (methane and
ethane) and liquids containing hydrogen and carbon. Errors (s) are indicated by red bars.
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where PVg is the total free pore volume available for non-partitioning gas (=
PVT – So) and So is the residual oil saturation or fraction of total pore volume
that is occupied with stagnant oil.

If the free gas pore volume is not known, it is necessary to use two tracers
simultaneously. Oil saturation is measured by independent methods. If only
one oil saturation value is used, the K value has to be known for one of the
tracers. Then the K value for the second tracer, Ktr2, can be derived from
Eq. (95):

Ktr2 = [(1 – So)(Vtr2 – Vtr1) + SoVtr2Ktr1]/(SoVtr1), (99)

where

Vtr1 is the retention volume of tracer 1,
Vtr2 is the retention volume of tracer 2, and
Ktr1 is the partition coefficient of tracer 1 (which must be a known quantity if

the experiments are to run with one single value of So; if another
experiment can be conducted in the same equipment with a different So

value, then an equation (Eq. (99) can be obtained where Ktr1 and Ktr2 are
the only unknowns).

FLOODING GAS
RESERVOIR TRACER

RESERVOIR

BALANCEPUMP

CONDENSATION
TRAP

HEAT
CABINET

SLIM-TUBE

BACKPRESSURE
REGULATOR

VALVES

TRACER
ALIQUOTE

TO ANALYSIS
(liquid scintillation,
GC/ECD)

GAS EQUILIBR.
CYLINDERS

FIG. 127.  Flow rig based on a slim tube for examination of gas tracers under simulated
reservoir conditions. The slim tube may be filled with crushed rock material and prepared
to residual water and/or oil saturation.(GC stands for gas chromatography and ECD for
electron capture detector.)
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The partition coefficient is a function of oil type, pressure and temperature.

(c) Flooding properties

The slim tube arrangement shown in Fig. 127 is used to examine the
relative dynamic behaviour of gas tracer candidates. The slim tube is 6–12 m
long and in the simplest experiments is filled with sand of silicate rock. The
experiments are conducted at simulated reservoir temperature and pressure.

Normally, before the porous medium is prepared to either residual water
or oil saturation, or both, experiments are conducted on the dry rock material
to reveal any tracer delay due to reversible sorption on the mineral surfaces.
Figure 128 gives an example of CH3T and 14CH3CH3 used simultaneously in a
slim tube with a dry silicate rock filling. The figure shows a slightly broader
distribution for ethane compared with that for methane, but the centroids
coincide within the experimental errors. 

Figure 129(a) illustrates how methane and ethane are separated (chroma-
tographically) in a slim tube with 30% residual oil due to different partitioning
into the stagnant oil phase. The experiment is conducted at 50∞C temperature
and 150 bar pressure. Note the change in both absolute and relative peak
positions when the pressure is increased to 250 bar (Fig. 129(b)). The methane
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FIG. 128.  Dispersion curves of radiolabelled methane and ethane injected simultaneously
from slim tube experiments on dry silica rock at simulated reservoir conditions.
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peak increases. The ethane peak moves only slightly to the left and the distri-
bution half-width decreases slightly, while the methane peak moves to the right
and the half-width of the distribution increases slightly, i.e. the partition
coefficient K value stays essentially constant with a slight decreasing tendency.

At higher pressures, the two peaks continue to approach each other,
methane moving to the right and ethane to the left, but there is no full overlap
at normal reservoir conditions.

Heavier homologues follow the ethane trend, but the K values are higher
and decrease more rapidly. 

(a)

(b)
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FIG. 129.  Slim tube experiment with radiolabelled methane and ethane, where the slim
tube is prepared to 30% residual oil saturation. Experiment (a) is conducted at 150 bar
pressure and experiment (b) at 250 bar pressure.
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Experiments have been carried out with several radiolabelled gas tracers.
One of the non-organic tracers is 85Kr. Krypton is a noble gas and is virtually
inert against chemical reactions at reservoir conditions. Its flooding properties
fall between that of methane and ethane.

Applicable gas tracers are listed in Table 19.

6.1.3.7. Quality assurance of tracer mixtures

(a) Water tracers

For tracers composed of single ions such as 125I– and 22Na+, tests are
simpler than for tracer compounds based on molecular complexes. This is
exemplified here with the tracer compound cobalt hexacyanide, Co(CN)6

3–. This
molecule may be labelled with 56Co, 57Co, 58Co, 60Co or 14C and it may be used
as the unlabelled complex. The latter requires a sensitive analytical method
such as thermal neutron activation analysis for cobalt. One single molecular
carrier may then give rise to six different tracers. The total complex constant of
this molecule (b6) is reported to be very high (1038–1064) [71, 74]. The
conclusion may be drawn, incorrectly, that the (CN)6 ligand molecule is very
stable and that it will exist in this molecular form more or less regardless of the
chemical environment. This argument has led to extensive and somewhat
uncritical field use of radiolabelled versions of these molecules. In many cases,
good results have been obtained, while in others the tracer has never been
found. Heavy radioactive contamination in the injection equipment and on
steel parts of the injection area has also been reported. An unreported contam-
ination incident in the North Sea led to a ban on the use of these tracer
compounds until a better knowledge of handling and interactions had been
gained. This incident and other reported failures initiated a thorough investi-
gation of radiolabelled Co(CN)6

3– [76]. A few results of this study follow.
Cobalt-60 labelled hexacyanide was purchased from one of the largest

commercial producers of radiochemicals as a ready-to-inject solution. One of
the quality control methods was the electrophoresis technique. Batches
purchased at different times showed different results indicating a radiochemi-
cally impure product. A new synthesis has been tested with a procedure
provided by the commercial company. The results from this experiment are
shown in Fig. 130. The electrochromatogram shows a relatively broad distri-
bution with two distinct peaks. This indicates that the 60Co label exists in, at
least, two different anionic forms. These forms are not identified. They may
have different stabilities and chemical behaviour. The compound was then
synthesized by a modified method. This procedure gave chromatograms like
that shown in Fig. 131.
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Cobalt hexacyanide from the commercial company was then the subject
of thermal stability and sorption investigations. A fast sorption to corroded

TABLE 19.  OVERVIEW OF THE MOST COMMON RADIOLABELLED 
GAS TRACERS IN OIL RESERVOIR EXAMINATIONS

Gas tracer 
compound

Half-life
Main radiation 
characteristics

Comments

CH3T
a 12.32 a b–  (18 keV) First choice radioactive gas tracer, 

long term experiments, high 
temperature reservoirs

CH2TCH3 
a 12.32 a b–  (18 keV) Applicable gas tracer, long term 

experiments, slight isotope exchange 
of the T label to H containing media

CH3CHTCH3 
a 12.32 a b–  (18 keV) Reasonable gas tracer, long term 

experiments, unknown T exchange, 
larger partitioning into oil

CH3CHTCH2CH3 
a 12.32 a b–  (18 keV) Can be used if necessary, long term, 

unknown T exchange, high 
partitioning into oil

85Kr 10.76 a b–  (687 keV) Long history in reservoir 
examinations, chemically inert, high 
temperatures, long term 
experiments, dynamic behaviour 
close to that of methane at reservoir 
conditions

14CO2 5730 a b–  (156 keV) Applicable tracer for injection gas, 
ideal for CO2 injection, long term 
experiments, high temperatures

133Xe 5.25 d b–  (346 keV),
g (81 keV)

Chemically inert, high temperatures, 
dynamic reservoir movement rate 
in-between methane and ethane, 
usable for detection of high 
permeability streaks and ‘super’ 
conducting flow channels, detectable 
until 25 d after injection

127Xe 36.4 d g (202.9 keV, 
172.1 keV, 
375.0 keV)

Dynamic behaviour as for 133Xe, 
applications as for 133Xe, but may be 
detected until 180 d after injection

a These molecules may also be labelled by 14C.
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steels was found already at ambient temperatures, but the sorption became
even more pronounced at elevated temperatures. Liquid solutions after heating
to 120∞C for 24 h were again investigated by the electrophoresis technique. The
results are shown in Figs 132 and 133. A substantial fraction is uncharged and
does not move away from the application point. On the positive potential side
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FIG. 130.  Electrophoresis chromatogram of 60Co(CN)6
3– synthesized according to the

procedure provided by Amersham International plc.
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FIG. 131.  Electrophoresis chromatogram of 60Co(CN)6
3– synthesized according to a

revised procedure. This product has, in addition, been exposed deliberately to 105 rad off
60Co gamma radiation in a gamma irradiation facility.
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is a relatively low and broad, nearly constant distribution, indicating different
60Co labelled anionic forms. On the negative potential side is also a substantial
and broad distribution, indicating various positively charged complexes.
Accordingly, heating leads to breakdown of the hexacyanide complex into a
range of different complexes with varying masses and uncharges. It may be
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FIG. 132.  Electrophoresis spectrum of 60Co containing components in a seawater
solution of commercial 60Co(CN)6

3– on the anionic side after a state heating period of 24 h
at a temperature of 120∞C. The sample was a blank (no substrate)
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FIG. 133.  Electrophoresis spectrum of 60Co containing components in a static seawater
solution of commercial 60Co(CN)6

3– on the cationic side after heating for 24 h at 120∞C.
The sample was a blank (no substrate).
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suggested that CN ligands can be exchanged to some degree with Cl–, OH– or
even H2O to saturate the co-ordination number of 6. This leads to complexes
with different charges and different chemical properties. The experimental
investigations [76] showed that the quality control on the radiochemical
purity is very important: pure Co(CN)6

3– should be ensured at the start of any
field application. One should not use this tracer compound at reservoir
temperatures of more than 90∞C. 

(b) Gas tracers

Quality assurance of radioactive gas tracer mixtures is needed for two
purposes:

(1) Tracer concentration. When tracers are purchased from a commercial
supplier, it is imperative to check that the total activity corresponds to the
design activity for the injection. This is done by extracting a small aliquot
for calibration before injection.

(2) Radiochemical purity. Especially for tritiated and 14C labelled organic
gases, it is important to ensure that the radiochemical purity is acceptable.
This is done by gas chromatography with a flow scintillation detector.

6.1.4. Injection

There are in practice two different injection methods:

(a) Continuous injection, where a constant concentration of tracer is injected
over prolonged times (months and years).

(b) Pulsed injection, where a certain quantity of tracer (in Bequerels) is
injected over a short period (seconds, minutes, hours).

6.1.4.1. Continuous injection

This method has been applied mainly for injected water. It is useful
especially where unsaturated water-wet rock may absorb short tracer pulses by
imbibing water from the injected water front edge. Ideally, the method requires
continuous logging of the water injection rate and corresponding adjustment of
the tracer dosage rate in order to maintain a constant concentration of tracer in
the injected fluid. A simpler arrangement can be implemented if a constant
water injection rate can be assured. An example of a tracer injection
arrangement is given in Fig. 134. Typically, the tracer used is HTO and the
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concentration in the tracer container is 370 MBq/L. The tracer concentration in
the injected water, and the corresponding rate of tracer dosage, depends on the
detection limit in the analytical laboratory and on the expected fraction of
traced injected water in the produced water. The design should have a tracer
concentration at the top of the production curve (at equilibrium) corre-
sponding to some 100–1000 Bq/L in the produced water.

An example of a field experiment with continuous injection of water
tracer (HTO) and a subsequent tracer pulse injection (125I–) is found in
Ref. [76]. Such operations may be laborious and cumbersome, especially for
off-shore operations. They require access to tracer engineers on a continuous
basis. In addition, long term storage and operation of radioactive solutions give
rise to some scepticism among petroleum rig personnel. This method should be
used only if there are clear advantages over the pulsed injection method. 

6.1.4.2. Pulsed injection

There are two main procedures for tracer pulsed injection:

(1) Integral (topside) injection at the well head, where the tracer enters all
available perforated zones and is injected into the reservoir according to
the injectivity in the various zones.

Valve

Manometer

Injection 
pump 

Injection 
rate meter

Fluid  
containment

Water injection

Tracer
container

FIG. 134.  Tracer injection arrangement for a continuously constant concentration
injection of beta radioactive water tracers.
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(2) Downhole injection, where different tracers may be injected into
different isolated zones.

(1) Topside injection

This is the simplest, cheapest and most frequently used injection method.
The practical implementation procedure depends on the tracer to be injected,
i.e. the procedure is simplest for beta emitters and somewhat more
cumbersome for strong high energy gamma emitters. The techniques range
from mechanical crushing of tracer containing glass vials in the injection stream
to controlled pump operated injection. 

Here, we describe a well proven technique for water tracer injection and
one for gas tracer injection. The tracer mixture is prepared in 100 mL
flowthrough high pressure steel cylinders fitted with high pressure valves at
both ends (total liquid volume ª70 mL). For beta tracers, a small amount of a
short lived gamma emitter (often 131I–) is added for monitoring purposes. 

Figure 135 illustrates a typical piece of small sized injection equipment.
The equipment is coupled as a bypass to the main injection line at two positions
across a throttle valve to set up a pressure difference between the two positions.
The tracer container is connected to the equipment as shown. There are possi-
bilities for pump operation of preparative fluids (inlet for chemicals) before
tracer injection. The tracer is injected by bypassed injection water driven by the
pressure difference, and without any use of pumps. The injection efficiency is
monitored by external gamma detectors. The typical injection time is less than
10 s for more than 99% of the tracer. However, rinsing continues for 60 min to
clean out any traces of remaining activity from the injection apparatus. 

For some tracers it is advantageous to apply an extra non-radioactive
molecular carrier in the injection phase (for instance, for 125I– and radiolabelled
Co(CN)6

3–). These tracers are injected using the same injection apparatus but
now connected only to the main flow line at the outlet connection point. The
injection is performed by pump operation where injection water containing
carrier and other tracer preserving chemicals is pumped from an injection
water reservoir. 

Gas tracer injection may be implemented by a somewhat modified
version of the same equipment in pump operation. Gas tracer cylinders are
sometimes larger than 100 mL, and have to be mounted vertically with the inlet
of the displacing liquid in the bottom. The displacing liquid may be methanol.
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(2) Downhole injection

Downhole injection offers several advantages over topside injection:

(a) Removal of the danger for contamination of topside equipment. This may
be especially important for radiolabelled Co(CN)6

3– and possibly other
traces which may react chemically in the injection tubing.

(b) For stratified reservoirs, each zone may be uniquely labelled with a
special tracer. This gives the possibility to examine the vertical permea-
bility in reservoirs and to detect any extensive sealing. 

(c) For horizontal wells, which cover an extensive lateral reservoir section,
zone injection is absolutely desirable for optimal information. 

Downhole injection is not yet in general use although field tests have
been successfully carried out [73]. A few attempts have been made to construct
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FIG. 135.  Small sized injection apparatus for topside pulsed injection. Both beta and
gamma tracers may be used. For high energy gamma emitters, heavy shielding is applied
around the tracer bottle. It operates as a bypass to the main injection stream but may also
be operated through the ‘inlet for chemicals’ valve with the help of a high pressure pump.
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tools for general application, one of which is described in Ref. [77]. They are
mainly constructed for vertical and inclined wells, and can be lowered into the
well by a wireline with a possibility for signal transfer. The tools are remotely
operated from a topside personal computer. They are based on the principle of
a moving arm sealing onto the perforated section of the well through which the
tracer solution is pumped at low speed at a somewhat reduced ordinary water
injection rate. Such tools are not yet in operation due to high cost of operation.

In recent times it has become technically possible to position downhole
injection tools in horizontal wells by means of a well tractor. Combined with
inflatable packers on the same line, sections may be isolated for specific tracer
injection. Such injection equipment is composed of general and readily
available components. Downhole injection is now therefore technically
possible with zone injection, but the first large scale field experiment has still to
be performed. 

6.1.5. Radiation detection and measurement

6.1.5.1. Sampling

(a) Water tracers

Sampling operation is generally carried out by oil company personnel. It
is not a complex task, especially when working with tritium, due to the very low
concentrations usually present in the production water.

Ideally, one sample per day should be taken but only some can be sent to
the analytical laboratory. When the tracer is detected in any sample the
previous ones can be measured in order to rebuild the response curve for
detection of tracer breakthrough. Nevertheless, in the case of having
performed several simultaneous injections, it is difficult to manage the number
of samples involved and for that reason it is convenient to elaborate a less
ambitious sampling plan. However, it is always advisable to measure only some
of the collected samples and return to previous samples when tracer appears. 

The sampling plan should include a relatively high sampling rate during
the first days after injection and a somewhat more time spaced sampling as
time passes. The sampling rate should increase when breakthrough is detected,
in order to monitor more precisely that part of the tracer production curve
where most abrupt changes take place. After having passed the maximum of
the production profile, two samples a month should be enough and just one
sample per month afterwards. The objective of a good sampling plan is to have
enough information to obtain a good response curve with a minimum number
of samples to be taken. 
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The reason for a high sampling frequency immediately after injection is
the possibility of some canalization that makes the injected water flow very
quickly to the production well. In such a case the tracer longitudinal dispersion
will be very small and the response curve will be short with a sharp rise edge
and high amplitude. All the information will be concentrated in a short time
and many samples will be needed to recover it. (If channelling is expected, it is
advisable to run a pre-test with a short lived radionuclide such as 131I–).

The volume of the samples depends on the tracer and the measurement
technique selected. In general, the samples are stored in plastic bottles labelled
with the sampling date and the well number to which they belong. This
information has to be written using permanent ink.

It is important to remember that a background sample should be taken
from each production well before the injection.

(b) Gas tracers

Constant sampling conditions: If constant sampling conditions with
respect to temperature and pressure can be assured over the lifetime of the
project, it suffices to collect one (or a few) integrated samples (oil and gas
together) to establish the gas/oil partition coefficient under separator
conditions. All subsequent samples may be pure gas phase samples. This
enables calculation of the returned total amount of tracer. These samples have
to be collected on pressure resistant sample cylinders. A flowthrough stainless
steel cylinder of 500 mL volume constitutes a normal sized sample container.

Varying sample conditions: If constant sampling conditions cannot be
assured, integrated samples will have to be taken throughout the experiment.
Alternatively, one may log the sampling conditions for each sample (temper-
ature and pressure) and generate the partition coefficient from tables prepared
in the laboratory for changing experimental conditions.

The sampling procedure should be clearly written down in order to
ensure that sampling is carried out by the same procedure throughout the
experiment by different personnel.

For partitioning tracers, integrated samples will have to be taken.

6.1.5.2. Measurement techniques

Measuring techniques depend on the tracers’ radiation characteristics
(beta, gamma or stable chemical ones), but all of them include some sample
treatment prior to the measurement itself. 

When counting a radioactive sample it is well known that the instrument
reading is a measure of the sample activity plus the background activity. The latter
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must be subtracted in order to evaluate the actual net sample activity. The
background activity is usually taken to be the activity measured by using the
sample taken before the injection (blank sample). If, however, the tracer does not
appear immediately (there are no canalizations), more representative
information on the background activity is obtained by measuring several of the
samples and averaging the results, taking into account that the more samples, the
lower the background variation coefficient. The variation coefficient is the ratio
between the standard deviation and the mean value.

At this point it is convenient to remember that radioactive decay is an
inherently random phenomenon that follows, strictly speaking, the binomial
distribution. Nevertheless, the Poisson distribution is an excellent approach
that takes into account some of the radioactive decay characteristics (the
random event disintegration is repeated many times and the individual
probability for an atom to disintegrate is very low). 

The Poisson distribution depends on just one parameter, generally
symbolized by the Greek letter s, and the distribution mean value and variance
are both equal to s. This property is very useful in radioactive measurements.
Once the count rate has been determined, its numerical value can be used as
the expected average value and its square root as the standard deviation.

Furthermore, in the case that the number of events approaches infinity
the binomial distribution and the Poisson distribution converge towards
another statistical distribution called the normal or Gaussian distribution,
which is continuous and symmetric around its mean value. In a normal distri-
bution the probability for the random variable to take values close to the mean
value is very high, while the distribution approaches zero asymptotically for
large values located in the positive and negative tails.

As a rule of thumb it is usual to require that all random variable values
fall in a 2.5 standard deviation interval around the mean value. In such a case a
confidence level of 98.76% (99% in practice) for the measurement is estab-
lished. This means that there is a 1.24% probability that the true mean value is
outside the range given by the measured mean value and ±2.5 standard
deviations.

Consequently, two measurements may be said to belong to different
populations when their measured mean values differ by at least five standard
deviations. This criterion is also applied to determine whether a sample is
active or not, i.e. whether a sample has some radioactivity of its own when its
count rate is five standard deviations greater that the background.

In general, the following condition is established to calculate the lower
detection limit (minimum detectable concentration), LD, on the basis of the
instrument background:
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This means that the sample count rate should be at least double its own
standard deviation in order to be distiguished from the background. The
standard deviation is given by the following expression:

(100)

where

sR  is the standard deviation for the net count rate RN (counts/s),
RG is the gross count rate (counts/s),
tc is the counting time (s), and
RB is background count rate (counts/s).

After some operations and approximations the following expression is
obtained for LD:

(101)

where

LD is the lower detection limit (or minimum detectable activity concen-
tration) in Bq/L,

e is detection efficiency (counts per disintegration), and
V is sample volume.

As a consequence of statistical dispersion, some pre-processing of experi-
mental data is usually needed in addition to background subtraction in order to
filter noise and smooth the response curves.

Finally, a radioactive decay correction is needed. Although in the case of
tritium its half-life is long enough to avoid this kind of correction when the
sampling periods last only a few months, in a general situation an interwell
study implies more than a year of sampling and tritium decays at a rate of
0.45% per month.
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(a) Beta radioactive tracers

The most common beta radioactive tracers for interwell studies are
labelled with tritium (3H), 14Cr or 35S. All of them are usually measured by
means of the liquid scintillation counting technique.

A small volume of a liquid sample is mixed with a special solution known
as a scintillation cocktail, commonly in a 20 mL light transparent (glass,
polypropylene or Teflon) vial. Beta particles cause emission of light when
passing through and slowing down in the scintillation cocktail. These light
pulses are registered by photomultiplier tubes (PMTs) suitable for that
particular photon wavelength. The light output in a pulse (light intensity) is
proportional to the energy of the beta particle. This process is called scintil-
lation, and since it occurs in liquid media, it is known as liquid scintillation.

The vial is placed inside an instrument, an LSC, which has normally two
PMTs operated in co-incidence to reduce background. The LSC analyses the
pulses from the PMTs and provides information about the energy of the beta
particles and the rate of beta emission (activity) in the sample. 

Pulses are sent to an analog-to-digital converter (ADC), where they are
digitized and stored in an address memory according to their amplitudes that
are proportional to their beta energies (energy spectrum measured by a
multichannel analyser).

In order to further reduce the background arising from natural radiation,
a lead shield usually surrounds the PMTs and the vial while the sample is in the
measuring position. Modern low background detection equipment also has a
so-called active shield. In most cases it consists of a liquid scintillation detector
surrounding the PMTs and the counting sample. This shield detector is
operated in anticoincidence with the PMTs, i.e. so that any event which is
registered both in the two PMTs and in the shield (cosmic rays or environ-
mental radiation) detector simultaneously is rejected. In the case of simple
non-spectrometric detection equipment (single channel analyser), the contri-
bution of the background to the sample count rate can be further reduced by
setting a counting window only over the interesting energy portion of the
energy distribution. This is achieved by selecting narrow upper and lower
limits. In the case of tritium, for instance, the upper gate should be set at
19 keV.

Various processes may perturb the beta spectrum obtained in a liquid
scintillation process. Here, only the most important will be mentioned briefly:

(1) Chemiluminescence: When different chemicals are mixed in the sample
vial together with the scintillation cocktail, chemical processes may start
which have relatively slow kinetics and which result in emission of low
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energy photons. These photons may contribute to the very low energy
end of the beta spectrum. Chemiluminescence may be reduced or
completely removed by gently heating the vial to 50–60∞C for some
minutes to speed up the chemical process before counting.

(2) Phospholuminescence: When a sample vial with the scintillation cocktail
is exposed to white light (day light or lamp light), the light energy may be
temporarily stored and slowly given off during sample counting
(phosphorescence). In addition, this light will contribute to the far low
energy end of the beta spectrum. Therefore, counting samples should
always be stored in the dark a few hours before counting starts.

(3) Colour quenching: Coloured sample liquid may absorb some of the light
emitted by the scintillator. Yellowish or brown colours are the heaviest
colour quenchers. Hence, one should try to remove such colours during
the sample preparation process and before counting.

(4) Chemical quenching: Some components in the sample may disturb the
energy transfer process that takes place in the scintillation cocktail which
eventually results in light emission. Such chemicals absorb the energy and
release it in the form of heat. Organic compounds containing oxygen, and
in particular chlorine, are instances of heavy chemical quenchers.

(5) Physical quenching: Solid particles or non-transparent emulsions in the
sample may prevent light from being detected by the PMTs.

All these forms of quenching result in a shift of the energy spectrum
towards lower channel numbers because the number of photons detected by
the PMTs per beta decay is reduced. Figure 136 shows the principle of the
effect of quenching.

Quenching may change from one sample to another. Evaluation of the
quenching effect is necessary in order to calculate the counting efficiency.

In conclusion, liquid scintillation counting requires careful sample prepa-
ration. Most often, chemical separations are involved. When these procedures
are optimized, very low detection limits may be obtained ranging from 2 Bq/L
for HTO to less than 0.02 Bq/L for S14CN [78].

(b) Gamma tracers

Gamma tracers are commonly measured using either solid scintillation
detectors or semiconductor detectors.

Solid scintillation detectors: These are of different types, but the most
generally applicable is the detector based on a single crystal of sodium iodide
doped with traces of thallium, the so-called NaI(Tl) detector. The crystal is
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optically coupled to a PMT. Interaction of a gamma photon with the scintil-
lation crystal results in emission of light, which is detected by the PMT. The
light output is proportional to the gamma energy. The electronic system
associated with the PMT analyses the pulses according to pulse amplitude
(energy) and stores the results in an MCA. Thus, energy and intensity are
recorded, and the result is the gamma energy spectrum of the radiation source.

The NaI(Tl) detector has a high intrinsic efficiency but a limited energy
resolution. The scintillation crystals are provided in different sizes. The
efficiency for high gamma energies increases with detector volume. Common
counting equipment has cylindrical crystal sizes of 5.08 × 5.08 cm2 (2 in. × 2 in.)
to 12.7 × 12.7 cm2 (5 in. × 5 in.) (height × diameter). The larger the crystal, the
higher the price. The detectors can be made quite rugged, and they are
therefore suitable in field instrumentation.

Semiconductor detectors: At present, these are mainly based on high
purity germanium crystals, so-called HPGE detectors, where a semiconductor
junction is created by suitable elemental dopants on the crystal surface. A
gamma ray interacting with the detector will result in an excitation of electrons
from the valence band to the conduction band in the crystal, and a small
electric pulse is created in a high voltage field. The pulse height is proportional
to the gamma energy. The pulses are sorted and stored in an MCA.

The intrinsic efficiency of semiconductor detectors has, for many years,
been lower than that of NaI(Tl) detectors. At present it is, however, possible to
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FIG. 136.  Sketch of the principle of the effect of quenching on a liquid scintillation beta
spectrum.
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purchase detectors with efficiencies of more than 100% relative to that of a 7.62
× 7.62 cm2 (3 × 3 in.2) NaI(Tl)detector, but prices are very high. The main
advantage with an HPGE detector is, however, its excellent energy resolution.
This property may be indispensable for analysis of complex radiation sources.
HPGE detectors need cooling to liquid N2 temperature during operation, and
are not as generally applicable as field instrumentation.

In general, gamma tracer detection requires little sample preparation
except for the extreme low energy emitters (i.e. 125I). 

There are several ways to reduce the minimum concentration detectable:

(1) Increase the detector intrinsic efficiency:
This is a matter of cost.

(2) Increase the counting sample volume (constant activity concentration in
the sample leads to higher total activity in the sample):
There is a practical limit to the sample size.

(3) Optimize the counting geometry by shaping the counting sample:
For a given radionuclide, a selected detection set-up and a certain sample
volume, there is an optimum shape of the sample volumes. For practical
reasons these are most often cylindrical-like shapes.

(4) Enrich the tracer by reducing the sample volume (increased total activity
for a better sample counting geometry):
This requires sample treatment either by liquid evaporation or by
chemical separation. Sample treatment time and cost increase.

(5) Reduce the background level (Eq. (100)) by effective detector shielding:
This is most often done by passive shielding with lead walls (5–10 cm
thickness) around the detector and sample.

A typical counting set-up for a NaI(Tl) detector and a liquid sample in a
Marinelli beaker is shown in Fig. 137.

With NaI(Tl) detector based analytical equipment, detection limits of less
than 0.2 Bq/L can be obtained using Marinelli beakers and reasonable counting
times for common radionuclides such as 22Na [79], 60Co and 125I.

For HPGE detectors, the corresponding detection limits are less than
0.1 Bq/L.
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6.1.6. Data analysis and modelling

6.1.6.1. Response curves

A good sampling programme and measurement of these samples with
adequate detectors (high efficiency, low background and low statistical error)
are the way to obtain good response curves, which are the bases for further
interpretation.

(a) Time response

The time response is the graphic representation of the concentration of
activity (after background subtraction and decay correction) as a function of
time. Pre-processing of the experimental data can also be used in order to
smooth the response.

From this curve the cumulative response (recovered activity versus time)
is derived by a simple numerical integration. The application of complex
integration methods is not justified because of statistical dispersion in the
original data and variations in the pattern parameters.

Marinelli 
container

HV and signal cable 

Photo-
multiplier

NaI(Tl)-
detector

Liquid
sample

Cu
screen 

Sn or Cd
screen 

Pb
shield 

FIG. 137.  Common set-up for the counting of gamma active liquid samples: 1000 mL
Marinelli sample container, 7.62 × 7.62 cm2 (3 × 3 in.2) NaI(Tl) detector, Pb shield (5–10
cm), an Sn (or Cd) screen to filter away Pb X rays generated by the sample activity in the
Pb shield, and a Cu filter screen to filter away Sn (or Cd) X rays generated by the Pb
X rays in the Sn (or Cd) screen.



205

The example illustrated in Fig. 138 shows real field data and both instan-
taneous and cumulative response curves to an HTO injection.

Concerning the cumulative response, the following expression gives the
activity recovered up to an instant ti:

(102)

where

A(ti) is the total tracer recovery (Bq) up to time ti,
q(t) is the production water flow rate (m3/d) as a function of time, 
A(t) is the activity concentration (Bq/m3) in the samples collected as a function

of time, and 
ti is the elapsed time (days after injection).

Normalized concentrations (fractions of the total activity (in Bq) injected)
are calculated from Eq. (112). For a chemical tracer the chemical concentration
C(t) in kg/m3 replaces the activity concentration A(t) in Eqs (102) or (112).

Information about the production flow rate is usually available from the
oil company concerned.

Among the information obtained from the time response, the tracer
breakthrough is the first to be obtained. It is the time in which the tracer
concentration exceeds the detection limit.
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The mean residence time (t̄ ) is another important parameter. Its
definition is identical to the one used in process studies, i.e. the ratio between
the volume VT involved in this process and the flow rate Q that feeds it:

(103)

From the experimental data t̄  is defined by:

(104)

The final time is the time at which the response falls under the detection
limit. However, in oilfield experiments it is very common to stop the sampling
before this point. Thus, the final time is evaluated from the extrapolated
response curve. For extrapolation purposes the exponential function gives the
best fit of the tail of the experimental curve.

Knowing the distance between injection and production wells, it is easy to
calculate the maximum, mean and minimum water velocities from the break-
through, MRT and final time, respectively.

Tracer recovery in each well is determined from the extrapolation of the
cumulative response for times approaching infinity on the basis of the
exponential approximation for the concentration curve. The fraction of
injected tracer recovered in each well in the pattern equals the fraction of the
injected water that arrives at this well (F from Eq. (112)).

The total tracer recovered in all the wells belonging to a given pattern
should be identical to the amount of tracer injected, in order to have a perfect
mass balance. However, the tracer recovery is seldom higher than 80% and it
can be as low as 30% for HTO, which is supposed to be an ideal tracer for
water. There are three reasons for this: firstly, the tracer molecules continue
moving towards second line wells and not all of them emerge for the wells
immediately surrounding the injector; secondly, the injected water pushes the
oil to production wells and replaces it in the rock pores (imbibition to immobile
water); finally, a fraction of the tracer mainly in the tail of the response curve
suffers a dilution that makes the concentration fall under the detection limit.
Sampling second line wells is a good idea for improving the mass balance and
obtaining additional information about the pattern under study.
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(b) Volumetric response

When tracers are used to analyse industrial processes it is common to
express the tracer concentration in the system output in terms of elapsed time,
and then to calculate the mean residence time, variance and other parameters
related to the time response.

Although the time response is generally used in interwell studies it has
some problems that reduce its usefulness. In effect, alterations in the pattern
such as variations in the injection rate, very common in any oilfield, result in a
biased response curve. To avoid this inconvenience, a good alternative is to
express the tracer concentration as a function of the cumulatively injected or
produced water volume, which is rate independent. Nevertheless, time repre-
sentation is often preferred because in many cases the volumetric data are not
available. 

Figure 139 shows time and volumetric responses for the same well. It is
obvious that they are nearly identical, since the cumulative volume was
calculated from the injection flow rate, which in this case was rather stable.

The volumetric response in a production well when an instantaneous
tracer injection has been performed is a measure of the pore volume swept by
the injected water. The tracer breakthrough is sometimes used as an indicator
of the swept pore volume, but the mean of the distribution is a better locator
because it represents the average volume swept by the injected water and takes
into account the shortest as well as the longest paths followed by the tracer:

(105)

For chemical tracers, activity concentrations A(V) are exchanged with chemical
concentrations C(V).

The swept volume between an injection well A and a given production
well B which is due to the fluid injected in A is equal to the average volume
swept, taken from Eq. (105), multiplied by the fraction of the injected water
that reaches this production well, calculated using Eq. (112).

6.1.6.2. Interpretation

Interpretation of the response curves is the final objective of an interwell
study. A good analysis of the information given by the tracers allows the oil
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engineers to better understand the behaviour of the reservoir by knowing some
of its parameters and, from these data, to increase oil production.

Analysis of the response curves can be carried out on different
complexity levels. In this report the interpretations made have been divided
into three levels. 

The simplest level is a qualitative one. By examining the curves, the
following pattern characteristics can be derived: injection water arrival time
(breakthrough); high permeability channels, barriers and fractures between
two wells; communications between different layers; stratification in the same
layer; preferential flow directions in the reservoir. This interpretation level is
completed by means of some simple calculations from the numerical response,
first of all the determination of the MRT. Furthermore, the cumulative
response can be obtained by integration of the concentration versus time curve
supposing the production flow rate is known. From this new curve, the fraction
of injected water reaching each producer is easily calculated. A common
spreadsheet is the best way to make all these calculations.

The second level involves the use of basic mathematical models to fit
simple response curves by means of theoretical expressions and to decompose
complex responses into several simpler functions. In this way partial residence
times as well as other parameters can be determined for each function. Mathe-
matical models also allow the evaluation of some important parameters such as
permeability and make it possible to predict the behaviour of unknown
patterns [80–82].

At the third level it is possible to make use of complex mathematical
models such as numerical simulators in order to achieve a deeper analysis. Such
tracer simulators may be coupled to full field reservoir simulators where the
current reservoir model is used as an input (to geology, stratification, etc.). This
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FIG. 139.  Time (a) and volumetric (b) tracer response profiles.
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is especially useful when the well pattern is complex, the reservoir heavily
faulted or the production strategy complex.

Reservoir simulators with a tracer option are powerful tools for
determining the parameters of the systems under study, and for planning infill
well drilling and future tracer examinations. Well known reservoir simulators
such as ECLIPSE and VIP both have relatively simple tracer options which
may be used for passive water tracers, while it is probably the simulators from
the Computer Modelling Group (CMG) in Calgary, represented by STARS,
which have the most advanced tracer simulator included [83]. This simulator
can also be used for reversibly sorbing and phase partitioning tracers.

6.1.6.3. Simplified permeability evaluation

Permeability is a property of a porous material and a measure of its
capacity for transmitting a fluid. Permeability is largely dependent on the size
and shape of the pores in the substance and, in granular materials such as
sedimentary rocks, on the size, shape and packing arrangement of the grains.

In general, permeability is evaluated in the laboratory by analysing
samples taken from the oilfield, but the results obtained by this technique are
subject to considerable uncertainty. Firstly, the core samples are small and
limited to sectors around the wells. There is always a question about the repre-
sentativeness of the sample for the reservoir. On the contrary, the use of
interwell tracers allows average values of the permeability in the swept volume
between wells to be derived. 

On the basis of Darcy’s law and making many simplifications, the following
simple formula for permeability evaluation has been developed:

(106)

where

K is permeability,
f is porosity,
Sw is water saturation,
m is viscosity,
r is the radius of the production well,
d is the distance from injection well to production well,
DP is the differential pressure between wells, and

is mean residence time.
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Although this expression presupposes a number of simplifications, it
constitutes an acceptable approach from the experimental point of view. Its
main use is in the derivation of comparative values related to the permeabilities
of different layers in the same pattern or of several stratifications in a unique
layer.

6.1.7. Case studies

6.1.7.1. Case 1

Figure 140 shows a pattern belonging to a reservoir sited in southern
Argentina with characteristics given in Table 20, where an interwell study by
means of radiotracers was performed some years ago [85].

Since HTO was the selected tracer, the liquid scintillation technique was
used for measurement. The detection limit was calculated using the parameters
given in Table 21. Because of operative limitations in the measurement
laboratory, samples were not distilled before counting and, in addition, a short
counting time was used. For that reason the detection limit was much higher
than usual.

From the detection limit the mean output concentration was fixed as ten
times this value (295 Bq/L), which leads to an activity of 167 GBq (4.5 Ci). In
fact, 10 Ci of HTO were injected into a K-22 pattern well using the bypass
device shown in Fig. 141.

Figure 142 shows an example of tracer concentration and cumulative
response curves for well K-329, whose output was followed for a full year and

K-166K-24

K-301

K-329
K-300

K-22

Working area

FIG. 140.  Pattern for case study No. 1.
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belongs to the K-22 pattern. The information in Table 22 has been extracted
from a quick analysis of the graphs in Fig. 142.

The distance between wells K-22 and K-329 is 251 m, and the minimum,
medium and maximum water velocities were 0.78, 1.3 and 2.9 m/d, respectively.

Permeability was also evaluated using the simplified expression
introduced above (Eq. (106)). A value of 282 mD (milliDarcy) was obtained,
which looked reasonable to reservoir engineers.

Making use of specialized software designed in Argentina for the basic
processing of the response curves arising from interwell studies, an approach by
means of a radial dispersion model was made. An MRT of 210 d and a
dispersivity factor of 0.04 were used. Figure 143 shows the result.

TABLE 20.  RESERVOIR PARAMETER VALUES FOR
K-22 PATTERN WELLS

Parameter Value

Maximum injector–producer distance 284 m

Mean layer porosity 0.32

Water saturation 0.5

Mean layer thickness 14 m

Volume 567 590 m3

TABLE 21.  DETECTION SET-UP PARAMETERS
FOR HTO ANALYSIS OF SAMPLES FROM A K-22
PATTERN WELL

Parameter Value

Background 20 counts/min 

Efficiency 0.28 (counts/dis)

Counting time 10 min

Volume of sample 8 mL

Detection limit 29.5 Bq/L
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Using this theoretical approach the basic parameters were calculated
again. Table 23 provides a comparison between the two sets of data.

The volumetric response for well K-329 is shown in Fig. 144 in terms of
the cumulative injected volume. In this case the information in Table 24 is
extracted from a quick analysis of the graph. 

The swept volume value in Table 24 is the pore volume swept from the
injector to the production well (K-329) and equals the mean volume multiplied
by the recuperation factor (0.092 or 9.2%).

From the same pattern, well K-301 is another good example because the
sampling was interrupted before the output concentration reached the
background level as can be appreciated from Fig. 145. The distribution tail was

TABLE 22.  INFORMATION DERIVED
FROM THE TRACER RESPONSE CURVE
FOR WELL K-329

Parameter Value

Breakthrough 86 d

Mean residence time 193 d

Final time 321 d

Tracer recovery 9.2%

FIG. 141.  Tritium injection using the bypass technique.
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extrapolated on the basis of the points surrounded by the ellipse in Fig. 145,
arriving at the result shown in Fig. 146.

The following exponential function was used for extrapolation purposes
[82]:

(107)

From the complete curve (the experimental data plus the extrapolated
tail) a better evaluation of the basic parameters is obtained. A comparison is
presented in Table 25.
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The tracer distribution for the wells belonging to the K-22 pattern is
shown in Fig. 147. The total tracer recuperation was 62.8%.

6.1.7.2. Case 2

Figure 148 shows the pattern belonging to another reservoir also sited in
southern Argentina. Figure 148 shows not only first line wells but also second
line ones from which some samples were taken. In this case 555 GBq of tritium
as tritiated water was injected into one of the layers using the bypass technique
and selected injection. 

What is really interesting about this pattern is the fast response into one
of the wells (PC-1276), where tracer arrived the day following the injection.

TABLE 23.  COMPARISON BETWEEN EXPERIMENTAL
AND THEORETICALLY DERIVED TRACER
RESPONSE CURVE PARAMETERS FOR WELL K-329

Parameter Experiment Model

Breakthrough (d) 86 75

Mean residence time (d) 193 210

Final time (d) 312 410

Tracer recovery (%) 9.2   9.1
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This implies very strong channelling. Hence, the water injection towards this
well is useless. As a consequence of this tracer experience, the layer under
study was closed in well PC-1276. Figure 149 shows the tracer response curve as
a function of time for this well.

In first line wells only 30% of the injected tracer was recovered, mainly
through well PC-1276 (17.2%). Less than 5% was measured in the other wells.

6.1.7.3. Case 3

Tritiated water was used as a tracer to evaluate the behaviour of water
injected into an oilfield sited in the Santa Cruz province, Argentina. From 1993
to 1997 nineteen injections were performed in different patterns, and more
than 5700 samples coming from 126 production wells were analysed up to the
beginning of 1999. The oilfield under study, Piedra Clavada, is very heteroge-
neous with respect to its environmental characteristics, as well as to the variety
of the oil produced.

TABLE 24.  RESERVOIR INFORMATION
EXTRACTED FROM THE TRACER
RESPONSE CURVE FOR WELL K-329

Parameter Value

Breakthrough 86 d

Mean volume 19 073 m3

Swept volume 1775 m3
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FIG. 145.  Instantaneous and cumulative response curves (diamonds, tracer concen-
tration; ovals, tracer recuperation) for well K-301.
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The idea in this case study is not to introduce experimental techniques or
calculation procedures, but to expose the results and conclusions obtained from
a large scale investigation. 

The following results were obtained from the radiotracer response curves
[85]:

(a) Canalization (anisotropy): Channelled flow is predominant in most of the
patterns (86%) in one preferential direction. 

(b) Water recovery: The amount of water recovered in each pattern is almost
55% on average with a maximum of 69% and a minimum of 10%.
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FIG. 146.  Concentration curve (blue diamonds) with extrapolated tail (green
diamonds) for well K-301.
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FIG. 147.   Tracer distribution for the wells belonging to the K-22 pattern.



217

(c) Breakthrough: The values of the arrival times were spread throughout a
very large range, from one day to two years. In general the average was
90 days for channelled patterns and 157 days for other ways.

(d) Fault characterization: Four faults were characterized as not impermeable
and another fault was confirmed as impermeable. This information was
useful to improve the use of numerical simulators in this area.

(e) Injection optimization: After information was derived from radiotracer
experiments, some changes in the injection regime were made in order to
improve oil production. Several strongly canalized layers were closed,
and in many cases the injection flow rate was modified. Furthermore, the
results obtained helped reservoir engineers make predictions related to
waiting times in tertiary recovery operations in which chemical products
are injected or in thermal processes such as hot water injection.

(f) Numerical simulation: Response curves were used to calibrate numerical
simulators. In this way more accurate calculations were carried out to
evaluate porosity and permeability in some patterns.

TABLE 25.  COMPARISON OF DATA FOR WELL K-301

Parameter Experimental data
Experimental data 
+ extrapolated tail

Breakthrough (d) 115 115

Mean residence time (d) 363 380

Final time (d) 659 880

Tracer recovery (%) 17.3 18.3
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FIG. 148.  Pattern for case study No. 2.
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The following conclusions drawn were:

(1) Interwell tracers made it possible to better understand the characteristics
and properties of the Piedra Clavada oilfield.

(2) The predominant flow was confirmed to be canalized, especially in
directions parallel to the main geological faults.

(3) Most of the faults in the oilfield are partially permeable but there are also
some impermeable faults.

(4) About 80% of the injected water moves along a preferential direction.

Around 50% of the tracer was not recovered. This non-recovered volume
is a measure of the efficiency with which the injected water sweeps the fluids
and increases the system pressure.

6.2. RADIOACTIVE TRACER TECHNIQUES IN GEOTHERMAL 
RESERVOIRS

6.2.1. Introduction

In this part of the report, an overview is presented of the state of the art
of the procedures in the application of radiotracers in geothermal reservoir
management. Owing to the similarity of geothermal tracing to that for oilfields,
most of the principles and procedures described in the previous sections are
applicable to geothermal tracing, especially as far as the preparation of tracers
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and laboratory measurements are concerned. This section will therefore focus
on those issues and procedures specific to geothermal application such as field
techniques and data interpretation, explained with the use of examples of
actual geothermal reservoir tracer tests. A general background and a brief
history of the use of radiotracers in geothermal reservoir management are also
presented [85, 86].

6.2.1.1. Geothermal reservoir management

Geothermal energy is a renewable, environmentally friendly energy
source based on the internal heat of the earth. It is associated with volcanic
activity, hot crust at the depth of tectonically active areas or permeable
sedimentary layers at great depth. Geothermal energy is now utilized in more
than 50 countries, with electricity production in about 20 countries. The largest
single geothermal electricity producer is the USA (2228 MW(e) installed
capacity in 2000). The Philippines is the second largest producer (1909 MW(e))
and the country for which geothermal power represents the largest percentage
of its energy supply (21.5%). Other countries with significant amounts (greater
than 100 MW(e)) are Costa Rica, El Salvador, Iceland, Indonesia, Italy (the
first country to exploit geothermal energy for electricity production), Japan,
Mexico and New Zealand [87, 88]. Direct geothermal heat use is most
significant in China, Japan, Iceland and the USA, with energy production of
10 500, 7500, 5600 and 5600 GW(th)·h annually, respectively, in the year 2000.

The energy production potential, or capacity, of geothermal systems is
highly variable. It is primarily determined by the pressure decline caused by
mass extraction, and also by the heat content. Pressure declines continuously
with time in systems that are closed or have limited recharge. The production
potential of geothermal systems is, therefore, often limited by a lack of water
rather than a lack of heat. Geothermal resource management involves
controlling energy extraction from geothermal systems underground so as to
maximize the resulting benefits, without overexploiting the resource. 

When geothermal systems are overexploited, production from the
systems has to be reduced, often drastically, resulting in an insufficient steam
supply to power plants or in loss of wells. Overexploitation mostly occurs for
two reasons. Firstly, because of inadequate monitoring and data collection, the
understanding of such systems is poor and reliable modelling is also not
possible; therefore, the systems have unpredicatable responses to long term
production. Secondly, overexploitation occurs when many users utilize the
same resource/system without common management or control.
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6.2.1.2. Applications of tracer tests in geothermal reservoir management

The main purpose of tracer testing in geothermal reservoir management
is to predict possible cooling of production wells due to long term injection of
colder fluid and/or due to invasion of natural groundwater.

In a geothermal field the primary resource is water, both as liquid and as
steam. A direct measure of its behaviour is thus of obvious importance to field
management. Water tracing is the only technique that gives a direct indication
of underground flow patterns and velocities.

Information gained from tracer testing includes:

(a) Diagnostics of the properties of the reservoir, including evidence of direct
connections between the tracer injection point (either within or outside
the field) and the monitoring wells in the field;

(b) Measurement of the direction, speed and MRTs of water movement;
(c) Determination of the extent to which groundwater downflows intrude

into production wells;
(d) Identification of breakthrough or injected water into a field and, when

this is detected, quantification of the amount;
(e) Information needed for calibration or verification of the physical models

applied to the geothermal reservoir.

All of this information will aid in the understanding of the nature of a
geothermal system, but the measurements, which bear upon injection and
groundwater intrusion or cooling potential, have the greatest impact on field
management.

(a) Providing evidence of interwell connections

Injection of a tracer into one well and then monitoring of the tracer
returns in several wells surrounding it will result in identification of preferential
flow directions and of interconnections between individual wells. Mapping of
the results on the well field scale will provide a picture of the flow paths, which
is useful in planning the location of injection wells. 

(b) Identification of injection returns

Injection is an essential part of any modern, sustainable, environmentally
friendly geothermal application and an important part of the management of
geothermal resources. It started out as a method of wastewater disposal for
environmental reasons. In geothermal fields a large amount of wastewater
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remains after extraction of steam for electricity production. This water is too
cool for further steam extraction but typically contains high concentrations of
chloride and silica as well as lower concentrations of many other elements. The
common strategy for disposal of this wastewater is injection into formations
that are not directly linked to the production field. 

Recently, injection has also been used to counteract pressure drawdown,
i.e. as artificial water recharge, and to extract more of the thermal energy in
reservoir rocks [86]. Injection will increase the production potential consid-
erably in most cases, as has been learned from both experience and theoretical
studies.

After the tracer has been injected, the production wells in the field are
monitored for the presence of the tracer. It is often true that a null result from
a test, i.e. no detection of the tracer at all, is the best result since this is direct
evidence for a lack of connection between the reinjection well and the
production field. Where tracer is found in the production zone, the tracer
results can be used to measure how much of the injected water returns to the
field and aid in decision making concerning the use of the injection well. The
results can also be used to predict the effects on the fluid chemistry, for
example the chloride levels, for correlation with geochemical measurements.

(c) Detection of groundwater intrusion into the production field

Groundwater intrusion can occur when a well tapping a production zone
passes through a permeable groundwater aquifer. The pressure exerted by
production of high temperature fluid usually prevents intrusion of the ground-
water, but breaks in production, such as for maintenance, can result in
groundwater intrusion, which quenches the well. Not only is production from
that well lost but cool water also enters the field with potential adverse effects.
In the case of groundwater intrusion studies, tracer is injected into the well
where the downflow occurs. Subsequent detection of tracer in production wells
can help in decisions pertaining to remedial work by giving information on the
impact of the intrusion upon production of the individual wells, primarily by
measuring how much of the output of the well derives from the groundwater.
At the same time such studies will provide evidence for direct links between
different parts of the field and estimates of the time lag between groundwater
intrusion and cooling of the field.

6.2.1.3. Radiotracers in geothermal reservoir management

As discussed in previous sections, radiotracers have many advantages
over chemical tracers. In geothermal applications, the capacity for sustaining
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high temperature and high detection sensitivity are, among others, the main
factors that have made radiotracers the tool of preference and in some cases
the only possibility for tracer testing in geothermal reservoir management.

The first example of geothermal field water tracing was reported by
Einarsson et al. [86] with the use of tritiated water, HTO, as a tracer in 1971 at
Ahuachapan in El Salvador. In this water dominated field a tracer return of
10% was observed in one well. Gulati et al. [87] reported another case in the
use of HTO. At The Geysers in California, a vapour dominated field, a return
of 18% of injected tracer was measured from the steam discharge in 1975. The
anionic tracer 131I– was first used in New Zealand (1990) in single well
experiments which showed that tracer flowed from wells in the then unexploited
geothermal field at Ohaaki on a timeframe of hours and was thus suitable for
well-to-well experiments. At Wairakei this tracer was used to help delineate the
intrusion of cold water into the production field. Tracer methods then also began
to be used to study water movement within fields. They gained a prominent role
in investigations into the possibility of injection of wastewater, particularly after
the introduction of the longer lived iodine isotope 125I. These investigations
yielded much of the information that was used in the design of the injection
system eventually constructed at Ohaaki.

6.2.2. Methods and procedures

In the following, the basics of tracer testing will be reviewed, including
tracer test design and execution, the basics of the theory of solute transport in
hydrological systems, tracer test interpretation and cooling predictions. Finally,
field examples are given.

6.2.2.1. Tracer test design

When designing a tracer test the following aspects must be considered
carefully: (1) which tracer to select, (2) the amount of tracer to inject, and (3)
the sampling plan to follow (sampling points and frequency). These aspects will
now be discussed.

The tracer selected needs to meet the following criteria: 

(a) It should not already be present in the reservoir (or, if present, it should
have a constant concentration much lower than the expected tracer
concentration).

(b) It should not react with or be absorbed by the reservoir rocks. 
(c) It should be easy (fast/inexpensive) to analyse. 
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The radiotracers most commonly used in geothermal applications are 125I,
131I and HTO.

6.2.2.2. Tracer selection

The mass flows of water in a geothermal field are very high. Hundreds of
tonnes per hour from a well are common. Thus the dilution of the  added tracer
is high, so that tracers that can be detected with high sensitivity instruments are
necessary. In addition the temperatures encountered are very high (often in
excess of 200ºC), so good thermal and chemical stabilities are necessary. Most
geothermal tracing has thus been done with chemically simple tracers, namely
water itself (HTO) and iodide ions (131I– and 125I–).

The background levels of radiotracers may be expected to be negligible;
they are detectable at extremely low concentrations. The procedure for
measuring the radioactive tracer concentrations in the samples collected is, on
the other hand, more complicated and time consuming than the procedure for
measuring the concentration of most other kinds of tracers.

When selecting a suitable radioactive tracer, their different half-lives
must be taken into account. Figure 150 shows a comparison between the decay
rates of 131I and 125I, which have half-lives of 8.5 and 60 days, respectively. The
initial activity of the two tracers is based on the initial activity commonly used
in tracer tests, 74 × 109 Bq for 131I and 18.5 × 109 Bq for 125I. The figure shows
that after about a month the activity of 125I is still of the order of 13 × 109 Bq,
while the activity of 131I is only of the order of 5.6 × 109 Bq. After two months
the activity of 125I will be about 9.3 × 109 Bq, while the activity of 131I will only be
about 5.6 × 109 Bq, rendering it almost undetectable when dilution factors are
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FIG. 150.  Comparison of the decay of samples of 131I and 125I.
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high. Therefore, 131I is only suitable for tracer tests expected to last less than, or
of the order of, a month or so. Iodine-125, which is considerably more expensive,
will have to be selected for tests that will last for more than 1–2 months.

Care must be taken to choose a tracer appropriate for the task, particu-
larly with regard to its behaviour in a two phase system. For example, iodide
ions function as a liquid water tracer but do not enter the vapour phase.
Tritiated water functions as either a liquid or a vapour phase tracer and in a two
phase system will distribute itself between the liquid water and steam according
to the relative amounts of the two phases on the local scale. A noble gas such as
xenon (or an inert chemical tracer such as SF6), on the other hand, is suffi-
ciently soluble to dissolve in water but, in a two phase region, will be concen-
trated in the gas phase.

Tritiated water is an obvious tracer choice and has been used in a limited
number of cases. However, in New Zealand, for example, its application as an
environmental tracer has precluded its use. If it is used to study short or
medium term effects, then, because of its long half-life (12.3 a), care should be
taken that backgrounds have not been affected by previous injections.

Iodide ions have been used extensively in New Zealand. Initially work
was carried out with 131I–, which was readily available and economic, could be
transported by air in significant quantities (important when no local production
facilities are available) and could be readily detected in the field by means of its
gamma radiation, using equipment developed for general tracing work. Amounts
up to 185 GBq (transportable by air in a type A package) were routinely used. At
a later stage, when the need arose for a longer lived tracer, the use of 125I– was
introduced. This required the development of a laboratory extraction method, as
125I cannot be readily detected in the field. The resulting technique was based on
liquid scintillation counting of iodide extracted from 2 L water samples.
Amounts up to 18.5 GBq were used.

Geothermal water (in the fields in New Zealand at least) is moderately
saline (about 2000 ppm), slightly alkaline, and reducing (e.g. it contains H2S).
This will prevent oxidation of iodide ions to volatile iodine. It is free of organic
debris which may absorb iodide ions. It contains typically about 0.1 ppm of
iodide ions to act as a carrier (and fields in many other countries have higher
concentrations). Under such conditions, unlike in some cases of groundwater
tracing, iodide can be expected to perform well as a water tracer.

Other potential tracers have serious drawbacks. Reference to Table 18
indicates that most tracers are unstable at high temperature, while 82Br has a
short half-life (36 h) and emits radiation of significantly higher energy than 131I,
limiting the amount that can be transported. More than 20 different liquid
water tracers, including HTO and cobalt complexes, have been studied under
laboratory conditions by Vetter and Zinnow [89]. A group of nine of these did
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not require the presence of a carrier to elute completely in these tests. Of a
small group selected for full testing, iodide had the best elution characteristics,
followed by tritium and then hexacyanocobaltate ions. No adsorption of iodide
was found under the conditions considered to be most favourable for
adsorption. Furthermore, the adsorption tests in Ref. [89] were carried out at
comparatively low temperatures and the adsorption processes have a negative
temperature coefficient. Thus independent confirmation of the suitability of
iodide as a tracer exists.

Gas tracing has been carried out with 3H and with 133Xe. An obvious
choice for longer term studies is 85Kr and various other species as shown in
Table 19 (provided they withstand the high temperatures of geothermal fields).
A major drawback with the noble gas tracers is the requirement to separate
them from high concentrations of the noble gas 222Rn, which occurs in
geothermal fields. This adds considerably to the difficulty of using these tracers,
especially considering the availability of chemical tracers such as SF6.

If samples can be stored and conserved for 40 days before analysis,
separation may not, however, be required, because more than 99.9% of the
222Rn has died away.

After a suitable tracer has been selected the mass of tracer to inject needs
to be determined. This is always difficult to determine beforehand, and
depends on several factors: 

(a) Detection limit,
(b) Tracer background (if any),
(c) Injection rate q,
(d) Production rate Q and the number of wells involved,
(e) Distances involved,
(f) Return rate anticipated (slow/fast).

The required mass may be estimated very roughly through mass balance
calculations, wherein injection and production rates are taken into account as
well as an expected recovery time span. This time span depends on the
distances involved, and on how directly the wells involved are connected. In
this respect the activity of radioactive tracers is proportional to their mass. In
general, tracer tests should be designed such that tracer concentrations reach at
least 5–10 times the detection limit. The mass to inject may also be estimated
through theoretical calculations, for example using the software TRCURV
included in the ICEBOX software package. It is based on a flow channel
model, which will be discussed later. In most of the geothermal fields, the
radioactive tracers 125I and 131I are normally injected with an initial activity of
0.5 and 2 Ci, respectively. 
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6.2.2.3. Tracer test execution

Tracer test execution can involve from one well pair to several injection
and production wells. In the latter case several tracers must be used, however.
The geothermal reservoir involved should preferably be in a semi-stable
pressure state prior to testing. This is to prevent major transients in the flow
pattern of the reservoir, which would make the data analysis more difficult. In
most cases a fixed mass M of tracer is injected instantaneously, i.e. in as short a
time as possible, into the injection well(s) in question. Sometimes a fixed
concentration is injected for a given period. Samples for tracer analysis are
most often collected from flowing/discharging wells, while downhole samples
may need to be collected from wells which are not discharging.

6.2.2.4. Injection methods

Tracer injections have been performed by a variety of methods. Some of
them, like those described in the previous section, also qualify for the
description ‘home-made’. 

(a) Surface injection

The tracer, in the vial in which it has been transported from the supplier,
is placed in a device which can be used to crush it while a flow of water is passed
directly into the well. This is usually done by placing it in a ball valve modified
with a bar across its exit end to hold the vial in place. This procedure minimizes
the external radiation hazard as the ball valve can be well shielded with lead.
The periods when the tracer is unshielded (during transfer into the ball valve
and when being flushed away from the valve after crushing) can be kept short.

A disadvantage of this procedure is that, if the injection is into a closed
down well, there is no control over where the tracer enters the underground
formations other than the well casing construction. In the case of reinjection
experiments, where this technique is most commonly used, this is not a problem
as the aim is to trace the fate of the reinjected water and this will be achieved as
long as the tracer mixes in the well. If a reinjection experiment is in progress
(i.e. water is being pumped down the well) it is convenient to break the tracer
vial in a bypass from the main flow and then briefly divert the main flow
through the bypass. Such a system is shown in Fig. 151. In other situations a
supply of water and a pump must be provided in order to inject from the
surface. Sufficient water should be provided to flush the well several times
above the expected entry point into the aquifer. Gas tracers have been injected
by an equivalent technique using a supply of nitrogen from a bank of cylinders.
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In some cases negative pressure exists at the well head. This occurs in
reinjection systems when the hydrostatic pressure exerted by the water column
flowing down the well is greater than the pressure at depth. This can simplify
the injection process if a breaker is used, since it is not necessary to insert the
tracer into a system running at high pressures and temperatures. A relatively
simple device consisting of a steel tube up to several metres long can be
suspended from the top of the well, the vial dropped to the bottom of the tube
and then broken by the resulting blow on a steel rod inserted in the tube. Alter-
natively, negative pressure can be used to suck tracer from its transport vial
directly into the flow.

(b) Downhole injection

A Kleyn water sampler [90] was modified to be used to break a vial of
tracer and disperse the tracer in the surrounding fluid rather than use it to
collect a sample. The bottom half of the tool was replaced with a much smaller
unit, which allowed the base of a 10 mL glass vial to be penetrated by the
plunger, which was normally used to break the neck of a much larger container.
A disadvantage of this method is that the vials used to transport tracers such as
iodide ions are too strong to be broken and the tracer must be transferred into
a specially made vial. This procedure can potentially involve high radiation

Well head

Reinjection
pipe 20.3 cm (8 in) Valve

Blanking
plug

Lead
shield

5.1 cm (2 in)
Steam valve

FIG. 151.  Radioactive tracer injection system.
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doses to the person performing the transfer and carries a risk of spillage of the
highly concentrated tracer. An advantage is that the technique allows injection
of tracer at a specified depth in the injection well.

An alternative downhole method is to insert a capillary tube from a
breaking device into the well to the required depth and then to pump water
through the breaker with a suitable pump. Again this allows tracer to be
injected from the surface to a specific depth. Such systems are not simple to set
up, however, and have been used only when already available in the well for
sampling purposes.

Gas tracer injections have been performed at depth using both these
techniques. For example, 133Xe tracer has been injected at depth by breaking its
transport vial in a modified Kleyn sampler. The particular vial used is more
fragile than that used for iodide tracers and it was possible to avoid the step of
transferring tracer to another container, simplifying the procedure.

6.2.2.5. Sampling

Iodide ion tracers, i.e. 125I– or 131I–, are soluble in liquid water. Thus,
sampling is done from liquid water, whether at atmospheric pressure as from a
weir box or at higher pressure from a pipeline to a flash plant. Atmospheric
pressure sampling is a simple process carried out with a ladle or bucket. Higher
pressure sampling is done with additional equipment such as a portable Weber
separator. It should be borne in mind that, due to loss of water as steam, the
sampling process will modify the tracer concentration from that in the well
head and allowance must be made for this, as appropriate.

If non-producing wells are to be sampled, devices such as the Kleyn
sampler may be used to collect samples from depth. Alternatively, wells may
be temporarily discharged or bled slowly for the duration of the test, as
appropriate.

Gas tracers are collected from the steam phase using the standard method
for sampling non-condensable gases. In this technique steam is condensed into
a cooled evacuated flask containing NaOH solution. Since most of the material
in a gas sample is steam, this condensation reduces the volume by a large
amount. The predominant non-steam gas components CO2 and H2S are
absorbed in the NaOH solution (together with H2S), leaving only non-conden-
sable gases in the vapour phase. The collection flask is weighed before and after
to measure the amount of steam collected.

HTO tracer can be collected by any of these methods but thought must be
given to sampling methods when two phases are present.

The sampling frequency is case specific. It should in general be quite high
initially (a few samples per day), but may be reduced as a test progresses (a few
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samples per week). A sampling programme comparable to the one suggested
below may quite often be applicable: 

Week 1: two samples per well per day,
Week 2: one sample per well per day,
Weeks 3–8: three samples per well per week,
Following weeks: one sample per well per week.

This programme is aimed at detecting any rapid tracer returns during the
first few days after injection of the tracer. After the first week a sharp tracer
return is not expected because of greater dispersion. Therefore, the sampling
frequency may be reduced. Figure 152 shows this schematically. It may also be
mentioned here that as a general rule it is better to collect too many samples
than too few. This is because the outcome of a tracer test is never known
beforehand. Not all samples need to be analysed, in fact. The sampling
frequency is also often affected by technical restrictions such as available
workforce, the number of wells being sampled and measurement techniques.
However, again a general tendency towards lower sampling frequency, as time
progresses, should apply. 

Methods of analysing and interpreting tracer test data are discussed in the
following, but some aspects may be observed directly. These include: 

(a) Tracer breakthrough time (or rather the time of first detection), which
depends on the maximum fluid velocity; 

(b) Time of concentration maximum, which reflects the average fluid
velocity;

Fast

Slow

FIG. 152.  Typical fast and slow tracer return profiles.
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(c) Width of the tracer pulse, which reflects the flow path dispersion;
(d) Tracer recovery (mass or percentage) as a function of time.

6.2.2.6. Tracer detection in the field

For detection of tracer in the field (i.e. 131I) a system has been designed to
maximize detection efficiency. This is shown in Fig. 153. It consists of a 200 L
drum in which a waterproof sodium iodide scintillation detector was suspended
and through which water from the well being sampled was passed continuously.
The 200 L drum was surrounded by a 5000 L tank fed by a continuous flow
from a local cold water supply. The outer tank served to both cool the input
from the well and reduce the background count rates. At most wells the water
to be measured is available at 100∞C and atmospheric pressure from a well
head separator. This was piped through a pre-cooler fed by the overflow from
the main cooling tank. If only higher pressure water was available, it was first
passed through a mini-separator to reduce the pressure to atmospheric. The
sample water was then piped in a copper coil through the cooling tank and into
the central drum containing the detector. This system reduced the water
temperature to below 40∞C, thus enabling the detectors to be operated safely.
The tanks were usually covered with a waterproof sheet after it was discovered
that naturally occurring radioisotopes (radon decay products) were flushed
into the system during rainfall, especially after a long dry spell.
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FIG. 153.  Radioactive tracer sampling system.
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This system gave a detector response of about 0.5 Bq in a concentration
of 1 Bq◊L–1 with a background of about 5 Bq. Typically counts occurring over
periods of more than two hours were accumulated, and theoretically this could
result in a limit of detection of 0.1 Bq◊L–1 at 95% confidence level. In practice
such a limit was not attained because of environmental effects, primarily the
radon washout mentioned above and temperature variations. As detailed by
Barry [91], careful work was carried out to reduce the background variation
and this resulted in a limit of detection which is difficult to define exactly but
which would be better than 0.5 Bq◊L–1. The continuous detection of tracer
response was a significant factor in reducing the limit of detection as isolated
excursions could be readily identified. Counting samples in the laboratory
could achieve a lower limit (see discussion and Fig. 137 in Section 6.1.5.2 (b))
but without the advantage of multiple systems and continuous detection.

The detectors used consisted of rugged waterproof NaI(Tl) scintillation
counters developed for field and industrial uses. These were powered by
portable battery operated ratemeters which converted input pulses from the
detector above a preset threshold to a logic pulse output.

Ratemeter power was supplied from a remote point up to two kilometres
away via a light two core cable which, with the appropriate line drivers, was
able to carry the digital signals back to the remote point for recording by either
or both of analog chart recorders and digital data loggers. The same remote
point was used to run detectors at up to twelve well heads simultaneously. This
use of central sites has made supply of mains power relatively easy. Continu-
ously charged batteries could be used to provide a buffer against data loss due
to power failure. If mains power was not available the system could be run by
battery power alone.

6.2.2.7. Tracer detection in the laboratory

(a) Iodide tracers

An initial version of the scheme involved oxidation of iodide to iodine
followed by extraction into toluene before reduction back to iodide and
subsequent counting. The current version of the iodide extraction technique is
based on formation of a silver iodide precipitate followed by liquid scintillation
counting (see Section 6.1.5.2 (1)) [92]. This version is as follows:

(1) The samples (nominal volume: 2 L) are delivered in plastic bottles and
are weighed to determine their exact volumes. A known amount of
inactive iodide (usually 5 mg) is added to act as carrier as well as to ensure
that the final precipitate is of sufficient mass (about 10 mg) to be reliably
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filtered and weighed. The samples are then filtered if inspection reveals
any debris or cloudiness, and NaOH is added to make the samples slightly
alkaline (pH about 9).

(2) The iodide is then oxidized to iodate with KMnO4 and allowed to stand
for about 20 min. At the same time any sulphide present (which would
form Ag2S precipitate in competition with AgI) is oxidized to sulphate. A
longer time might be used if organic matter is present (say, if surface
features are sampled) or if there is a high sulphide concentration.

(3) The iodate (including the carrier) is then reduced back to iodide by
adding an acid mixture (HNO3 and HF) followed by Na2SO3 solution.
The HF is included to inhibit formation of silica, which would clog filters
and add spurious weight to the final precipitate. Sulphate is unaffected by
this step, thus effectively removing sulphide interference. After standing,
the solution is filtered to remove any traces of silica which might have
formed.

(4) An excess of AgNO3 solution is added soon after the filtration to form a
precipitate of AgI. Because AgI is much less soluble than AgCl, it is
precipitated preferentially despite the approximately thousand-fold
excess of chloride ions. However, small amounts of AgCl (and AgBr) are
formed. After standing in the dark the precipitate is filtered through
cellulose acetate paper under vacuum (the filter papers are pre-dried and
left to equilibrate at room temperature before weighing to a precision of
±0.1 mg). The AgCl and AgBr are then removed by washing with
ammonia. The precipitate, now pure AgI, is then passed quickly through
a further oxidation–reduction cycle for purification purposes before
being dried and weighed.

(5) The precipitate is then dissolved in the liquid scintillation cocktail. This is
done by inserting the rolled filter paper into the cocktail vial, adding
about 20 mg of acidified thiourea to complex the AgI, and then
immersing the vial in an ultrasonic bath to disperse the AgI into the
cocktail. The paper is translucent and should be left in the vial. Small vials
(around 5 mL) are preferable as the background is reduced without
sacrificing counting efficiency. The precipitates are dried and weighed. A
suitable cocktail must be found by experimentation as commercially
available cocktails are made with other purposes in mind.

(6) The analytical yield is calculated by dividing the mass of iodide in the AgI
precipitate by the amount of iodide added plus that known from prior
analysis to be in the sample, typically 0.1–0.2 mg·L–1.

The method has been applied to both iodine isotopes despite being developed
for use with 125I. In fact, it works somewhat better for 131I since this isotope may
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be counted more efficiently than 125I (close to 100% efficiency compared with
75%).

(b) Tritium

Analysis is a simple matter of boiling thoroughly to drive off any
dissolved gases (in particular H2S), followed by distillation to collect clean
water and then counting by liquid scintillation. The sample size is only about
10 mL, as this is all that can be mixed with the cocktail using any of the many
cocktails available for tritium (HTO) counting. Higher sensitivity may be
achieved, when required, at significant expense by enriching the tritium by a
factor of approximately 80 by the method used for environmental tritium
analysis [20].

(c) Gas tracers

Tritium as tritiated water is treated as described above. Xenon tracer is
mixed in geothermal fluid samples with both other non-condensable gases and
radioactive radon, which occurs in large excess. Separation of xenon from the
non-condensable gases is achieved by trapping it on charcoal at dry ice/alcohol
temperature. The xenon and radon are then separated on a size basis by passing
them twice through a molecular sieve column at room temperature, followed
by trapping on silica at liquid nitrogen temperature [91]. The silica is then
quickly transferred to a vial containing a liquid scintillation cocktail for
subsequent counting.

6.2.2.8. Relative sensitivities

Counting of the iodine isotopes and tritium can be compared using
Outteridge’s [93] counting figure of merit RG

1/2 – RB
1/2, where RG and RB are the

gross and background count rates, respectively, for each method. This criterion
essentially compares the statistical accuracy obtained with the same counting
time. These values are given in Table 26 for an activity concentration of
0.1 Bq◊L–1. At this concentration (which is actually below the limit of detection
for the 131I field method) the net count rates for the two iodine isotopes in the
extraction method are about half the background rate.

As can be seen, the extraction figures of merit for the iodine isotopes are
higher than that for the field method. This is mainly due to the much lower
background. The comparative advantage increases for lower tracer concentra-
tions. It should be remembered, however, that the field method uses
continuous sampling in which counting times are in total much greater than
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those for the extraction methods and for which up to twelve wells can be
monitored simultaneously. This tends to offset some of the advantage of the
extraction method especially at higher tracer concentrations. On the other
hand, the field method is subject to additional variations such as temperature
effects and washout of radon daughter products by rain. As noted previously,
experience has suggested that such effects tend to be greater than the purely
statistical effects allowed for in the calculation of the figures of merit.
Additionally, in practice the sampling technique is much less expensive in
human resources than the field measurements and it is easier to make measure-
ments on a larger number of wells. Considerations such as these, together with
the greater sensitivity, eventually resulted in replacement of the 131I field
measurements by the extraction method.

It should also be noted that the sensitivity of the tritium detectors is much
less than that of the iodine isotope detectors, primarily because of the small
sample size (10 mL as against 2 L). This can be partially offset by the greater
quantities of tritium which are available relatively cheaply and by the fact that
tritium decays much more slowly.

6.2.2.9. Counting conditions

The spectra of 125I and 131I in the liquid scintillation counting cocktail
currently in use in New Zealand are shown in Figs 154 and 155, together with
the background spectrum. The main counting windows were chosen to enclose
virtually the entire isotope spectrum in both cases; these are shown in the
figures. An error analysis, also using the figure of merit RG

1/2 – RB
1/2, indicated

that narrower intervals were statistically preferable at low count rates, basically
because they included a lower proportion of the background spectrum. These
are labelled as the optimum window in the figures. As can be seen, this
required siting of one or the other of the window extremes in a high count rate
region of the spectrum. Because it was felt that this could make the measured
count rate overly susceptible to gain shifts, the optimum window was not made
the main counting window.

TABLE 26.  FIGURES OF MERIT FOR TRACER ANALYSES 
(calculated using counts/min)

131I 125I 3H

Field method 0.086 — —

Extraction method 1.07 1.00 0.003
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6.2.2.10. Calculation of concentrations and errors

Calculation of tracer concentrations is straightforward for the field
method once calibrated by counting a standard solution in a large tank. In the
case of the extraction method for iodide tracers it is complicated by quenching
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in the liquid scintillation counting and by the possibility of repeat counting. The
AgI precipitates naturally vary slightly in colour and mass, causing quench
variations (see discussion in Section 6.1.5.2 (a)). The raw count rate recorded
by the LSC must be corrected for this phenomenon and for decay of the tracer.
In the case of decay, different factors must be applied for repeat counts, which
are often made when counter time is available. To avoid possible deterioration
of the cocktails it is wise to limit such repeat counts to no later than ten days
after preparation of the sample. For tritium, greater sample uniformity is
possible and repeat counts do not need application of different decay factors.

The necessary procedures may be illustrated by reference to those that
have been developed for counting with a Beckman LS2800 LSC. This
instrument measures quench by a quantity known as the H number. Like most
counters, the LS2800 has a built-in system of quench correction, which is used
for counting the tracers, but even application of this leaves some residual
variation of background and efficiencies with H number. These are shown in
Figs 156 and 157. Equivalent data should be generated as appropriate for the
type of counter. Tracer concentrations are derived from the count rate
measurements as follows.

Let RGH be the gross count rate (in counts/min) measured in a count of
duration tc minutes at a measured quench of H starting at a time td after a
reference time (conveniently, either the injection time or the time at which the
tracer quantity is defined by the manufacturer). The activity (or disintegration
rate in dis/min) Dt in a sample is then given by Dt = (RGH – RBH)/eH, where eH

and RBH are the efficiency and background at quench level H. The activity D0
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(in dis/min) at the reference time is then given by D0 = Dt f, where f, the decay
factor, is given by f = exp(ln 2td/t1/2), t1/2 being the radionuclide half-life.

The activity concentration A0 in the sample (in dis/(min·mL)) corrected
back to time td = 0 is then given by A0 = D0/(YV), where Y is the chemical yield
(fraction in the range 0–1) of the extraction process and V is the sample volume
(in millilitres). For purposes of comparison between different tests and tracers
it is best to use the normalized activity concentration AN = A0/AI0 (=At/AIt),
where AI0 is the activity injected at td = 0. AN has the dimension (volume)–1.

As noted above, counts are often repeated. The calculated normalized
concentrations for one sample are then averaged with weighting directly
proportional to the counting times and inversely to the decay factors, i.e.

(108)

if the number of counts is n.
The standard deviation is used for estimating errors. According to the

standard propagation of error theory [94], the standard deviation sy of a
quantity y is given by

(109)
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where y is a function of the n independent variables xi.
Application of this equation is straightforward but tedious. Using

standard statistical expressions for the radioactivity counting errors the result
is:

(110)

This quantity can be referred to as the total error. However, it should be
noted that one of the identified contributors to it is systematic, namely the
error in A0, since only one value is used for each test. Furthermore, the errors
in RBH and eH are effectively systematic, since it transpires that there is only a
second order variation in these quantities due to errors in the determination of
H. Therefore the errors in these three quantities do not add to the scatter of
results within an individual test. Thus we may also refer to the random error,
i.e. that due to errors in the chemical yield Y and to the counting statistics. The
expression for this quantity is the following, a simplified version of the
expression for the total error:

(111)

A question that arises frequently is whether or not a tracer response has
been observed, i.e. a particular measurement is above background. In
answering this question it is only necessary to compute the net count rate RNH

= RGH – RBH. This net count rate can then be regarded as being above
background at the 95% confidence level if RNH > 2RBH. It should be
emphasized that in practice in a geothermal tracing test a sequence of consist-
ently positive values from a succession of samples is needed to confirm the
presence of a tracer response, particularly when the response is small and
difficult to distinguish from the background.
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All these calculations are implemented in spreadsheet form for ease of
calculation. Calculations based on typical data show that for both random and
total errors the influence of the counting statistics only becomes dominant at
net count rates less than background.

6.2.2.11. Data analysis

Of particular interest are tracer recovery in a well (particularly in
reinjection studies, where it is used to calculate the extent of contamination of
the well fluid by reinjected water) and predictions of contamination.

The expression for the total fractional tracer recovery in a well is:

(112)

where q(t) is the instantaneous value of the volumetric flow of liquid water in
the sampling well and AN0 is the normalized activity concentration as defined
above.

Multiplying the reinjection flow rate by F(t
•
) gives the flow of water in

the sampling well derived from the reinjection. This in turn enables calculation
of the concentrations of components of the reinjection fluid (e.g. chloride) due
to the reinjection. In the case of groundwater intrusions the fraction of the
intrusion which enters a particular well can be measured, but there must be an
estimate of the intrusion flow rate available to calculate how much of the water
produced from the sampling well is groundwater.

In practice, integration is carried out numerically from the available
figures for both normalized activity concentration and well discharge. Details
of the calculation should be given in individual cases, particularly when, as is
often the case, extrapolation is used to predict the final part of the curve. It
should be noted that integration is carried out over the entire extent of the
pulse. This calculation gives the recovery applying to the conditions in the field
at the time of measurement, conditions which ideally would be steady state.

Concentrations are measured from time to time in non-producing wells,
either by downhole sampling or by slow bleeding of the well. The concept of
tracer recovery has no relevance in this case. However, it is possible to use
results from an instantaneous tracer injection to calculate the effect in the
responding well of a continuous reinjection of water, for example to predict
concentrations of contaminants from the reinjection (including the reinjected
water itself). It is assumed that the water reinjection has been proceeding for a
time at least equivalent to the duration of the instantaneous injection response.

F t A t q t t( ) ( ) ( ) ,•

•
= Ú N0 d
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Let the volumetric reinjection flow rate be Q0 and the concentration of a
component of the reinjection water p0. Provided the component behaves
ideally with respect to the water flow (like a passive water tracer), the
concentration p of the component in the responding well is given by:

(113)

Again, details of the integration should be given for individual cases.

6.2.3.  Safety issues

Handling of any radioactive tracer in injection quantities presents
potential radiological hazards, so that all tracer handling procedures must be
approved by the competent authority in the country concerned.

The maximum risk occurs at the injection site where external exposure is
at its maximum. This is particularly acute for 131I, which emits medium energy
gamma radiation. The effects of this are limited by tracer injection techniques
which emphasize minimal and speedy handling, avoiding transfers from one
container to another and carrying out the injection within the well head
pipework. Essentially no external radiation is emitted by tritium and very little
by 125I, so external exposure is a minor issue for these two tracers. With all
tracers, procedures must, of course, minimize the possibility of spillages.

Once the tracer has been injected, care should be taken to avoid contam-
ination of the local environment. This may occur by intrusion of the tracer into
natural outflows such as hot springs, and consideration should be given to
measurement of radiation levels in such features. In addition some contami-
nation can occur if wastewater is not injected but simply disposed of into a local
water body. In this regard it should be realized that high contamination levels
are unlikely. To take the most extreme case, reducing 185 GBq of 131I to the
concentration at which it is exempt [92] from regulation (100 Bq◊g–1) requires
dilution into 1850 t of water. This represents less than a day’s discharge for
many wells. Experience has shown that tracer responses, when they occur, do
so with durations at least equal to the time taken for the response to arrive, so
it is only in the case of very short term responses that exempt levels can be
exceeded. If a natural feature is affected in such a short time by flow from the
injected well, this would be known from other studies. Furthermore, even if
such contamination did occur it would have to be at a very much higher level to
pose any significant risk to human health. The effects of ingesting the large
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quantities of geothermal fluid which would be required to deliver a significant
dose would be much more harmful.

6.2.4. Tracer test analysis and interpretation

6.2.4.1. Introduction

Comprehensive interpretation of geothermal tracer test data and
consequent modelling for management purposes (production well cooling
predictions) have been rather limited even though tracer tests have been used
extensively. Their interpretation has mostly been qualitative rather than
quantitative. This section presents a review of methods that may be used for
this purpose. These methods are equally applicable to radioactive and other
chemical tracers. The review is focused on software related to tracer test
analysis, and injection simulation, which is included in the ICEBOX software
package that has proven to be very effective (United Nations University
Geothermal Training Programme, 1994). These programs are based on simple
models which are able to simulate the relevant data quite accurately.
Utilization of detailed and complex numerical models (such as TOUGH2
models) is seldom warranted, at least for a first stage analysis.

Interpretation of the tracer test data aims at quantifying the danger of
cooling of production wells during long term injection, as already mentioned.
Numerous models have been developed, or adopted from groundwater and
nuclear waste storage studies, for interpreting tracer test data and consequently
for predicting thermal breakthrough and temperature decline during long term
injection [95–99]. It must be pointed out, however, that while tracer tests
provide information on the volume of flow and flow paths connecting injection
and production wells, thermal decline is determined by the surface area
involved in the heat transfer from reservoir rock to the flow paths, which most
often are fractures. With some additional information and/or assumptions, this
information can be used to predict the cooling of production wells during long
term (years to decades) injection. 

The theoretical basis of tracer interpretation models is the theory of
solute transport in porous/permeable media, which incorporates transport by
advection, mechanical dispersion and molecular diffusion. This will be
reviewed very briefly in this section. A method of tracer test analysis/interpre-
tation which is conveniently based on the assumption of specific flow channels
connecting injection and production wells will consequently be presented. The
ICEBOX software package includes several programs that may be used for
tracer test analysis [100]. In particular, the focus will be on TRINV, which is an
interactive program for inversion of tracer test data, and TRCOOL, a program
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used to predict cooling of production wells during long term injection. A few
other programs can be of use in tracer work (DATE2SEC, TRMASS and
TRCURV). The use of these programs will be discussed in Section 6.2.4.3.

6.2.4.2. Theory of solute transport

The theory of solute transport in porous and fractured hydrological
systems underground is discussed in various publications and textbooks, but
the reader is referred in particular to Bear et al. [101] and Javandel et al. [102].
The term solute indicates a chemical substance dissolved in fluid. The following
are the principal modes of transport: 

(1) By advection and convection, i.e. through movement of the fluid involved;
(2) By mechanical dispersion, which is reflected in variations in actual fluid

particle velocities;
(3) By molecular diffusion, which causes the solute to diffuse from regions

with high concentration to regions with lower concentration.

If the transport were only through constant velocity fluid movement,
tracer test analysis and interpretation would be simple. But because of the
other modes of transport — in particular, mechanical dispersion — its analysis
and interpretation is much more involved. Figure 158 illustrates the main
causes of mechanical dispersion, which are:

(a) The effect of pore/fracture walls,
(b) The effect of pore/fracture width, 
(c) The effect of flow path tortuosity.

(a) (b) (c)

FIG. 158.  Schematic diagram illustrating the causes of mechanical dispersion: (a) the
effect of pore/fracture walls, (b) the effect of pore/fracture width and (c) the effect of flow
path tortuosity. 
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The basic equations describing the solute flow are the following:

Fx = Fx,adv + Fx,disp. (114)

where Fx denotes the mass flow rate of the solute (kg·m–2· s–1) in the x direction,
and

Fx,adv = uxfC (115)

Fx,disp = fDx∂C/∂x. (116)

Equation (116) is the so-called Fick’s law. In addition, ux denotes the fluid
particle velocity (m/s), f the material porosity (dimensionless), C the solute
concentration (kg/m3) and Dx the so-called dispersion coefficient (m2/s):

Dx = ax ux + D*, (117)

where ax is the dispersivity of the material (m) and D* is the coefficient of
molecular diffusion (m2/s).

Comparable equations apply for the y and z directions.
The differential equation for solute transport is derived by combining the

above flow equations and the conservation of mass of the solute involved. For a
homogeneous, isotropic and saturated medium the differential equation is: 

(118)

By combining this equation with appropriate boundary and initial
conditions for the material domain being studied, a model is fully defined.
Theoretically a mathematical solution should exist for any such problem, but in
practice the solutions are often very complicated [102]. Such complicated
problems may, of course, be solved numerically with the aid of powerful
computers. Some simpler analytical solutions are possible after highly
simplifying assumptions have been made concerning, for example, the
geometry and the dispersion. One such model and the associated solution form
the basis of the method for tracer test analysis/interpretation presented in the
following.
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Another example of an analytical solution to Eq. (118) is available for a
model of a homogeneous, infinite, confined hydrological reservoir with
constant reservoir thickness b and two dimensional radial flow. This solution is
normally not suitable for analysing tracer test data, but can be of use in
injection studies. Fluid with solute concentration C0 is injected at a rate Q
(m3/s) from time t = 0 through an injection well at the centre of the reservoir,
while the initial concentration C is zero. By neglecting molecular diffusion the
following approximate solution may be obtained:

 (119)

with rD = r/aL, where r is the radial distance from the injection well, aL is the
longitudinal (radial) dispersivity, and erfc is the compli-
mentary error function.

6.2.4.3. Tracer test interpretation on basis of a one dimensional flow channel 
model

Before radioactive tracer test data are interpreted, some steps must be
taken to correct and prepare the return data collected. These are:

(a) Correct the data for radioactive decay by the following equation:

Ccorr = Cmeasexp(0.693t/t1/2), (120) 

where

C is the measured activity of the tracer (Bq),
t is the time since the tracer was at full initial activity, and
t1/2 is the half-life of the radioactive nuclide being used as tracer. 

The half-lives of 131I and 125I are 8.04 and 60.1 days, respectively.

(b) Also correct by multiplying by 

1/(sample volume)(measurement efficiency),

which results in concentration and activity values in units of Bq/L and Bq/
m3, respectively.
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(c) It should be noted that, following these steps, radioactive tracer data are
fully comparable to mass, and one may simply interchange kg and Bq.
The return data are then compared with the initial activity (0.5–2 Ci, 1 Ci
= 37 × 109 Bq), just as conventional tracer test data are compared with the
mass of tracer injected (kg).

When analysing tracer test data, it should be kept in mind that some of
the tracers recovered through the production wells are injected back into the
reservoir. If this amount is significant it will interfere with data interpretation
and must be corrected for. This is seldom the case; however, Bjornsson et al.
[103] have presented a method for making such a correction. The program
TRCORRC in the ICEBOX package may be used for this purpose. In addition,
the program TRCORRQ may be used to correct for small variations in
production and/or injection rates. 

The first step in analysing tracer test data involves estimating the mass
(activity) of tracer recovered throughout a test. This is done on the basis of the
following equation:

(121)

where

mi(t) indicates the cumulative mass recovered in production well number i
(kg), as a function of time,

Ci indicates the tracer concentration in well i (kg/L or kg/kg), and
Qi is the production rate of well i (L/s or kg/s, respectively).

The program TRMASS in the ICEBOX package may be used for this
purpose. An example of such mass recovery calculations is presented in
Fig. 159. 

A simple one dimensional flow channel tracer transport model has turned
out to be quite successful in simulating return data from tracer tests in
geothermal systems [104]. This model assumes that the flow between injection
and production wells may be approximated by one dimensional flows in flow
channels, as shown in Fig. 160. These flow channels may in fact be parts of near
vertical fracture zones or parts of horizontal interbeds or layers. These channels
may be envisioned as being delineated by the boundaries of these structures, on
the one hand, and flow field streamlines, on the other. In other cases these
channels may consist of larger volumes involved in the flow between wells. In
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some cases more than one channel may be assumed to connect an injection and
a production well — for example, connecting different feed zones in the wells
involved.

In the case of one dimensional flow, Eq. (118) simplifies to:

(122)
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FIG. 159.  Example of the results of tracer mass recovery calculations from the Laugaland
geothermal field in northern Iceland, a tracer test during which 10 kg of sodium fluores-
cein were injected. The cumulative tracer recovery is shown in three production wells as a
function of cumulative production from each well during a two year period from late 1997
through most of 1999.
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where

D is the dispersion coefficient (m2/s),
C is the tracer concentration in the flow channel (kg/m3),
x is the distance along the flow channel (m), 
u is the average fluid velocity in the channel (m/s) given by u = q/rAf, with

q the injection rate (kg/s), 
r is the water density (kg/m3),
A is the average cross-sectional area of the flow channel (m2), and 
f  is the flow channel porosity.

Molecular diffusion may be neglected such that D = aLu with aL the
longitudinal dispersivity of the channel (m). Assuming instantaneous injection
of a mass M (kg) of tracer at time t = 0 the solution is given by:

(123)

Here c(t) is actually the tracer concentration in the production well fluid,
Q the production rate (kg/s) and x the distance between the wells involved.
Conservation of the tracer according to  c × Q = C × q has been assumed. This
equation is the basis for the method of tracer test analysis and interpretation
presented here, which involves simulating tracer return data with Eq. (123).
Such a simulation yields information on the flow channel cross-sectional area,
actually on Af and the dispersivity aL as well as the mass of tracer recovered
through the channel. This mass should of course be equal to, or less than, the
mass of tracer injected. In the case of two flow channels or more, the analysis
yields estimates of these parameters for each channel. It should be pointed out
that through the estimate for Af the flow channel pore space volume, Axf, has
in fact been estimated.

The tracer interpretation software TRINV, included in the ICEBOX
software package, is used for this simulation or interpretation. It is an
interactive DOS mode program which automatically simulates the data
through inversion. The user defines a model with one or more flow channels
and makes a first guess for the model parameters. TRINV, consequently, uses
non-linear least squares fitting to simulate the data and obtain the model
properties, i.e. the flow channel volumes Axf and dispersivity aL. The software
may also be used to plot the results. Section 6.2.6 presents some examples of
the utilization of TRINV, from geothermal fields in El Salvador and Iceland. 
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6.2.4.4. Discussion

It should be noted that the method of analysis presented above should
not be regarded as yielding unique solutions, even though it often results in
solutions that are considered to be the most likely ones. Numerous other
models have been developed to simulate the transport of contaminants in
groundwater systems, and in relation to underground disposal or storage of
nuclear waste. Many of these models are in fact applicable in the interpretation
of tracer tests in geothermal systems. It is often possible to simulate a given
data set by more than one model; therefore, a specific model may not be
uniquely validated. The transport of dissolved solids through fractured rocks
and the analysis of tracer tests conducted in fractured geothermal systems, for
example, are discussed in several publications [105–109].

In addition to the distance between wells and the volume of flow paths,
mechanical dispersion is the only factor assumed to control the tracer return
curves in the interpretation presented above. Retardation of the tracers by
diffusion into the rock matrix is neglected [110]. Through this effect, the
chemical used as a tracer diffuses into the rock matrix when the tracer concen-
tration in the flow path is high. As the concentration in the flow path decreases,
the concentration gradient eventually reverses, causing diffusion from the rock
matrix back into the fracture. This will, of course, affect the shapes of the tracer
return curves obtained. In particular, it may cause the flow — through the
channels discussed above — to be underestimated. Robinson and Tester [107],
on the one hand, postulate that matrix diffusion should be negligible in
fractured rock. Grisak and Pickens [108], on the other hand, point out that it
may be significant when the fracture apertures are small, flow velocities are low
and rock porosity is high.

6.2.5. Cooling predictions

6.2.5.1. Model presentation

The ultimate goal of tracer testing is to predict thermal breakthrough and
temperature decline during long term injection, as already stated. These
changes are dependent on the properties of the flow channel, but they are not
uniquely determined by the flow path volume. This cooling mainly depends on
the surface area and the porosity of the flow channel. Therefore, some
additional information on the flow path properties and geometry is needed,
preferably based on geological or geophysical information. Predictions may
also be calculated for different assumptions as discussed below. 
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The model presented in Fig. 161 is used to calculate the temperature
changes along the flow channel and hence the production well cooling
predictions. It simulates a flow channel along a fracture zone, an interbed or a
permeable layer. In the model, b indicates either the width of the fracture zone
or the thickness of the interbed or layer, whereas h indicates the height of the
flow channel inside the fracture zone or its width along the interbed or layer.
The flow channel cross-sectional area is then given by A = hb. To estimate h
and b on the basis of the main outcome of the tracer test interpretation, Af, an
assumption must be made about the average flow path porosity, which is often
known approximately, and the ratio between h and b. 

The theoretical response of this model is derived through a formulation in
which a coupling is considered between the heat advected along the flow
channel and the heat conducted from the reservoir rock to the fluid in the
channel. Solutions to similar problems have been presented by Carslaw and
Jaeger [110] and by Bodvarsson [111]. The analytical solution for the
temperature of the production well fluid is:

, (124)

with T(t) the production fluid temperature, T0 the undisturbed reservoir
temperature, Ti the injection temperature, q and Q the rates of injection and
production, respectively, erf the error function, k the thermal conductivity of
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FIG. 161.  Model of a flow channel along a fracture zone, a horizontal interbed or a
permeable layer. The model is used to calculate the heating of injected water flowing along
the channel and the eventual cooling of a production well connected to the channel. 
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the reservoir rock, k its thermal diffusivity, x the distance between injection and
production wells, and

(125)

with

(126)

the volumetric heat capacity of the material in the flow channel. Here r and c
are density and heat capacity, respectively, with the indices w and r standing for
water and rock. 

The TRCOOL program can be used for these calculations or predictions.
It calculates the temperature at time points given by the user on the basis of
information on the flow channel dimensions and the properties provided.
When more than one flow channel is used to interpret the data, the cooling due
to each channel must be calculated separately and then the various contribu-
tions added up. Examples of predictions calculated by TRCOOL, on the basis
of tracer test interpretation, are presented in Section 6.2.6. 

To deal with the uncertainty in calculating cooling predictions on the
basis of tracer test data alone, the predictions may be calculated for different
assumptions about the flow channel dimensions and properties. It is
recommended that this be at least done for two extremes: firstly a high porosity,
small surface area, pipe-like flow channel that can be looked upon as the most
pessimistic scenario, resulting in rapid cooling predictions; secondly a lower
porosity, large surface area flow channel, such as a thin fracture zone or thin
horizontal layer, which can be looked upon as the most optimistic scenario,
resulting in slow cooling predictions. Practical examples of such different
cooling model calculations are presented in Section 6.2.6.

6.2.5.2. Discussion

A simple and efficient method of tracer test analysis and interpretation
has been presented which is based on the assumption of specific flow channels
connecting injection and production wells in geothermal systems. It has been
used successfully in a number of geothermal fields worldwide. Computer
software, named TRINV, which is based on this method, uses an automatic
inversion technique to simulate tracer return data. It is part of the ICEBOX
software package [100]. The results of the interpretation are consequently used
for predicting thermal breakthrough and temperature decline during long term
injection in geothermal systems.
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It is important to keep in mind, however, that while tracer tests provide
information on the volume of flow paths connecting injection and production
wells, thermal decline is determined by the surface area involved in heat
transfer from reservoir rock to the flow paths, which most often are fractures.
To deal with the resulting uncertainty, geological information must be taken
into account and predictions may be calculated for different assumptions about
the flow channel dimensions and properties. It is recommended that this be at
least done for two extreme cases, one resulting in conservative predictions and
the other in optimistic predictions.

To summarize, the main steps in tracer test interpretation using the
ICEBOX software package are the following:

(1) Write raw data into data file (ASCII): date, time, concentration;
(2) Subtract background;
(3) Correct for radioactive decay, sample volume and measurement

efficiency;
(4) Correct for injection of tracer, if needed (TRCORRC);
(5) Change date and time to seconds (DATE2SEC);
(6) Calculate tracer recovery (TRMASS);
(7) Interpret data with TRINV and obtain information on flow channel

volume Axf and dispersivity aL;
(8) Predict production well cooling (TRCOOL).

It is also important to keep in mind that the results of the method of
analysis presented here should not be considered unique solutions. Other
models should be considered in many cases, for example models incorporating
retention mechanisms such as matrix diffusion. The highly complex flow
mechanism within the bedrock in many areas requires more detailed analysis
and interpretation than is possible through the methods presented here. 

6.2.6. Case studies

6.2.6.1. Groundwater intrusion studies

Well WK107 at Wairakei in New Zealand was permanently quenched by
groundwater intrusion. Before the well was repaired, the fate of the inflow was
studied by injecting 131I– tracer below the inflow using the modified Kleyn
sampler and monitoring the tracer levels at adjacent wells. Within hours a high
concentration of tracer was observed in production wells WK24 and WK48,
proving that cool water was contaminating the field. Over the following days
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much lower concentrations were observed at other wells in the same general
area. These results are shown in Figs 162 and 163.

The data are smoothed using procedures described in Ref. [91]. This study
and later tracer injections in two other wells with downflows showed that the
groundwater inflows were predominantly along faults, as shown in Fig. 164. The
results suggested that cool dense inflowing water sank to the base of the field,
where the Waiora and Wairakei faults cross at a depth of about 1100 m. The
intruding water was then first produced at WK48 and WK24, which intercept
the Waiora and Wairakei faults, respectively, at about 750 m and later, after
considerable further dilution, at the remaining wells which are drilled to about
600 m depths.

More recently, contamination by groundwater has been studied at
Mahanagdong in the Philippines [112]. A tracer (15.6 GBq of 125I as 125I–) was
injected into well MG-4DA, following which sixteen wells were monitored for
nine months. Major responses occurred in MG-29D (11% return) and MG-27D
(13%), while tracer was also measured in MG-28D, MG-30D, MG-31D and
MG-26D. Since an estimate of the groundwater inflow was available, it was
possible to calculate that approximately 8% of the flow from MG-29D was
from that source.

Plots of the major returns are shown in Fig. 165. The liquid scintillation
counter used for this study was not equipped with quench correction and this,
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together with some instrumental difficulties, accounts for some of the variation
from smooth curves, in particular the negative measured activities. The latter
occurred in several wells towards the end of the test and may also be due to
changing background levels being amplified by the decay correction.

The geology of the injection well and four of the wells in which tracer was
detected is shown in Fig. 166. The results were consistent with movement of
tracer along the Mamban fault to its intersection with the North Mamban fault
and subsequently along the North Mamban fault and then the Ewex fault.
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6.2.6.2. Injection studies

An injection of 125I– (15 GBq) was made into well PGM-22 of the
Miravalles geothermal field in Costa Rica. A low concentration tracer response
(Fig. 167) was observed in well PGM-42 starting after 15 days, and extending
for 67 days when the test was terminated due to a power station shutdown. No
other wells showed any response. The peak of the decay corrected concen-
tration occurred at about 50 days after injection. Approximately 0.2% of the
tracer had been recovered at that stage, leading to the conclusion that the
connection between the two wells was weak.

At the Berlin field in El Salvador a tracer (73 GBq of 131I–) was injected
into well TR-12A, one of four reinjection wells located in the production zone.
The four wells showed tracer returns totalling 14.2% of the injected tracer. The
activities measured in TR-4C (the well with the greatest response) are shown in
Fig. 168 and the normalized concentrations calculated from those data are
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shown in Fig. 169. The data from TR-4C were used as input to tracer modelling
programs to estimate field parameters such as fracture cross-section and
dispersivity, and to predict negligible cooling of the well for at least two years.

An injection test [87] involving the use of a gas phase tracer was one of
the early applications of geothermal tracing. The Geysers field in California is a
vapour phase field in which condensed steam is reinjected. Tritiated water
(740 GBq) was injected with the condensate into well SB-1 and nearby
production wells. The first response was measured after seven days. Monitoring
continued for a period of over two years, at which point the tracer concentra-
tions had dropped to below the detection limit in all the wells monitored.
Tracer was observed in 20 wells and the total amount returned was 18%. This
achieved two of the test objectives, of determining if any of the injected water
vaporized and of quantifying the amount which reached the production wells.
A third objective of determining regional flow patterns was partly achieved.
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6.2.6.3. Interwell connections

Some tracer tests have thrown light on the question of the origin of water
in the production field. For example, one of the early 125I– tests at Wairakei
involved an injection into WK218, a non-producing well to the south of the
main field. Tracer was pumped in from the surface through equipment of the
type shown in Fig. 151. As illustrated in Fig. 170, tracer returns were followed
over a long period during which it is estimated that more than 50% of the tracer
was recovered. Initially tracer was found in wells near the north end of the
main production area (such as WK55, WK66 and WK67) and only several days
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later was it detected in wells further south (such as WK88) nearer the injection
well. This was interpreted as flow along the Waiora fault into the field in the
region near WK55, followed by subsequent mixing in the local production area.

6.2.6.4. Cooling predictions for geothermal injection

Geothermal injection started in Ahuachapan (El Salvador) in 1969, The
Geysers (California) in 1970 and Larderello (Italy) in 1974. It is now an integral
part of the operation of at least 40 geothermal fields in 17 countries. Without
injection the mass extraction, and hence electricity production, would only be a
small part of what it is now in many of these fields. 

The water injected into geothermal reservoirs includes wastewater and
condenser water from power plants, return water from direct use (space
heating, etc.), groundwater and surface water or even sewage water. Some
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FIG. 168.  Tracer production curve from well TR-4C, Berlin geothermal field, El
Salvador. Injection date, 16/5/2000; percentage recovery, 9.44; Q = 2.83 kg/s; Tres = 285°C;
WHP = 10.98 bar; arrival time, 1 day; Tinj = 180°C; Qinj = 30 kg/s; 131I activity, 1.96 Ci.
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operational problems are associated with injection, such as an increase in
investment and operation costs, cooling of production wells and scaling in
surface equipment and injection wells [102]. Injection into sandstone reservoirs
has, furthermore, turned out to be problematic.

The possible cooling of production wells, or thermal breakthrough, has
discouraged the use of injection in some geothermal operations, although
actual thermal breakthroughs caused by cold water injection have been
observed in relatively few geothermal fields. In cases where the spacing
between injection and production wells is small, and direct flow paths between
the two wells exist, the fear of thermal breakthrough has been justified. Actual
cooling, attributable to injection, has been observed in Ahuachapan (El
Salvador), Palinpinon (Philippines) and Svartsengi (Iceland) [103]. The
temperature of well AH-5 in Ahuachapan declined by about 30ºC due to an
injection well located only 150 m away, while the temperature of well SG-6 in
Svartsengi declined by about 8ºC during four years of injection. The
temperature decline of well PN-26 in Palinpinon was reviewed by Malate and
O’Sullivan [113], where the thermal breakthrough occurred about 18 months
after injection started. Subsequently, the temperature declined rapidly,
dropping by about 50ºC in four years.

Cooling due to injection is minimized by locating injection wells far away
from production wells, while the benefit from injection is maximized by
locating injection wells close to production wells. A proper balance between
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these two conflicting requirements must be found. Therefore careful testing
and research are essential parts of injection planning. Tracer testing, which is
used to study flow paths and quantify fluid flow in hydrological systems, is
probably the most important tool for this purpose.

Two case histories involving tracer test interpretation along the lines
outlined above and consequent cooling predictions are presented below as field
examples. These are from the Ahuachapan high temperature geothermal field
in El Salvador and the Laugaland low temperature field in northern Iceland.
The former example involved utilization of a radioactive tracer, while sodium
fluorescein was utilized in the latter. It should be emphasized that the interpre-
tation methods are independent of the tracer used, as already mentioned. In
the case of Ahuachapan, emphasis was placed on evaluating the uncertainty in
cooling prediction arising from the fact that the interpretation of tracer tests
only yields information on flow path volumes. The data analysis was more
elaborate in the Laugaland case since the data were much more detailed. In the
Laugaland case the increase in energy production enabled through long term
injection was, furthermore, estimated. This is important for management
purposes and provides the basis for analysis of the economics of future
injection at Laugaland. The Laugaland case has been described in detail by
Axelsson et al. [114, 115].

(a) The tracer test at Ahuachapan, El Salvador

The Ahuachapan geothermal field in El Salvador has been utilized for
electricity production for more than three decades [116]. Ahuachapan was the
first geothermal field where injection was attempted, as mentioned above, yet
injection was discontinued in the field in the early 1980s. Injection inside the
geothermal field is now being reconsidered to counteract a substantial pressure
drawdown and increase the production potential of the field. Therefore, an
injection and tracer test was conducted in the field in September and October
2001. The test involved injection of about 100 kg/s of separated water from
nearby production well separators into well AH-33A.

For the associated tracer test the radioactive tracer 131I was injected into
the well on 27 September 2001. The initial activity of the tracer was 6.5 ×
1010 Bq. The recovery of the tracer was monitored in several nearby wells for a
few weeks. Some recovery (~2% in two weeks) was noted in a few wells,
namely wells AH-4bis, AH-19 and AH-22. These wells are all along the so-
called Buenavista Fault, which is believed to play a major role in the hydrology
of the Ahuachapan system. No recovery was noted in any other wells, except
for a minor recovery in well AH-20. 
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The data for the first two weeks from wells AH-4bis, AH-19 and AH-22
are presented in Figs 171–173, respectively. After two weeks the activity of 131I
had decreased to about 25% of the initial activity. The data were prepared and
corrected as described above, and consequently simulated through using the
tracer interpretation software TRINV. The simulated recovery is also
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FIG. 171.  Observed (boxes) and simulated (solid line) tracer recovery from well AH-4bis
at Ahuachapan, El Salvador.
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FIG. 172.  Observed (boxes) and simulated (solid line) tracer recovery from well AH-19
at Ahuachapan, El Salvador.
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presented in Figs 174–176. It should be noted that relatively few samples were
collected. The initial sampling frequency, in particular, was not sufficiently
high. Two samples per day during the first few days would have been more
adequate. Therefore, the data analysis and interpretation presented here can be
considered to be neither very accurate nor very detailed.

The principal results of the interpretation, along with basic information
on the wells involved, are presented in Table 27. Only one flow channel was
required for the simulation for each well pair; more detailed analysis was not
warranted by the data. The main results are the flow channel volume (actually
pore space volume as discussed previously) and flow ratio. The dispersivity
values also appear reasonable. Small volumes and dispersivities indicate that
well AH-33A is rather directly connected to wells AH-4bis, AH-19 and AH-22.
Flow velocities are rather high, up to 60 m/d. However, a small fraction of the
injected water is recovered through each of these wells, and thus the predicted
temperature declines are not very great. Well AH-19 appears to be not as
directly connected as the other two wells (perhaps it is further away from the
Buenavista Fault).

The results in Table 27 were subsequently used to calculate cooling
predictions for the three production wells. The cooling of the production wells
is not uniquely determined by the flow path volume, it also depends on the
surface area and porosity of the flow channels involved, as discussed before. A
large flow channel surface area leads to slow cooling and vice versa. To study

Time (d)

N
or

m
al

iz
ed

 C
on

ce
nt

ra
tio

n

FIG. 173.  Observed (boxes) and simulated (solid line) tracer recovery from well AH-22 at
Ahuachapan, El Salvador.
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the uncertainty arising because of this, cooling predictions for wells AH-4bis,
AH-19 and AH-22, during long term injection, were calculated for three
different assumptions/models. The TRCOOL software was used for this
purpose. The following models were considered:

(a) A high porosity, small surface area, pipe-like flow channel. This can be
looked upon as the most pessimistic case, resulting in predictions of rapid
cooling.

(b) A low porosity, large volume flow channel. This model simulates
dispersion throughout a large volume or fracture network.

(c) A high porosity, large surface area flow channel, such as a thin fracture
zone or thin horizontal layer. This is the most optimistic case, resulting in
predictions of slow cooling.

Detailed information on the models is presented below, where x indicates
the distance between wells, b the width or thickness of the flow channel, H its
height or extent, and f its porosity:

Case (a): AH-4bis, x = 800 m, b = 3.1 m, H = 12.5 m, f  = 20%;
AH-19, x = 300 m, b = 4.7 m, H = 18.8 m, f  = 20%;
AH-22, x = 600 m, b = 3.0 m, H = 11.8 m, f  = 20%.

Case (b): AH-4bis, x = 800 m, b = 14.0 m, H = 56 m, f  = 1%;

TABLE 27.  MODEL PARAMETERS USED TO SIMULATE 131I
RECOVERY FROM PRODUCTION WELLS AH-4BIS, AH-19 AND AH-22
FOR INJECTION INTO WELL AH-33A 
(injection rate 100 kg/s)

Well
Distancea,

x (m)

Water 
flow rate 

(kg/s)

Steam 
flow rate 

(kg/s)

Flow channel 
volumeb, 
xAf (m3)

Dispersivity,
aL (m)

Flow ratioc 
(%)

AH-4bis 800 64 31 6300 240 4.9

AH-19 300 40 7 5300 40 4.0

AH-22 600 20 7 4200 150 3.9

a Included in this table is information on distances between wells and water/steam flow
rates.

b The flow channel volume is the pore space volume (volume × porosity) in the flow
channel.

c The flow ratio is the fraction of injected water recovered through each well.
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AH-19, x = 300 m, b = 21.0 m, H = 84 m, f = 1%;
AH-22, x = 600 m, b = 13.2 m, H = 53 m, f = 1%.

Case (c): AH-4bis, x = 800 m, b = 0.3 m, H = 130 m, f  = 20%;
AH-19, x = 300 m, b = 0.5 m, H = 176 m, f = 20%;
AH-22, x = 600 m, b = 0.3 m, H = 117 m, f = 20%.

The results of the cooling predictions are presented in Figs 174–176.
The most pessimistic prediction model is considered very unlikely on

geological grounds, but the results show that some cooling is predicted for wells
AH-4bis, AH-19 and AH-22 as a result of long term injection into AH-33A.
The greatest cooling is predicted for well AH-22, of 4–10°C, over ten years.
This will cause some decline in the steam flow rate for the well (roughly
estimated to be in the range 10–25%). However, injection inside the
Ahuachapan production field will be beneficial because of pressure recovery,
but it must be adequately planned and managed.

(b) The tracer test at Laugaland, northern Iceland

The Laugaland geothermal field has been utilized for space heating in the
town of Akureyri in central northern Iceland since the late 1970s. The field is
characterized by a principal fracture zone surrounded by low permeability
rocks, limited recharge and great pressure drawdown. Therefore, injection has
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FIG. 174.  Cooling predictions calculated for wells AH-4bis, AH-19 and AH-22 at
Ahuachapan, during injection into well AH-33A, for a small surface area flow channel,
the most pessimistic scenario.
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been considered a possible method of increasing the production potential of
the field for a long time. Injection at Laugaland was initiated in September
1997 and has been continuous since then. The first two years were devoted to
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FIG. 175.  Cooling predictions calculated for wells AH-4bis, AH-19 and AH-22 at
Ahuachapan, during injection into well AH-33A, for a large volume flow channel
scenario.
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FIG. 176.  Cooling predictions calculated for wells AH-4bis, AH-19 and AH-22 at
Ahuachapan, during injection into well AH-33A, for a large surface area flow channel,
the most optimistic scenario.
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quite intensive research into the feasibility of long term injection. This included
extensive tracer testing. A total of more than 1400 tracer samples were
collected and analysed from production wells at Laugaland and in nearby
areas, in conjunction with the tracer tests.

Three tracer tests were carried out between wells at Laugaland during the
two year research period. The purpose of these tests was to study the
connections between injection and production wells in order to enable
predictions of the possible decline in production temperature due to long term
injection. The tests were conducted under different conditions, i.e. for different
injection rates and for different wells in use, both injection and production
wells. Two tracers were used, sodium fluorescein and potassium iodide. Here,
the results of the first fluorescein test will be reviewed.

The tracer return data collected at Laugaland indicate that the injected
water travels throughout the bedrock in the area by two modes:

(1) Firstly through direct, small volume flow paths, such as channels along
fractures or interbeds. These flow channels may even be looked upon as
pipes containing porous material.

(2) Secondly by dispersion and mixing throughout a large part of the volume
of the geothermal reservoir.

The Laugaland tracer test analysis was aimed at determining the volumes
involved in mode (a) transport, while mode (b) transport was not expected to
pose any danger of premature thermal breakthrough. As an example, Fig. 177
shows tracer test data for the well pair LJ-08 and LN-12 from September to
November 1997, simulated by the software TRINV. Three separate flow
channels were used in the simulation, which are assumed to connect the
different feed zones of the injection and production wells. The properties of the
channels are presented in Table 28.

The results in Table 28 indicate that only about 6% of the injected water
travels through these channels from the injection well to the production well.
Most of the injected water, therefore, appears to disperse and diffuse
throughout the reservoir volume (transport mode (b)). The volumes of the
channels also appear to be quite small. If one assumes an average porosity of
7% [107], the sum of the volumes of the three channels equals only 20 000 m3.
The results in Table 28 are the principal results of the analysis of the
Laugaland tracer test data and form the basis for the cooling predictions
presented later. 

The observed fluorescein recovery in well TN-4 in the Ytri-Tjarnir field,
which is a separate geothermal field located about 2 km north of Laugaland,
was also analysed on the basis of the flow channel model (Fig. 178). Only a
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single flow channel was required. The fluorescein background, which appears
to be of the order of 50 ng/L, was subtracted from the data prior to the analysis.
This background may be the remnants of an older tracer test. The results of the
analysis yield a mean flow velocity of u = 3.5 ¥ 10–5 m/s, which equals about

TABLE 28.  MODEL PARAMETERS USED TO SIMULATE FLUORES-
CEIN RECOVERY FOR THE WELL PAIR LJ-08 AND LN-12 AT
LAUGALAND

Channel length, 
x (m)

u
(m/s)

Af

(m2)
aL

(m)
Mi/M

(kg/kg)

300 7.3 ¥ 104 0.098 61 0.0087

500 4.8 ¥ 104 0.53 264 0.0304

1000 1.7 ¥ 104 1.08 62 0.0229

Total 0.0620

Note: The parameter u denotes the mean flow velocity, A the cross-sectional area, f the
porosity and aL the longitudinal dispersivity of the flow channel. The variable Mi denotes
the calculated mass recovery of tracer through the corresponding channel i, until infinite
time, while M denotes the total mass of tracer injected.

Measured data
Simulated data
Separate channels

October 1997 November 1997

Fl
uo

re
sc

ei
n 

(p
pb

)

FIG. 177.  Observed and simulated fluorescein recovery in well LN-12 at Laugaland
during the first tracer test, involving injection into well LJ-08 and production from well
LN-12.



268

90 m/month, a flow channel cross-sectional area of A = 360 m2 (assuming a
porosity of f  = 7%) and a dispersivity of aL = 97 m. In addition the calculated
relative mass recovery of the fluorescein through this flow channel, until
infinite time, Mi/M, equals 7.2%. 

This is quite an interesting result. Firstly, because it confirms a direct
connection between Laugaland and Ytri-Tjarnir, which previously had been
ruled out. Secondly, because it provides some quantitative information on this
connection. The connection appears to be direct because of relatively low
dispersivity (compared with the 1800 m distance between the fields) and small
flow channel volume. On the one hand, if the flow channel is assumed to be
along an interbed or a fracture zone of a few metres thickness, then its average
width, or height, is of the order of 100 m. On the other hand, if the flow channel
is more like a pipe, then its diameter would be of the order of only 20 m. 

The purpose of the tracer tests at Laugaland was to try to quantify the
danger of premature thermal breakthrough and rapid cooling of production
wells at Laugaland during injection. The results of the interpretation of the
tracer return data were, therefore, used to predict the temperature decline of
the production wells, during long term injection into well LJ-08, for a few
different injection scenarios. These are cases of 10, 15 and 20 L/s average yearly
injections. Some short term variations in injection rate are, of course, expected
but are discounted in the calculations. According to the estimated long term
benefit from injection, these cases should result in increases in the potential
production from the field of about 7, 10 and 13 L/s, respectively. Only cooling
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FIG. 178.  Observed and simulated fluorescein recovery in well TN-04 at Ytri-Tjarnir,
1.8 km north of Laugaland.
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by transport mode (a) is considered at this stage, and the software used in
calculating the predictions is TRCOOL. These calculations are based on the
same flow channel model as the tracer test analysis and the results in Table 28.

The cooling of the water travelling through the flow channels, or more
correctly the heating of this water, depends on the surface area of the channels
rather than their volume, as already discussed. Therefore, some assumptions
must be made about the geometry of the channels. Here, the geometry that
results in the most conservative predictions was selected, i.e. the geometry with
the smallest surface area for a given flow path volume. This is the case where
the width and height of the flow channel are equal. Figure 179 presents the
results of the calculations for well LN-12, assuming an average production of
40 L/s for the well. 

These predictions indicate that the temperature of the water pumped
from well LN-12 will decline between 1 and 2ºC in 30 years, depending on the
rate of injection. It is likely that an average injection rate of 15 L/s can be
maintained, which will cause a temperature decline of only 1.5ºC for well
LN-12. 

Since the cooling predictions indicated that some cooling would take
place already during the first two years of injection, the possibility arose to
compare predicted and observed cooling directly. Unfortunately, some
measurement discrepancies and other variations mask possible minor changes
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FIG. 179.  Estimated decline in the temperature of well LN-12 for three cases of average
long term injection into well LJ-08, due to flow through the three channels simulated in
Fig. 177.
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in the temperature of the production wells at Laugaland due to the injection.
However, it can be stated that two years of injection at Laugaland did not cause
a temperature decline greater than about 0.5∞C. This is, in fact, less than the
predicted temperature decline for well LN-12 presented in Fig. 179 (0.7°C in
two years). 

To estimate the increase in energy production enabled through long term
injection into well LJ-08, the possible increase in mass extraction estimated and
the predicted temperature changes are simply combined. The final result is
presented in Fig. 180, which shows the estimated cumulative additional energy
production for well LN-12 during the whole 30 year period being considered. It
is considered likely that an average long term injection rate of about 15 L/s can
be maintained at Laugaland. The maximum rate will be 21 L/s during the
wintertime, when the return water supply is sufficient. During the summertime,
the injection rate may, however, decrease to 10 L/s. Therefore, the above results
indicate that future injection will enable an increase in energy production
amounting to roughly 2 GW(th)·h/month or 24 GW(th)·h/a. This may be
compared with the average yearly energy production from Laugaland during
the last ten years, which has amounted to about 100 GW(th)·h/a. For this
injection/production scenario the cumulative energy production, during the
30 year period considered, could reach more than 700 GW(th)·h. These results
provide the basis for an analysis of the economics of future water injection at
Laugaland. 
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FIG. 180.  Estimated cumulative increase in energy production for 30 years of injection
into well LJ-08 calculated for three cases of average injection and assuming production
from well LN-12.
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