	Please insert LOGO


	INSERT ORGANIZATION NAME

INSERT LABORATORY ACRONYM, INSERT UNIT OR DEPARTMENT ACRONYM
QUALITY ASSURANCE SYSTEM

Operational Procedure


	

	Document Code (Number):
	INSERT LABORATORY ACRONYM.OP.008

	First valid effective date and revision number:
	Insert first effective date and revision number as
YYYY-MM-DD   /   Rev. Nr.

	Previous revision effective date and revision number
	Insert first previous date and revision number as
YYYY-MM-DD   /   Rev. Nr.

	This revision effective date and revision number
	Insert this date and effective revision number as
YYYY-MM-DD   /   Rev. Nr.

	Status:
	select ACTIVE / DRAFT

	Title:
      

	 METHOD VALIDATION IN THE DETERMINATION OF ELEMENTAL MASS FRACTIONS BY EDXRF

	Prepared by:
	
	

	
	(E.g. Laboratory Quality Manager)
	(Title)

	
	Please specify date as YYYY-MM-DD
	(Date)

	
	
	

	
	
	(Signature)

	
	
	(Title)

	
	
	(Date)

	
	
	

	Through:
	
	(Signature)

	
	(E.g. Institution Quality Systems Manager)
	(Title)

	
	Please specify date as YYYY-MM-DD
	(Date)

	
	
	

	Approved by:
	
	(Signature)

	
	(E.g. Institution Quality Systems Manager)
	(Title)

	
	Please specify date as YYYY-MM-DD
	(Date)

	
	
	


	1. Title:
	METHOD VALIDATION IN THE DETERMINATION OF ELEMENTAL MASS FRACTIONS BY EDXRF

	2. Purpose:
	The purpose of this procedure is:

· to assure that test methods used for element mass fraction determination by EDXRF are properly validated before being applied;

· to provide documented evidence that the selected method fulfils the requirements set for a specific analysis. 



	3. Scope:
	This procedure applies to the INSERT LABORATORY ACRONYM involved in element mass fraction determination using EDXRF. This procedure sets up general requirements for method validation in this analytical assay. Due to a large variety of techniques applied to element mass fractions determination by EDXRF, there might be a need for specific instructions for method validation. 

 

	4. Definitions:
	validation:  Conformation by examination and provision of objective evidence that the particular requirements for a specified intended use are fulfilled. (ISO 8402:1994)

method validation:  1. The process of establishing the performance characteristics and limitation of a method and the identification of the influences which may change these characteristics and to what extent. Which analytes can it determine in which matrices in the presence of which interferences?  Within these conditions what levels of precision and trueness can be achieved?

2.  The process of verifying that a method is fit for purpose, i.e. for use of solving a particular analytical problem. (EURACHEM Guide 1998)



	5. References: 


	1.
EURACHEM Guide, The Fitness for Purpose of Analytical Methods - A Laboratory Guide to Method Validation and Related Topics, 1st edition, 1998.

2.         Validation of Analytical Methods: Review and Strategy. L.Huber. LC/GC International. February 1998, 96-105

3.         International Organization for Standardization (ISO), ISO Guide 11929-7: Determination of the Detection Limit and Decision Threshold for Ionising Radiation Measurements, ISO, Geneva, Switzerland, 2005.

4.         Shakhashiro, A., Fajgelj, A., Sansone, U., 2007. Comparison  of different approaches to evaluate proficiency test data. In: Fajgelj, A., Belli, M.,  Sansone, U. (Eds.), Combining and Reporting Analytical Results. RSC Publishing, Cambridge.



	6. Responsibilities:
	It is the responsibility of the INSERT LABORATORY ACRONYM Nuclear Instrumentation Specialist to:

· prepare method validation plan, including method validation criteria;

· to validate the method;

· to provide and keep documented evidence on method validation.

It is the responsibility of the Head of INSERT LABORATORY ACRONYM to:

· approve method validation plans;

· approve eventual deviations from the original method validation plan;

· approve acceptance of  test methods for routine use.

Every staff member newly recruited (assigned) to a specific method will carry out partial method validation (method performance check).  This will be done regardless of what existing performance data might be already available for that method.  



	7. Prerequisite:
	Before performing method validation, analyst shall be familiar with the EURACHEM Guide, The Fitness for Purpose of Analytical Methods - A Laboratory Guide to Method Validation and Related Topics, 1st edition, 1998 (contact INSERT LABORATORY ACRONYM QA Supervisor for your personal copy) or similar guidance document.



	8. Precautions:
	Method validation is a very expensive and time-consuming activity and should not be started without clearly defined reason and aim.



	9. Procedure:
	

	9.1.  Introduction
	Method validation is the process to confirm that the analytical procedure employed for a specific test is suitable for its intended use. Methods need to be validated or revalidated: 

•  before their introduction into routine use, 

• whenever the conditions change for which the method has been validated, e.g., instrument with different characteristics, 

• whenever the method is changed, and the change is outside the original scope of the method.

The process of analytical method’s validation should demonstrate that the method is fit for its purpose. The validation should follow a plan that includes the scope of the method, the method performance characteristics and acceptance limits. Parameters usually examined in the validation process are limits of detection, trueness, precision, selectivity/specificity, linearity, range, ruggedness and uncertainty quantification.

Method validation is realized by carrying out measurements on appropriate certified reference materials or by comparison with the results of reliable independent methods. This is due to the fact that certified values for the reference materials are of a higher metrological level than individual laboratory results. The reference materials can be either pure or matrix reference materials, in practice matrix reference materials are most commonly used. Factors to be considered in assessing the suitability of the matrix reference material shall be the appropriate matching of the range of elemental mass fraction, matrix and potential interferences, as well as sample size, homogeneity, stability, small uncertainty values and certification procedures.

 Finally, a validation report should be generated with all experimental conditions and the complete statistics.



	9.2 Strategy for

     Validation of 

     Methods 
	The validity of a specific method should be demonstrated in laboratory experiments using samples or standards that are similar to the unknown samples analyzed in the routine. The preparation and execution should follow a validation protocol, preferably written in a step by step instruction format. Possible steps for a complete method validation are :

1. Develop a validation protocol or operating procedure for the validation 

2. Define the application, purpose and scope of the method 

3. Define the performance parameters and acceptance criteria 

4. Define validation experiments 

5. Verify relevant performance characteristics of equipment 

6. Qualify materials, e.g. standards and reagents 

7. Perform pre-validation experiments 

8. Adjust method parameters or/and acceptance criteria if necessary 

9. Perform full internal (and external) validation experiments 

10. Develop SOPs for executing the method in the routine 

11. Define criteria for revalidation 

12. Define type and frequency of system suitability tests and/or analytical internal quality control (IQC) checks for the routine 

13. Document validation experiments and results in the validation report

First the scope of the method and its validation criteria should be defined. These include: 

•  compounds, 

•  matrices,  

•  type of information: qualitative and/or quantitative, 

•  detection limit, 

•  linear range, 

•  precision and trueness 

•  type of equipment and location

The method’s performance characteristics should be based on the intended use of the method. For example, if the method will be used for qualitative trace level analysis, there is no need to test and validate the method’s linearity over the full dynamic range of the equipment. Initial parameters should be chosen according to the analyst’s best judgment. Finally, parameters should be agreed between the laboratory generating the data and the client using the data.

The scope of the method should include the different types of equipment and the locations where the method will be run. For example, if the method is to be run on one specific instrument in one specific laboratory, there is no need to use instruments from other vendors or to include other laboratories in the validation experiments. In this way the experiments can be limited to what is really necessary.

Before an instrument is used to validate a method, its performance should be verified using generic standards. Satisfactory results for a method can only be obtained with well-performing equipment. Special attention should be paid to the equipment characteristics that are critical for the method. For example, if detection limit is critical for a specific method, the instrument’s specification for baseline continuum and, for certain detectors also the response to specified compounds, should be verified. Any material used to determine critical validation parameters, such as reference standards, should be checked for accurate composition and purity.

If there is no or little information on the method’s performance characteristics, it is recommended to prove the methods suitability for its intended use in initial experiments. These studies should include the approximate precision, working range and detection limits. If the preliminary validation data appear to be inappropriate, either the method itself, the equipment, the analysis technique or the acceptance limits should be changed. In this way method development and validation is an iterative process.

During method validation the parameters, acceptance limits and frequency of ongoing system suitability tests or quality control checks should be defined. Criteria should be defined to indicate when the method and system are out of statistical control.  The goal is to optimize these experiments such that with a minimum number of control analyses the method and the complete analytical system will provide long-term results that will meet the objectives defined in the scope of the method.  

A validation report should be prepared that includes: 

•  objective and scope of the method (applicability, type) 

•  type of compounds and matrix 

•  detailed chemicals,  reference standards and control sample preparations 

•  procedures for quality checks of  standards and chemicals used 

•  safety considerations 

•  method parameters 

•  critical parameters indicated from robustness testing 

•  listing of equipment and its functional and performance requirements 

•  detailed conditions on how the experiments were conducted, including sample preparation 

•  statistical procedures  and representative calculations 

•  procedures for internal quality control in the routine 

•  representative plots, e.g. spectra  and calibration curves 

•  method acceptance limits 

•  the expected uncertainty of measurement results 

•  criteria for revalidation 

•  person who developed and initially validated the method 

•  summary and conclusions



	9.4. Parameters for Method Validation. Application to elemental mass fraction determination by EDXRF


	The recommended parameters for method validation are the following:

• Specificity 

•  Selectivity 

•  Precision 

- repeatability 

- intermediate precision 

- reproducibility 

•  Trueness 

•  Bias 

•  Linearity 

•  Range 

•  Limit of detection 

•  Robustness 

•  Ruggedness

· Selectivity/specificity

The term specificity generally refers to a method that produces a response for a single analyte only, the term selectivity refers to a method which provides responses for a number of chemical entities that may or may not be distinguished from each other. If the response is distinguished from all other responses, the method is said to be selective. Since there are very few methods that respond to only one analyte, the term selectivity is usually more appropriate. Selectivity of an analytical method is its ability to measure accurately an analyte in the presence of interference. Selectivity in EDXRF is ensured by using a least-squares spectrum fitting procedure (e.g. AXIL) that estimates net peak areas for mutually interfering peaks and their corresponding uncertainties

· Precision and trueness

The precision of a method is the extent to which the individual test results of a series of standards agree. The measured standard deviation can be subdivided into three categories: repeatability, intermediate precision and reproducibility.

Repeatability is obtained when the analysis is carried out in one laboratory by one operator using the same equipment and sample over a relatively short time span. The standard deviation of n replicate measurements from a single sample, characterizing the spread of results from replicate analysis, constitutes the primary contribution to precision. 

The main sources of such spread are due to counting statistics, and when the method includes x-ray spectrum evaluation and interpretation, the quality of the spectrum fit performed by the analyst.

Intermediate precision is a term evaluated as the long-term variability of the measurement process and is determined by comparing the results of a method run within a single laboratory over a number of weeks. A method’s intermediate precision may reflect discrepancies in results obtained by different operators, from different instruments, with standards from different suppliers.

Reproducibility represents the precision obtained between laboratories. The laboratory shall rely on data from other laboratories operating under a quality management system fulfilling the same type of requirements (e.g. same quality standards). The laboratory can, for example, rely on results gathered in a Proficiency Test exercise, and which are considered as non-outliers.

Precision can be controlled by calculating the absolute differences d= x1-x2 between duplicate analytical results x1 and x2, which are tested against an upper control limit based on an appropriate value of σ0. The value of σ0 shall correspond to the expanded uncertainty value obtained during validation of the analytical method. For the case of runs including a broad range of mass fraction values, the value of σ0 must be established as a functional relationship with mass fraction. A run is considered under control if 95% of the values of the calculated d for duplicate results are less than 
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Another way of controlling the precision of analyses is by using a Range quality control chart (Rmean) as explained in detail in Annex 1 of the operational procedure INSERT LABORATORY ACRONYM.OP.004. The Rmean-quality control chart is used to monitor the results of duplicate analyses. 

Trueness is a measure of closeness of agreement between the arithmetic mean of a large number of test results and the true or accepted reference value. The trueness of the achieved results can be assessed only when the uncertainties of the reference values are comparable to the precision of the method. There are two sources of bias in the results of EDXRF analysis: due to blank interferences and due to inaccuracies in the quantification procedure. The excitation of some elements contained in the construction materials of the spectrometer or the detector can lead to spectral interferences, which are often defined as instrumental background. Such excitation can result from both direct irradiation from the source and from the radiation scattered from the sample, making any proper correction not only a laborious procedure but also generating an additional contribution to the uncertainty of the results and deterioration of the limits of detection. When the interference arises from impurities in the reagents used in a sample preparation procedure, a correction can be made provided the spread in the observed results for sample blank replicates is not significant. The assessment of trueness can be performed by inspecting the results obtained for the control sample(s) in respective Shewhart control charts, which are obtained when the values of the calculated elemental mass fractions from a control material measured in consecutive runs are plotted on a vertical axis against the run number on the horizontal axis. If more than one analysis of a particular control material is made in a run, either the individual values or their mean value x can be used. The chart is completed by horizontal lines derived from the normal distribution N(Xmean,σ2) that is taken to describe the random variations in the plotted values. The selected lines for control purposes are Xmean, Xmean+2σx (warning limits) and Xmean+3σx (control limits). The values of Xmean  and     σx  are calculated in any of the following ways:

· For the case of the analysis of single replicate of control material in m consecutive runs:
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· For the case of the analysis of n replicates of the control material in each consecutive m runs: 
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· Linearity and Range

The linearity of an analytical method is its ability to elicit test results that are directly, or by means of well-defined mathematical transformations, proportional to the concentration of analytes in samples within a given range. The response should be directly or by means of a well defined mathematical calculation proportional to the concentrations of the analytes. A linear regression equation applied to the results should have an intercept not significantly different from zero. If a significant nonzero intercept is obtained, it should be demonstrated that there is no effect on the accuracy of the method.

Frequently the linearity is evaluated graphically in addition or alternatively to mathematical evaluation. The evaluation is made by visual inspection of a plot of signal height or peak area as a function of element mass concentration. Because deviations from linearity are sometimes difficult to detect, additional graphical procedures can be used. One is to plot the deviations from the regression line versus the element mass fraction or versus the logarithm of the element mass fractions, if the element mass concentration range covers several decades. For linear ranges, the deviations should be equally distributed between positive and negative values.

The range of an analytical method is the interval between the upper and lower levels (including these levels) that have been demonstrated to be determined with precision, trueness and linearity using the method as written. The range is normally expressed in the same units as the test results obtained by the analytical method.

The working range or linearity of a given EDXRF method is defined by the chosen theoretical model. For example, the use of normalization of measured fluorescent to scattered radiation count rates to compensate for differences in attenuation is valid only if there are no significant absorption jumps in the total sample attenuation coefficient between the energies of the characteristic and scattered radiation. In practice, this correction cannot be applied if the mass fraction of any element with atomic number larger than that of the analyte is expected to be in the weight percentage range. 

In the more general case of using absolute calibrations (response of the instrument to pure elements or compounds) and a theoretical model calculating the attenuation/enhancement corrections within the quantification, linearity is not a characteristic to be evaluated.

· Limit of Detection

The detection limit is the smallest true value of the measurand detectable with the measuring method. It specifies the minimum sample contribution which can be detected with a given probability of error using the measuring procedure in question. It allows a decision to be made as to whether a measuring method satisfies certain requirements and is consequently suitable for the given purpose of measurement. 

According to the recommendations of the ISO Guide 11929-7:2005, the detection limit η* is calculated as:
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where  y* is the decision threshold, k(1-β) is the (1-β)-quantile of the standardised normal distribution (k(1-β)=1.64 for β=5 %)  and û(η*) is the uncertainty of the measurand if its true value equals the value of the detection limit. The decision threshold y* is calculated by the following expression:

[image: image24.wmf]û(0)

k

*

y

1

×

=

-

a


where k1-α  is the (1-α)-quantile of the standardised normal distribution (k(1-)=1.64 for  =5 %) and û(0) is uncertainty of the measurand if its true value equals zero.

An example of the complete methodology (according to ISO Guide  11929-7:2005) for the calculation of Limit of Detection associated to the determination of element mass fractions by EDXRF in intermediate thickness samples is shown in Appendix 2.

There exists another simplified, and gross, way of evaluating the limit of detection considering it as the value resulting from a signal corresponding to 3 times the standard deviation of the noise signal. In EDXRF practice, detection limit for an element i is customarily calculated by using this value, the instrumental sensitivity Si ( counts s-1 w/w-1 [mA-1]) and the measuring time tmeas. A main contribution to noise signal in XRF spectra comes from the continuum under the peak (Ncont). Some peaks are also observed in a measurement performed for a blank sample with a net peak area Nblank, or in the absence of sample (instrumental background, net peak area Nbkgd). In general, the probability distribution of the results of a series of measurements for any of these signals can be considered as close to a Poisson distribution, and in such case
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where I is the respective count rate (s-1).

It is worth noting that the assumption of  
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 is not always valid and must be verified in case of doubt. For example, the determination of continuum counts is less accurate in the case of a slope-shaped continuum, and the standard deviation of the continuum in replicate measurements can be significantly larger than  
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· Bias

The measurement of certified reference materials (CRM) serves to investigate if the obtained measurement result is or not significantly biased in relation with the reported or accepted reference value. For evaluating the bias, a validated trueness and precision test (the IAEA approach, Shakhashiro et al., 2007) can be applied. For trueness evaluation, the results are considered “Acceptable” if :
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where:
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Vref: reference value

Vlab: value obtained in the laboratory 

uref, ulab: standard combined uncertainties associated to Vref  and Vlab 

For evaluation of precision, the results are considered “Acceptable” if:


[image: image14.wmf]ALP

P

£


where:

 
[image: image15.wmf]2

2

2

2

lab

lab

ref

ref

V

u

V

u

P

+

=


  ALP: acceptable limit of precision, it is set for each analyte as a function of its concentration level and ease of determination.

A result must obtain an “Acceptable” score in both criteria to be assigned the final score “Acceptable”.

· Robustness

Robustness tests examine the effect operational parameters have on the analysis results. For the determination of a method’s robustness, references materials, samples of known composition or certified reference materials are analyzed and a number of parameters are varied within a realistic range. The quantitative influence of the variables is determined. If the influence of the parameter is within a previously specified tolerance, the parameter is said to be within the method’s robustness range. Obtaining data on these effects will allow to judge whether a method needs to be revalidated when one or more of parameters are changed. Robustness tests are normally applied to investigate the effect on either precision or trueness.

For example, in element mass fraction determination by EDXRF, it is possible to evaluate the influence of the X-ray generator high voltage and current on Ii,s, Bi and Abcorr , being Ii,s the intensity of line i from the sample alone, Bi the sensitivity factor and Abcorr the absorption correction factor. 

The use of control charts can also serve for controlling the identified critical parameters. Critical parameters are those which could have a significant effect on method performance. 



	9.5 Required
	a) INSERT LABORATORY ACRONYM Nuclear Instrumentation Specialist prepares method validation plan by using a template form INSERT LABORATORY ACRONYMQAF.003.  The minimum information to be included in the method validation plan:

· name of person(s) performing method validation,

· which method is going to be validated,

· the purpose of the validation needs to be specified,

· parameters that will be tested need to be specified,

· acceptance criteria for each parameter tested have to be established.

b) Method validation plan improved by the authorised person (supervisor).

c) Method technically validated according to the plan, using instructions INSERT LABORATORY ACRONYMQAI.002 or other documented instruction as a technical guidance.

d) Method validation report to be prepared by the analyst using a template form INSERT LABORATORY ACRONYMQAF.003.  In addition to the information provided under 9.5.a, the report should provide the following information:

· for which tested parameters the acceptance criteria were met,

· for which tested parameters the acceptance criteria were not met,

· description of any deviations from the original method validation plan

· general statement - which purpose(s) is the validated method fit for. 

e) Method validation report approved by the authorised person (supervisor)



	10. Appendixes
	Annex 1. Methodology for the calculation of Limit of Detection associated to the determination of element mass fractions by EDXRF in intermediate thickness samples


	
	Annex 1. Methodology for the calculation of Limit of Detection associated to the determination of element mass fractions by EDXRF in intermediate thickness samples



	2.1 Introduction
	In analytical determinations by EDXRF involving low concentrations of elements in samples, the relative uncertainty of the obtained results tends to increase to the point where the uncertainty interval includes the value zero. This region is usually associated with the practical “limit of detection” for a given measuring method. 

In the “conflicting region” associated to the measurements of low concentration of elements in samples, some confusion exists for establishing and using appropriately the characteristic limits. It is a common practice that some analytical laboratories at international level compare the obtained measurement result with the detection limit and not with the decision threshold. It has been also observed that there exist numerous criteria, terminology and formulation for calculating the characteristic limits. In these sense, the necessary comparability of results from analytical laboratories demands an international harmonization in the procedure of defining and determining the characteristic limits in EDXRF.

The basic difference between conventional and Bayesian statistics lies in the different use of the term probability. Conventional statistics (when measurements are considered) describes the probability distribution of estimates of the measurand given “the true value of the measurand”. It is known that, in the majority of cases, the true value of the measurand is unknown and the main task of the analytical experiment is to make statements about it. On the contrary, Bayesian statistics allows the calculation of the probability distribution of the true value of the measurand given the measured estimate of the measurand. In order to establish this probability distribution (according to Bayesian theory) an approach is used which separates the information (about the measurand) obtained in the actual experiment from all the information about the measurand available before the experiment is performed. 

In the case that the concentration of an element in a sample constitutes the measurand, there exists the meaningful information that the measurand is non-negative before the measurement is carried out. It is also possible to have the a priori information that all non-negative values of the measurand have the same probability of occurrence.   

 Taking into consideration the methodology expressed in the ISO 11929-7:2005 that considers the Bayesian approach, the case of study presented here pretends to show a general and harmonized methodology for calculating the characteristic limits corresponding to a specific example: the EDXRF analysis of intermediate thickness samples. This methodology presupposes a previous complete evaluation of the measurement uncertainty according to INSERT LABORATORY ACRONYM.OP.006. In this sense, the calculation of Limit of Detection is effected by using the standard combined uncertainty obtained from the application of INSERT LABORATORY ACRONYM.OP.006.



	2.2  Calculation of Limit of Detection
	The first step in determining the Limit of Detection is the calculation of Decision Threshold



	2.2.1 Measurand and combined uncertainty
	The measurand, as defined by INSERT LABORATORY ACRONYM.OP.006, is the concentration of the i-th element in the sample (Wi). It is calculated as: 
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where:

Ii,S is the intensity of the characteristic X rays of the i-th element [cps], Bi is the calibration factor for the i-th element [cps/mg/cm2], m is the mass per unit area of the i-th element [g/cm2], Abcorr is the absorption correction factor and Fprep is the correction factor associated to sample preparation.

The squared combined uncertainty of Wi, as calculated by INSERT LABORATORY ACRONYM.OP.006, is:
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	2.2.2 Calculation of Decision Threshold
	The decision threshold y* is a characteristic limit which, when exceeded by a result of a measurement  y, helps one to decide that the element is present in the sample. 

The decision threshold y* allows a decision to be made for each measurement, with a given probability of error, as to whether the registered pulses include a contribution by the sample.  

If the result of the measurement y < y*, the null hypothesis Ho (adopted when the true value of the measurand η=0) is accepted and one decides that the element is not found in the sample.   

It can happen that y > y* even when η=0. When this occurs, a wrong acceptance of the alternative hypothesis H1 (adopted when η≠0) is observed with the probability α (probability of the error of the first kind of the statistical test used).  

The decision threshold y* is calculated by the following relation: 
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where k1-α  is the (1-α)-quantile of the standardised normal distribution and û(0) is uncertainty of the measurand if its true value equals zero.

As it is known, the measurand corresponding to this assay is the concentration  of  the  i-th element in  the  sample (Wi). If the approximation  û(0) =  uWi(Wi = 0) is sufficient, it is possible to obtain: 
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When Wi = 0 equation (2) takes the form:
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where uIi,S+B is the standard uncertainty associated to the gross intensity of the characteristic X rays of the i-th element [cps] and uIB is the standard uncertainty corresponding to the intensity of background [cps]. In XRF the background considers the influence of continuum, blank and interferences.   
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The standard uncertainty of Wi is then:
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Because the decision threshold is calculated assuming that Wi = 0, this happens when:                       . Expressing 
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The squared standard uncertainty of  
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Substituting equations 6 and 7 in 5 we have:
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Finally, knowing uWi(Wi = 0), the decision threshold is given by: 
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where k(1-α) = 1.645, for a level of confidence of approximately 95 %



	2.2.3 Calculation of the  Limit of Detection
	The detection limit y# is the smallest true value of the measurand detectable with the measuring method. It specifies the minimum sample contribution which can be detected with a given probability of error using the measuring procedure in question.

The detection limit allows a decision to be made as to whether a measuring method satisfies certain requirements and is consequently suitable for the given purpose of measurement. It is sufficiently larger than the decision threshold y* such that the probability of y < y* equals the probability β of the error of the second kind in the case y= y#. 

The detection limit y# is calculated by the following relation: 
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where:

y* is the decision threshold, k(1-β) is the (1-β)-quantile of the standardised normal distribution and û(y#) is the uncertainty of the measurand if its true value equals the value of the detection limit.

If the approximation û(y#) =  uWi(Wi = y#) is sufficient, it is possible to obtain: 
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When Wi = y# the formula 1 for the determination of Wi takes the form:
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Operating with this equation we obtain: 
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Considering this, the squared standard uncertainty of IS+B is: 
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Substituting equation 10 in 2, considering Wi = y#, we arrive to the following expression for uWi(Wi = y#):
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Substituting equation 11 in 8 we obtain the following expression for the detection limit:
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As it is possible to appreciate, this equation has the following general form:
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Operating with this equation we obtain:
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The solution of this equation is:
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From the two possible solutions of this equation we use the positive one. The detection limit y# can also be calculated by iteration using, for example, the starting approximation  y# = 2y*.     
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