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FOREWORD

During the last few decades, the use of tracer techniques in dealing with a variety of
hydrological and hydrogeological problems have proved their value in improving the
assessment, development and management of water resources. In this regard, the
methodologies based on observations of temporal and spatial variations of naturally occurring
isotopes, often referred to as 'environmental isotope techniques', are widely employed as an
integral part of the routine investigations related to various hydrological systems, and
particularly in regional ground water aquifers.

A substantial amount of isotope data so far collected and published from
hydrogeological applications of natural isotopes, however, is often used for qualitative
inferences to be made of the system under study, and unproved understanding of processes
and dynamics of water circulation. The need for improved methodologies for quantitative
evaluations to be made from isotope data as regards the relevant physical parameters of the
system has been recognized and a co-ordinated research programme (CRP) was initiated by
the IAEA for this purpose in 1990. The main objective of the CRP during 1990-1993 was
to intensify co-ordinated international efforts into appraisal of existing models and
development of further mathematical formulations as a basis for quantitative interpretation
of isotope data in groundwater hydrology.

This publication is the result of the CRP and compiles papers summarizing the results
and findings of the work undertaken by the participating institutes. Both theoretical aspects
of mathematical modelling approaches and their applications to isotope data on actual field
results are covered.

Mr. Y. Yurtsever, Division of Physical and Chemical Sciences, was the IAEA officer
in charge of designing and implementing the CRP.

It is expected that the information provided will be useful guidance material to scientists
involved in research/development of isotope applications in hydrology, as well as to
engineers and professionals involved in field applications of environmental isotopes in
groundwater systems.
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SUMMARY OF THE CO-ORDINATED RESEARCH PROGRAMME

INTRODUCTION AND BACKGROUND

Environmental isotope methods in water sciences have already reached a stage of
routine application to a wide spectrum of hydrological problems encountered in water
resources assessment, development and management. The field, often referred to as 'isotope
hydrology', is presently a recognized scientific discipline and methodologies so far developed
are employed as an integral part of investigations of water resources.

At present, the environmental isotope data collected from field applications, particularly
for regional ground water systems, is often employed for improved understanding of the
various processes involved in the occurrence, source and flow dynamics of the groundwater.
Need for a more efficient use of the 'information content' of the isotope data for estimating
the relevant physical parameters of the hydrological system through formulation and
development of appropriate mathematical models for isotope transport in hydrological
systems is recognized. This has been the main motivation for the IAEA to initiate and
implement a Co-ordinated Research Programme (CRP) on Mathematical Models for
Quantitative Evaluation of Isotope Data in Hydrology. The programme had the main
objective of co-ordinating joint efforts of interested national institutions in development of
modelling formulations for isotope transport processes in hydrological systems and verifying
their applicability.

The scope and modality of carrying out the CRP was initially designed at a consultants
meeting organized by the IAEA from 4-8 December, 1989 on the topic, during which the
present state-of-the-art in available model formulations was reviewed and further research
needs were delineated. Subsequently, the IAEA initiated the CRP on the topic during 1990.
A total of ten institutions took part in the CRP. The first co-ordination meeting of the
programme was held in Vienna from 18-22 November, 1991 to which all chief scientific
investigators (CSI) of the contracts/agreements attended, to review the progress made and
plan further required work. The second (final) co-ordination meeting was also held in Vienna
(1-4 June 1993), during which the overall achievements were reviewed in detail and the
programme was concluded. The final manuscripts prepared by each participating institute on
the results of their work were also presented and discussed at this final meeting. The final
manuscripts are compiled into this technical document.

SCOPE AND ACHIEVEMENTS

Considering that model formulations for different hydrological subsystems (i.e. surface
waters, unsaturated zone moisture transport, saturated groundwater flow and transport for
different media, etc.) would need different approaches due to different nature of transport
processes, the subject matter of the CRP was limited to saturated flow in groundwater
systems, where the natural isotopes are most frequently employed. The general modelling
formulations included within the scope of the CRP are:

Linear lumped parameter models,
Stochastic models for fractured media transport,
Distributed parameter numerical models of flow and transport with geochemical
coupling,
Compartmental modelling approach,
Numerical solution algorithms for transport modelling.



The scope of the programme included all above theoretically possible types of
formulations, and work undertaken by the participating institutions was related to one or
several aspects of these formulations. The work undertaken was both related to theoretical
considerations of development of conceptual models and relevant mathematical formulations
as well as to their application to actual field data to assess their applicability and data
requirements.

Results of the work undertaken and detailed discussions led to the following conclusions
as an overview of the capabilities and contributions of different mathematical modelling
approaches in isotope data evaluations for groundwater systems.

Lumped parameter models, which are based on tracer input-output concentration
relationships, have been developed sufficiently and can be used in practice for interpretation
of environmental tracer data. While the simple one parameter models of this type can be
employed for systems with inadequate basic hydrogeological data, more complex multi-
parameter models can be adopted on the basis of available information. The approach is also
useful for systems with multi-component flows when data on more than one environmental
tracer are available (i.e. tritium and stable isotope data for two component flow system). The
output information of this type of model is always related to the mean transit time of the
tracer through the system. Thus, additional data (tracer interactions in the system for non-
conservative tracers, porosities of mobile and immobile fractions in double porosity systems)
are required to relate transit time obtained from the tracer to that of water. While
improvements on the approach could be envisaged through further research, the methodology
of lumped-parameter modelling is sufficiently developed now to be widely used in practice.
Preparation of user friendly computer codes are most desirable for this purpose.

Distributed parameter models have the advantage of offering a capability for many
different and complex processes to be included into isotope transport process description, and
their use should be considered whenever feasible. One of the major limitations of the
approach is the high spatial and temporal density of the required data. Model development
and data collection should be interactive processes linked to each other. Incorporation of the
double porosity medium concept into distributed parameter modelling, particularly for isotope
data interpretations would be required, and development of efficient algorithms to handle
such formulations is desirable. There are presently a good number of computer codes that
could be readily transferred for wider scale use in practice. Strong requirements on both
computer capabilities and data collection imposed by distributed parameter models to be
developed for isotope data evaluations may be a significant limitation for its wide scale use.

Considering the overall tracer and isotope methods in conjunction with data
requirements for modelling purposes, the data would probably never be sufficient to truly
characterize the system (costs involved, complex spatial distributions observed in natural
systems, etc.) and in principle, validation of a model is not possible in its strict sense, since
all the data are essentially used to create/improve the model of the system. Best strategy for
data collection should include reconnaissance review of all available data and preliminary
assessment (discriminating) to identify data that includes real information on the system and
processes under investigation (i.e. multi-variate statistical analyses). Data collection should
follow such a preliminary stage and the objective of model making should be development
of a consistent explanation (or explanations) that will work for all types of data collected,
through model simulation trials.

As regards the coupled geochemical transport modelling through distributed parameter
modelling, equilibrium models are already available and can be used for long time reactions.
Sufficient data and understanding of basic systems exist. These do not include, however,
thennodynamic data, such as ion exchange, high concentration trace metals, and isotopes.
For systems with chemical transition zone, kinetic controlled reaction models are required.
However, lack of data on reaction kinetics in natural settings limits the usefulness of these
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models at present. Today, the reliance would need to be on equilibrium models that enable
mass balance computations. In this regard, evaluation of data for commonly used natural
isotopes of C-14 should be based on understanding of the geochemical processes which
control the movement of this isotope in a given hydrological system. Mathematical
formulation of the adjustment of C-14 activities should be based on geochemical equilibrium
process description.

Multi-compartmental (or multi-cell) modelling formulation facilitates incorporation of
available data (hydrogeological, hydrochemical, natural isotopes) into quantitative assessment
of hydrological systems. They are particularly useful for cases where the amount of existing
data would not justify the use of a distributed parameter numerical modelling approach.
Thus, the methodology is more appropriate for regional scale studies to which detailed flow
and transport models cannot be applied due to lack of sufficient data, or it can be employed
for preliminary quantitative assessment prior to such detailed modelling. At the present stage
of development, this approach should be considered as a means of quantitative evaluation
methodology rather than an approach to provide a validated transport model for prediction
purposes. Advantages of the multi-cell approach are:

it can easily be adopted to non-steady state cases,
essential parameters related to mass transport (i.e. dispersivities) are implicitly included
in the approach,
the methodology can also be employed for solution of the inverse problem, i.e. to
estimate the distribution of aquifer parameters from tracer data.

This methodology, at the present stage of development, can readily be transferred to
the user for the objectives cited above. Incorporation of non-conservative processes into the
approach and development of improved solution algorithms would be a desirable
improvement on this approach.

New theoretical approaches as regards the formulation of conceptual models of mass
transport which are not based on the classical dispersion equation, involve incorporation of
tracer data in stochastic transport models, use of stochastic differential equations with
averaging procedure, Monte Carlo simulation and channeling concept to describe solute
transport in fractured media and role of multi-variate statistical analyses. The new theoretical
developments to simulate mass transport in groundwater systems may prove effective to
overcome some of the difficulties and limitations inherent in the classical formulation of
transport process description, i.e. random character of the observed transit time distributions
of water in natural systems, description of various retardation processes and/or retention
phenomena and their adequate incorporation in an explicit form into formulations, and
description of complex and/or non-stationary boundary conditions.

Based on the results achieved during this CRP, the following are the most important
issues delineated to be highest priority areas for further development and research needed in
this field:

Isotopes are necessary mainly to understand the system and enable quantitative
estimates of relevant physical parameters of dynamics of transport. The methodology
should be made more readily available, through field projects, and applied
demonstration studies. A particularly important aspect will be to apply different models
on actual 'test cases', where sufficient data are available. This will also enable
intercomparison of different approaches.
Consideration of non-steady state cases is an important aspect to be further developed
in the formulations. In this regard palaeoclimatic evidence points to vast changes in the
hydrological cycle on temporal scales ranging from diurnal to millennium. Isotopic



studies are the only tool presently available, which can verify the validity of the steady-
state assumptions in temporal scale.

Incorporation of geochemical-chemical processes during transport, particularly for
kinetic controlled reactions, needs further experimental data and research.
Continued work on the use of isotopes as a tool not only for verification but also for
calibration of continuum and mixing-cell (compartmental) models is needed.
Improved understanding of transport processes in the unsaturated zone, and models
coupling unsaturated and saturated flow will be a desirable development.

It is expected that the results of the work presented in this publication will be a useful
contribution to the scientific community in reflecting the present stage of development in
isotope transport modelling as well as indicating some of the important issues still to be
considered for further research and development.
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ON CALIBRATION AND VALIDATION OF
MATHEMATICAL MODELS FOR THE
INTERPRETATION OF ENVIRONMENTAL
TRACER DATA IN AQUIFERS

A. ZUBER
Institute of Nuclear Physics,
Cracow, Poland

Abstract

Calibration and validation of mathematical models for the interpretation
of environmental tracer data in aquifers are reviewed. Definitions of basic
terms are recalled and the importance of calibration and validation processes
for obtaining satisfactory results is discussed. Due to insufficient data, it
is usually difficult to obtain a unique calibration. Even a properly
calibrated model does not necessarily supply the required information due the
influence of hidden parameters. The ages of ideal tracers are understood as
those corresponding to the ages of water molecules, whereas the water ages
are understood as those defined by the water flux in Darcy's law. In fissured
rocks, flow and tracer velocities (or exit ages) differ by retardation factor
caused by matrix diffusion (R ) which is equal to the ratio of total to
fissure porosity, and in a good approximation to the ratio of matrix to
fissure porosity. Thus, tracer ages must not be interpreted in terms of water
ages. In consequence, though the environmental tritium as well as the stable
isotopes of oxygen and hydrogen can be regarded as ideal groundwater tracers,
their ages in fractured rocks may exceed by orders of magnitudes the water
ages. Useful interpretation and validation possibilities are offered by a
modified version of Darcy's law in which the tracer age (t ) at a given
distance (x) can be related to the hydraulic conductivity (k) and gradient
(i) at regional scale, if the matrix porosity (n ) is known from laboratoryp
determinations (k s n x/t i). In the case of C, additional retardation isp t
caused by interactions between dissolved carbonate species and solid
carbonates in the matrix. Due to high values of the interaction coefficients

14in carbonate rock systems, the movement of C is much delayed by factors
difficult to estimate, which makes quantitative age determinations by the C
method unreliable. In porous rocks the tracer age obtained from calibrated
models may also differ from the water age due to the use of an inadequate
model and/or to other reasons, e.g. due to exchange of tracer(s) between the
aquifer and aquiclude. Therefore, model validation should be attempted
whenever possible.
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1. INTRODUCTION
The present paper is based on several works performed within the

Coordinated Research Programme (CRP) of the IAEA on the Mathematical
Modelling of Environmental Tracer Data in Groundwaters and devoted to the
interpretation of either environmental tracer data [I, 2], or artificial
tracer experiments and pollutant movement at different scales [3, 4], or both
types of data [5, 6]. Parameters of fissured rocks, which can be determined
from artificial tracer experiments and/or pollutant movement, are also of
importance for the interpretation of environmental tracer data. Therefore,
properly designed artificial tracer experiments can be expected to be useful
in some cases for the interpretation of environmental tracer data. Both
groups of papers are also related by discussion of the differences between
tracer ages (or velocities) and water ages (or velocities), which are of
particular importance for fissured rocks. Following the original works [1, 2,
5, 6], the present paper is addressed to the modellers of environmental
tracer data in groundwater systems as well as to those who make use of the
tracer data, but are not sufficiently familiar with the limitations of the
mathematical models commonly applied. The aim of the paper is to discuss the
major difficulties and pitfalls of the calibration and validation processes
as well as to clarify problems which are often omitted by the modellers and,
which, consequently, escape the attention of the users of tracer data. The
common sins of the modellers are the application of inadequate models,
satisfaction with obtained fit without proving that the calibration is
unique, the lack of distinction between fitted (sought) and known parameters,
the application of models with too large numbers of sought parameters (which
yields ambiguous solutions), and no attempts at performing the validation
process.

For determining the parameters of the flow system, or for prediction of
its response from environmental tracer data, a quantitative approach is
needed and a mathematical model must be employed. The parameters of the model
are related to the input-output tracer relations by making use of one, or
more, of the following principles: (a) decrease of tracer concentration due
to the radioactive decay along flow paths, (b) transfer of variable tracer
input by the system, and (c) mass balance of flow and tracer(s) components.
Principle (a) is usually employed when individual tracer determinations are
available and the tracer input is constant. Principle (b) is employed for
tracers with variable concentrations at the entry to a system, and a time
record of tracer concentrations at the outlet is available. Principle (c),
often in combination with (a) and (b), is particularly applicable when
availability of a large number of tracer data distributed in space permits to

12



model the structure of the system, e.g. by a network of cells or by
analytical or numerical solutions to the solute transport equation(s) in
which the parameters are allowed to vary in space. Models based on principles
(a) and (b) are usually simple, especially when employed to solving the
inverse problem, i.e. the values of parameters are sought by calibration
(fitting). Models based on principle (c) are usually characterized by a large
number of parameters. If the number of independent model equations is equal
to the number of parameters, or if parameters can be determined by
independent methods, their large number is to the advantage of the model.
However, if the number of sought (fitted) parameters is larger than the
number of independent equations a unique solution is not available, even if a
good fit was obtained. A better fit obtained owing to an increased number of
fitted parameters is trivial and such a way for improving the calibration
should not be attempted, unless additional parameters are unavoidable and
a unique calibration is still available.

Some of the terms and/or their definitions discussed within this paper
are not generally known or accepted, and, therefore, they are recalled in the
following sections after [I, 3, 7].

2. DEFINITIONS RELATED TO CALIBRATION AND VALIDATION PROCESSES
Conceptual model is a qualitative description of a system and its

representation (e.g. geometry, parameters, initial and boundary conditions)
relevant to the intended use of the model.

Mathematical model is a mathematical representation of a conceptual
model for a physical, chemical, and/or biological system by expressions
designed to aid in understanding and/or predicting the behaviour of the
system under specified conditions.

Verification of a mathematical model, or its computer code, is obtained
when it is shown that the model behaves as intended, i.e. that it is a proper
mathematical representation of the conceptual model and that the equations
are correctly encoded and solved. A model should be verified prior to
calibration.

Model calibration is a process in which the mathematical model
assumptions and parameters are varied to fit the model to observations.
Usually, calibration is carried out by a trial-and-error procedure. The
calibration process can be quantitatively described by the goodness of fit.
Model calibration is a process in which the inverse problem is solved, i.e.
from known input-output relations the values of parameters are determined.
The direct problem is solved if for known or assumed parameters the output
results are calculated (model prediction).
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Validation is a process of obtaining assurance that a model is a correct
representation of the process or system for which it is intended. Ideally,
validation is obtained if the predictions derived from a calibrated model
agree with new observations, preferably for other conditions than those used
for calibration. Contrary to calibration, the validation process is a
qualitative one based on the modeller's judgment. In the case of the tracer
method the validation is often performed by comparison of the values of
parameters obtained from the models with those obtainable independently (e.g.
flow velocity obtained from a model fitted to tracer data is shown to agree
with that calculated from the hydraulic gradient and conductivity known from
conventional observations [I, 3, 4, 5]).

Partial validation can be defined as validation performed with respect
to some properties of a model [1, 3, 4, 5]. For instance, models represented
by solutions to the transport equation yield proper solute velocities (i.e.
can be validated in that respect - a partial validation), but usually do not
yield proper dispersivities for predictions at larger scales.

Another useful term which can be used either instead of validation or in
addition to that term is identif'lability [8]. A lack of identiflability means
that it is not possible to corroborate or refute all the constituent
hypotheses of a model. If a model cannot be identified there will be little
confidence in the model's parameter values [8].

Definitions of validation and the validation process arise a lot of
controversies discussed recently in an excellent paper [9] which is
recommended to all those interested in mathematical modelling and/or in the
results of modelling, though in the present paper somewhat different approach
is accepted. Konikow and Bredehoeft [9] stated: "We believe the terms
validation and verification have little or no place in ground-water science;
these terms lead to to a false impression of model capability. More
meaningful descriptors of the process include model testing, model
evaluation, model calibration, sensitivity testing, benchmarking, history
matching, and parameter estimation." In the opinion of the present author,
the criticism of the validation process is mainly related to improper
definitions of that term (which lead to false impressions that the model
represents reality) and to a wrong practice in which the calibration process
(or its part) is applied as validation (i.e. improper operational definitions
of validation are commonly applied in hydrology). The cited authors claim
that the models cannot be validated, but only invalidated. However, it is
difficult to agree with some of the opinions and arguments expressed in that
paper. First of all, if the hydrogeologists do not see the difference between
calibration and validation, an effort is needed in a proper education but not
in the reduction of the vocabulary. Secondly, if the models cannot be
validated but only invalidated, as claimed by the cited authors, it means
that either all the models are invalid (can one use invalid models?), or some
models cannot be shown to be invalid, and such models should be applied. This
seems to be a semantic problem. Finally, the strongest argument against
validation is based on its unprecise definitions related to the modeller's
judgment. Therefore, Konikow and Bredehoeft [9] are right in stating that
model testing, model evaluation, sensitivity testing, and parameter

14



estimation should be included in the process of validation. However, it seems
that model calibration should be regarded as a separate process which must
precede model validation. History matching is a term for calibration when
time records of data are available. Validation can be obtained if either the
parameters of a model found by calibration agree with the values of
parameters found independently (within the accuracy satisfying the modeller's
needs), or the prediction yielded by a model is checked against new data.
However, then the model results and experimental data are compared but not
matched. In other words, it is stressed once more that the calibration
process should not be identified with validation, which seems to be a common
mistake in hydrology.

In order to avoid possible misunderstandings which can be caused by the
above given definition that "a model is a correct representation of the
process or system for which it is intended", the following definition can be
suggested: Validation is a process of obtaining assurance that a model
satisfies the modeller's needs for the process or system for which it is
intended, within an assumed or requested accuracy. If such freedom of choice
is not allowed, all the efforts directed at the development of models which
"cannot be validated" should be regarded as useless and the models developed
should not be applied.

Tracer methods are usually applied in reconnaissance stages of aquifer
investigations when neither results at larger time and/or space scales for
comparison with predictions, nor results obtained by other methods are
available. In such cases, the validation process cannot be performed. In the
lack of other choices, the assurance that a model satisfactorily describes
the investigated system must be based on experience gained in earlier studies
of other systems. However, when new data are available, either recalibration
of the model or its validation should be performed.

3. DEFINITIONS RELATED TO THE TRACER METHOD AND THE RELATIONS BETWEEN TRACER
AND HYDRAULIC PARAMETERS

3.1. General
The tracer method is a technique for obtaining information about a

system or some part of a system by observing the behaviour of a specific
substance, the tracer, that has been added to the system [10]. In the case of
environmental tracers they are added (injected) to the system by natural
processes, whereas their production is either natural or results from the
global activity of man.

An ideal tracer is a substance that behaves in the system exactly as the
traced material as far as the sought parameters are concerned, and which has
one property that distinguishes it from the traced material [11]. This
definition means that for an ideal tracer there should be neither sources nor
sinks in the system other than those adherent to the sought parameters. In
practice even substances which have other sources or sinks are regarded as
tracers, if these sources and sinks can be properly accounted for, or if
their influence is negligible within the measurement accuracy [11]. The main
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difficulty in the use of some environmental tracers results from the
existence of additional sources and sinks. Hydrochemical models which are
supposed to account for some of these sources and sinks are usually not well
defined due to the complexity of natural systems and the lack of sufficient
data.

The definitions of the turnover time (water age), conservative tracer
age, and radioisotope age are commonly accepted, though it is not necessarily
always well understood when and why they are, or are not, compatible.

The turnover time of water in a steady state system (or mean age of
water leaving a system, or mean transit time of water, or mean residence time
of mobile water) is defined as:

t = V /Q ( 1 )w m

where Q is the volumetric flow rate through the system, V is the volume ofm
mobile water. For unidimensional flow systems, which can be approximated by
piston flow or dispersion model (discussed further), t = x/v, where x is the
length of the system, and v is the mean transit velocity of water. The same
relation holds if the age of water along a chosen flow line is considered.
This latter definition is useful for direct comparisons of water ages deduced
from tracer ages with flow parameters available from conventional methods
(e.g. with flow velocity calculated as Darcy's velocity divided by porosity).
For variable flow systems, the mean water age (t ) is a function of time. Forw
large groundwater systems which contain water recharged under different
climatic conditions, Eq. (1) is usually understood as that representing
either the present situation, or the reconstruction to the time before an
intensive exploitation has been started.

The mean transit time of a conservative tracer (t ), or the age of
tracer leaving the system, or the mean residence time of tracer, is defined
by:

(2)

where c (t) is the concentration of tracer resulting from its instantaneous
injection at the entrance to the system at t = 0. The tracer age defined by
Eq. (2) is equal to the water age defined by Eq. (1) for any model of flow,
if the tracer is injected and measured in flux of water, i.e. if it is
injected and measured proportionally to the volumetric flow rates of
individual flow paths [11, 12, 13, 14], and if there are no stagnant zones
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accessible to tracer. In groundwater systems with active flow but containing
old waters recharged during the Pleistocene, periods of no recharge probably
existed. In such cases the tracer age is expected to be larger than the water
ages defined by Eq. (1). Then, the mean tracer velocity (v = x/t ) is an
apparent quantity, lower than the mean water velocity.

Equation (2) is of basic importance in artificial tracing, whereas in
environmental tracing it can be useful for a better understanding of some
problems. For a radioisotope tracer, Eq. 2 yields the same value of age as
for a conservative tracer, if the correction factor for radioactive decay is
introduced.

In the case of steady flow through a groundwater system, the output
concentration, c(t), can be related to the input concentration (c ) of anyi n
tracer by the well known convolution integral:

CO

c ( t ) = f c ( t - f ) g ( t ' ) exp(-At ' ) df (3)
J in

0

where g(t') is the system response function (g(t) = c (t)Q/M, M is the
injected mass or activity of the tracer) which describes the residence time
(f) distribution of tracer at the outlet [11, 14], and A is the radioactive
decay constant. The type of the model (e.g. the piston flow model, or
dispersion model) is defined by the g(t') function chosen by the modeller.
The main parameter of any g(t' ) function is the mean transit time of tracer
(age) which is denoted here as t for both a conservative tracer and a
radioisotope tracer corrected for the radioactive decay [6].

The radioisotope age (t ) is usually defined by the radioactive decay
3.

equation for a system with a constant input concentration:

c/c = exp(-At ) (4)o a

where c and c are the measured and initial radioisotope tracero
concentrations, respectively.

Equation (4) is meaningful only in two cases: (a) if a portion of water
has been separated since the recharge time, and (b) if the piston flow model
(PFM) can be accepted as a good approximation of flow in a given aquifer.
Case (a) is self-evident, whereas in case (b) it can easily be shown from Eq.
(3) that t = t = t , if diffusion of tracer from mobile to stagnant watera t w
zones is negligible.

In unconfined homogeneous aquifers the transit times between the
recharge area and discharge site along different flow lines have the
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exponential distribution, i.e. the exponential model applies (EM). The
radioisotope tracer age (t') which is supposed to represent the mean transit

3.
time value is then given by [11, 14, 15, 16]:

c/c = 1/(1 + At*) (5)o a

It may be shown again that t' = t = t , if diffusion is negligible.a t w
Evidently, the same c/c ratio values yield different ages (t or t' )o a a
depending on the type of flow. It is also evident that the radioisotope age
can be defined in different ways depending on the flow model. It is a common
practice to regard Eq. (4) as the definition of the radioisotope age, which
differs from the water age when the piston flow model (PFM) does not apply.
Even if the PFM is applicable, diffusion should be negligible as shown
further. Therefore, it is strongly suggested that a radioisotope age, or more
generally a tracer age, should be defined by both the tracer and the model
employed. For instance, "the piston flow C age is....", or "the exponential
model tritium age is...". When a tracer age is reported without a reference
to the model it is understood that Eq. (4) was employed, but then the age
value may have little meaning. Similarly, if the initial tracer concentration
(c ) is not directly measurable but estimated from a special model, and ifo
that model is not reported, the age may also be of little value.

14Unfortunately, it is a common practice to report C ages without reporting
the concentrations measured, the hydrochemical model applied for the
initial concentration, and the model of flow pattern in the system.

For large groundwater systems which had periods of no recharge in the
past, the tracer age is always larger than the water age defined by Eq. (1),
unless the mean value of t would be calculated for the time span considered.w
Unfortunately, the data needed for the calculation of the mean water age are
not available. Therefore, for such systems, the tracer age may yield lower
flow velocities than the real values observed for the flow field which
existed before an intensive exploitation. Exploitation of an aquifer may
change the flow velocities and directions, which makes comparison with tracer
velocities even more difficult.

3.2. Fissured rocks
A number of recent studies have shown that stagnant water in the

micropores of matrix material of fissured rocks is an important hold-up
reservoir for solutes transported by mobile water in fissures and fractures.
The delay of solute movement in caused by diffusion exchange between the
fissures and matrix.
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The conservative tracer age is much greater than the water age, as shown
by the following equation [17, 18]:

R = t /t = (V + V )/V = (n + n )/n - n = (n + n )/n (6)p t w p f f p f f p p f f

where R is the retardation factor resulting from matrix diffusion, n and nP P f
are the matrix and fissure porosities, respectively; V and V are thep f
stagnant water volume in the micropores of the matrix and the mobile water
volume in fissures, respectively. According to Eq. (6) the tracer age
corresponds to the total water volume accessible to tracer, whereas the water
age is defined by the mobile water volume, assumed to be in fissures only. If
a non-ideal tracer exchanges with the solid matter, a large surface available
for exchange in the matrix contributes to its increased delay and greater age

14as discussed further for the C method.
Theoretically Eq. (6) does not depend on the scale. However, the mean

transit time of tracer (t ) is not measurable at small scales due to a high
asymmetry of tracer response curves (the g(t) functions), which is caused by
matrix diffusion. It is very difficult to define the scale at which Eq. (6)
becomes practically applicable [6]. Theoretical tracer curves calculated for
different assumed parameters [6, 18] and experience gained in some case
studies [5] suggest that for densely fissured rocks, say, several fissures

2per m , the time scale of several months is probably sufficient. For sparsely
fissured rocks, a large scale may be difficult to obtain even for the flow
along the whole system.

Equation (6) holds for conservative substances. For decaying tracers its
applicability is limited because they are usually unable to penetrate the
matrix deep enough to occupy homogeneously the whole matrix. The reader is
referred to [17, 18, 19] for the derivations of formulas, given in Appendix
I, which show that t > t > t . It means that in fissured rocks thet a w
radioisotope tracer age (t ) is always greater than the water age (t ) buta w
usually smaller than the conservative tracer age (t ). For long-lived

14radioisotopes in densely fissured rocks (e.g. in the case of C in rocks
2with several fissures per m ), t = t in a good approximation [2, 19].

3, t
Theoretically, for short-lived radioisotopes, e.g. for the pre-bomb era
tritium interpreted with the aid of Eq. (4) or (5), t (or t') is smaller

a d
than t and its relation to t can be difficult to determine [19].t w

As mentioned, if Eq. (3) is applied to determine the tracer age for a
variable input of a radioisotope (e.g. tritium), the correction factor for
the radioactive decay causes that Eq. (3) works as if a conservative tracer
were used and yields the mean value of the conservative tracer age, t .
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From Eq. (6] it follows that Darcy's velocity (v ) is related to the
conservative tracer velocity by [5, 18, 20]:

v = n v = (n +n)v = n v = n x/t (7)f f p f t p t p t

which means that contrary to the flux of water (mass transport), which takes
place in fissures containing the mobile water, the stagnant water in the
matrix is the main reservoir for tracer transport (usually n » n ). Thep f
following formula results directly from Eq. (7) inserted into Darcy's law [5,
20]:

k = v /i = (n + n )v /i = n v /i = n x/(t i) (8)f p f t p t p t

where k is the hydraulic conductivity and i is the hydraulic gradient. Matrix
porosities are usually distinctly larger than 1 % whereas fissure porosities
are very often much smaller. Therefore, in practice, the approximate form of
Eq. (8), i.e. without n , is applicable. Then, the hydraulic conductivity can
be found from the solute velocity (or tracer age) and matrix porosity,
without any information on the fracture system. Equation (8) differs from the
common form of Darcy's law by n which replaced n , and by t (age of tracer,P f t
mean transit time of tracer) which replaced t (age of water, mean transit
time of water).

It is evident that Eqs (7) and (8) are particularly useful for
validation of models by comparison of Darcy's velocity or hydraulic
conductivity obtained from mathematical modelling of tracer data with those
obtained by conventional methods.

The tracer age models are commonly calibrated without taking into
account Eq. (6) because the influence of matrix diffusion can be found out
only in the process of validation. In general, a number of examples can be
given to illustrate the importance of matrix diffusion for solute transport
in fissured rocks, e.g. [2-7, 17, 18, 21-23]. Its importance for age
determinations and for the validation of the models employed for the
interpretation of environmental tracer data has been exemplified in several
recent studies [5, 24]. Similarly, it seems that "tracer ages that may exceed
the computed hydrologie ages by orders of magnitude" reported in [25] and
[26] also result from the matrix diffusion, though other reasons were
originally given. In any case, the referred works supply additional arguments
that the tracer ages and hydraulic ages may differ by orders of magnitudes,
and therefore their definitions must be well understood, and the models
employed for their determinations properly calibrated and validated.
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Unfortunately, the influence of matrix diffusion on the tracer ages, known
since early works of a number of authors (e.g. [17, 18, 21, 22] and
approximated for fissured rocks by Eqs (6) and (7), is commonly neglected by
modellers. Such practice may lead to serious errors in the interpretation of
tracer data in terms of hydrogeologic parameters.

143.3. The C method in fissured carbonate rocks
14In spite of many limitations, the importance of the C dating as a

routine method is beyond any doubts for the majority of aquifer lithologies.
The main limitation of the method is related to the exchange between the
dissolved carbonate species and solid carbonates of the rock material. Low

14contents of carbonate material in many rocks allows to apply the C method
with a sufficient degree of confidence. Unfortunately, in fissured carbonate
rocks the surface area available for exchange is so large in small micropores

14of the matrix that the delay of C cannot be neglected. For densely fissured
rocks with neglected exchange in the fissures, the total retardation factor

14( R ) , i .e. the ratio of the C-PFM age to the water age, is:

t /t = R s [n + (R + R )n ]/n = [n + R n ]/n (9)
a w f a p a k p f f a p f

where R and R are the retardation factors caused by instantaneous andap ak
kinetic exchange reactions, respectively (Appendix II). The R -factor mayap
have values about 3 and the R -factor about 20 [2]. For a rock of a moderateak
porosity, say, 0.05, and the fissure porosity of about 0.01, the retardation
due to matrix diffusion only is equal to 6 [R = (0.01+0.05)70.01]. However,p
for a carbonate rock, if R = R + R = 20, the total retardation factor isa ap ak
about 100. For chalks and marls, which have average porosities about 0.40,
the retardation factor for a conservative tracer is equal to about 40 (for

14fissure porosity as above), and for C it is equal to about 800. For lower
fissure porosities than that assumed above, the retardation factors can be
larger.

14The C method has another limitation which is usually tacitly neglected
by the modellers. When water flows with differert concentrations of dissolved

14carbon species meet, the resulting concentration depends not only on C
concentrations and on volumetric flow rates but also on the concentrations of
total inorganic carbon (TIC), or total organic carbon (TOC). In the lumped-
parameter approach this effect cannot be taken into account. However, in the
MCM approach and the distributed-parameter models it should not be neglected.
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3.4. Granular aquifers
The intergranular porosity of granular aquifers is usually much larger

than the microporosity of grains, and, therefore the R -factor is negligible.p
However, it may happen that the grains are of high porosity and the R -factorp
should be taken into account (then, the intergranular porosity, n, replaces
the fissure porosity in Eq. 6). However, for granular aquifers, the
retardation factor is easy to determine because both the intergranular
porosity and matrix porosity of grains are measurable.

In confined aquifers of large extend and slow flow, the diffusion
exchange between the aquifer and aquiclude may also influence the
concentration of tracer along the flow lines [27, 28, 29], and, then, the
piston flow model represented by Eq. (4) may yield the tracer age which
differs from the water age as discussed further.

4. THE MODELS AND THEIR CALIBRATION AND VALIDATION
An effort was made to use terms more or less generally applied. The

classification of the models given below is a modified version of that chosen
in [1] to fit the aims of the paper.

4.1. Lumped-parameter models [11, 14]
In the lumped parameter approach the groundwater system is treated as a

whole and the variations of parameters within the system are not allowed
(e.g. [11, 14]). For a constant tracer input, only single parameter
models can yield unique solutions, i.e. Eqs (4) and (5), for the piston flow
model (PFM) and the exponential flow model (EM), respectively. When Eqs (4)
and (5) are applied to interpret single determinations, unique values of
tracer ages are directly obtainable, without any calibration, providing the
initial concentration is known. Calibration is performed when a number of
individual determinations in a given system are interpreted to obtain
isochrones and/or average velocities along chosen flow lines.

In general, the applicability of the lumped-parameter models for the
interpretation of tracer data was proved in chemical engineering. In
hydrogeology, the validity of Eq. (4) was obtained in a number of case
studies of confined, granular, and non-carbonate aquifers. Validation can be

14regarded as obtained for cases in which the the C ages agreed either with
conventional flow data (e.g. [31]), or with 10,000 years' isochrone supposed

18to be represented by the position of the middle of the ô 0 and oD shifts
caused by climatic changes at the end of the last glacial period (e.g. see

14[32]). Note that for the C PFM age a constant input is assumed and the
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decay of the tracer along the flow lines, whereas for the stable isotopes
their step-like change about 10 ka ago and its transfer through the aquifer.

For fissured rocks, it is easy to check that in none of the case studies
the 14C ages (or velocities) agreed well with the conventional ages (or
velocities). In all these cases an effective porosity was put in Darcy's law
to obtain "a good comparison". That effective porosity was never defined nor
measured. The values of the effective porosity usually assumed were of the
order of 10 %, whicch clearly shows that they were close to the matrix
porosity. Therefore, in fact, the approximate form of Eq. 8 was applied,

14though its meaning was never explained. In the case of the C method in
carbonate rocks, the effective porosity most probably includes in a hidden
form the retardation factor resulting from exchange reactions (see Eq. 9),
and, consequently, can even be larger than the matrix porosity.

14In the case of the C ages an additional difficulty results from the
nonconservative behaviour of that tracer and complex hydrochemistry of carbon
species. The problem is usually simplified to the determination of the
initial activity (C ), which, sometimes, is included in the calibrationo *3fiprocess, as discussed in the next section for the Cl method.

For a variable tracer input, numerical solutions to Eq. (3) are sought,
i.e. the type of the g(t') function and the values of its parameters have to
be found by fitting (calibration) of the calculated output concentrations to
the experimental values. In addition to the PFM and EM, two other models
models are commonly applied, i.e. the dispersion model (DM) and the combined
exponential and piston flow model (EPM). The mean tracer age (t ) is the only
parameter of the single parameter models and the main parameter of other
models. The dispersion parameter which describes the distribution of transit
times is the second parameter of the DM. A proper solution to unidimensional
transport equation gives the g(t') function for the DM, but the dispersion
parameter, i.e. the distribution of flow times, mainly results from different
flow path lengths and velocities between the recharge area and the sampling
site, and has nothing to do with the dispersivity known from artificial
tracer tests or pollutant transport (exceptions are discussed in Sect. 4.8).
The ratio of the total volume of the groundwater system to the volume of its
part with the exponential distribution of flow lines is the second parameter
of the EPM.

In general, the longer the time record of tracer data, the more reliable
are the values of model parameters found by calibration. For a reliable
interpretation of tritium data with the aid of lumped-parameter models,
several years' record of output concentrations is required. Unfortunately, in
practice, hydrogeologists request from modellers the determination of water
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age either from a single tritium analysis or from a short record of data,
which is not possible in a unique way because a number of models can equally
well be fitted (calibrated). Even when several years' record of data is
available, a unique calibration cannot be obtained if the number of fitted
(sought) parameters exceeds two. The number of parameters is sometimes
increased by the modeller when a more sophisticated model is assumed (because
of the lack of a good fit for two-parameter models [30], or if the input
function is not well known and its determination is included into the
calibration process [30]). Two case studies discussed in [30], and a revised
interpretation of one of them given in [1], demonstrate the difficulties
encountered in searching for a unique calibration even when several years'
record of tritium data is available. In general, for the lumped-parameter
approach, the lower the number of fitted parameters, the more reliable the
model [33].

Lumped-parameter models developed for a variable flow [34] were shown to
yield better fits [35] than the models developed for a steady flow and
applied for variable flow conditions. However, when the periods of variations
are much shorter than the mean tracer age, the gain in the accuracy of
calibration is not sufficient to justify the effort required.

References to examples of the validation of the PFM were given above for
granular aquifers. Other examples of the validations of the PFM, EPM and EM
with the aid of Eq. (8) can be found in [5], where the regional hydraulic
conductivities of fissured rocks calculated from the tracer ages were shown
to be equal, or close, to those determined by other methods. One of the
examples given in [5] is briefly discussed below.

Consider the carbonate system of the Czatkowice karstic springs near
Cracow, Poland [5], with a long record of tritium data. For the Nowe spring,
the EPM tritium age was 300 years, which for the known matrix porosity of
0.030±0.005 (mean value for the Carboniferous dolomites and Jurassic
limestones weighed by contribution of these two formations to the length of
the flow system), the mean flow distance of 8,00012,000 m, and the mean
hydraulic gradient of 0.00610.001 yielded from Eq. (8) k = (4.211.5)xlO~6

m/s, which is in a good agreement with (4. 111. DxlO~ m/s estimated from
Darcy's law for the mean flow rate through the middle of aquifer. For a young
component in the Chuderski spring, the EM tritium age was 1114 years, which
for the known matrix porosity of 0.02110.002, the mean flow distance of
15001300 m, and the mean hydraulic gradient of 0.07 yielded the hydraulic

—Rconductivity of (1.310.6)xlO m/s which is in a good agreement with k =
—R1.7x10 m/s found from numerical modelling of inflow to a nearby quarry.
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The carbonate system of Czatkowice is an exception because not only the
matrix porosity is known but also the fissure porosity of the Carboniferous
dolomites, which is equal to about 0.0015 [5]. Therefore, the R -factor isp
(n + n )/n = (0.021 + 0.0015)70.0015 = 15, which means that the age ofp f f
water for the groundwater system of the Chuderski spring is t = t /R =

W t p
11/15 = 0.7 a. Assuming the fissure porosity of the Jurassic limestones to be
equal to that of dolomites, the R -factor for the system of the Nowe springp
is (0.030 + 0.0015)70.0015 = 20, and the water age is 300/20 = 15 a. Of
course, these two water ages applied in the common version of Darcy's law
yield similar values of the hydraulic conductivity as those obtained from Eq.
(8). However, if the tracer age is applied in the common version of Darcy's
law, the hydraulic conductivity completely disagrees with other estimates.

The case study of the Czatkowice springs proves that serious errors are
introduced if tracer ages in fissured rocks are identified with water ages
without taking into account the retardation factor caused by matrix
diffusion. It is also obvious that a large retardation factor can be observed
even for a relatively low matrix porosity. Calibration curves shown in [1]
demonstrate that a unique calibration is sometimes impossible to obtain even
for long records of tritium data. The selection of the proper mathematical
model can be obtained only by identification of the conceptual model. In that
particular case the identification was obtained on the basis of geological
data which allowed to reject the earlier hypothesis on the presence of a
tritium free component in both springs, and to assume that the older water
component in the Chuderski spring contains the same water as the Nowe spring
[1, 51.

4.2. Lumped-parameter models combined with hydrochemical models
Single parameter models, especially the PFM, are often combined with

hydrochemical models which take into account the underground production and
other losses than that caused by the radioactive decay. As mentioned, for the
14 14C method, a hydrochemical model for the initial C content is sometimes
included in the process of calibration, i.e. the type of the model and its
parameters are chosen to obtain a better fit.

The PFM combined with simple hydrochemical models is also applied for
oothe Cl dating method [36, 37, 38]. In the case of the Great Australian

Basin [35, 36] the PFM (Eq. 4) was corrected for secular in situ production
opof Cl, and the calibration procedure consisted of the selection of the most

adequate model of Cl~ and Cl" hydrochemistry to obtain a good fit of the
Cl isochrones to the isochrones calculated from the conventional

hydrologie data. Different hydrochemical models yielded "the best fits"
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in particular recharge areas, supplying information on the origin of salinity
and their relative importance for the whole basin. However, in that case the
conventional ages were applied to calibrate the models, therefore the
comparison with them cannot be regarded as validation. The agreement between
tracer and conventional ages up to 1 million years means that the system was
recharged without major breaks under different climatic conditions of the
Quaternary, which is difficult to explain considering constant and little

1 Qscattered values of ô 0 and <5D observed along the flow lines [39].
OD _ __As mentioned, Eq. (4) combined with a simple model of Cl and Cl

hydrochemistry, which was based on an assumed ion filtration enrichment, was
also applied for the Milk River Aquifer [38]. That model yielded a good fit
of the Cl/Cl contours to the experimental data, whereas other simple
models yielded unacceptable results. The ion filtration model was also shown
to explain changes in <5D values along the flow lines. The ages obtained
yielded flow velocities in agreement with hydraulic determinations. All these

OGfacts could be regarded as the validation of the Cl age model. However,
other mathematical models based on quite different conceptual models yielded
equally good fits, which makes the problem of validation unsolved, as
discussed further.

4.3. Continuum approaches in unidimensional flow
Some groundwater systems can be approximated by unidimensional flow with

exchange of mass along a chosen flow line. Tracer exchange without any change
in water flow may result from diffusion between the aquifer and aquiclude
[27, 28, 29] whereas changes both in flow and in tracer concentration result
either from seepage through the aquitard in confined aquifers [40], or by
recharge and irrigation in unconfined systems [41], Changes in tracer content
also result, as mentioned earlier, from retardation and/or underground
production, which are most properly considered as continuous processes in
differential transport equations (e.g. [42]). The models discussed within
this section could be equally well regarded as lumped parameter models.
However, it seems that a separate category is convenient for models based on
the assumption of a unidimensional flow with a constant, or linearly
decreasing or increasing velocity, i.e. for models with lumped flow
parameters, and reactions occurring along the flow lines.

The Milk River Aquifer (MRA), which was investigated by several
scientific teams, may serve as a good example of difficulties encountered in
the validation of mathematical models and in identification of conceptual
models. The MRA was initially regarded as a simple hydrodynamic and
hydrochemical system because it dips gently from the recharge area, and some
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its chemical components are either constant or change their concentrations in
a monotonie way [28]. The following discussion does not include some earlier
conceptual models of the MRA hydrochemistry based on mixing of two different
types of water due to megascopic dispersion and limited recharge area [43].

op _ 1 OThe ion filtration model for the distribution of Cl/Cl and ô 0 in the MRA
was already discussed in Sect. 4.2. The conceptual model of aquiclude
diffusion served as a basis for two similar mathematical models, which were
calibrated in different ways. Hendry and Schwartz [28] considered diffusion

OO 1 Qof Cl and 0 whereas Nolte et al. [29] also included the underground
oo _production of Cl in the aquifer and diffusion of inactive Cl from the

aquiclude. In both cases the transient state was considered, i.e. the active
flow through the aquifer was assumed to start in the past (the step input
function). The fitted age of the active front in the aquifer corresponds to
that past event. The age obtained in [28] for the active inflow of meteoric
water was 1-2 Ma whereas the age for inflow of water with a different
isotopic composition than those originally contained in the aquifer was
0.25-0.5 Ma. This discrepancy in ages is difficult to explain.

The model of Nolte et al. [29] with the flow parameters found originally
18was also calibrated to ô 0 and oD data by Maloszewski and Zuber [l] by

fitting only the diffusion coefficient of water molecules in the aquiclude
— 1 O P — 1 * ? *2(the diffusion coefficient was 1x10 m/s for H 0 and 6.3x10 m/s for2

Cl~). In [28] the dispersivity was accounted for, though its influence for
the assumed value of 100 m was negligible, whereas in [29] the dispersivity
was already omitted in the departure equation. The mean flow velocities found
in [28] by calibration were 0.10 m/a for flow path 1 (eastern) and 0.07 m/a
for flow path 2 (western). They are lower than the values known from
hydraulic estimates (0.3 m/a and 0.15 m/a, respectively), which should be
expected considering the possible periods of no recharge during the
Quaternary. It should be noted that the calibration obtained in [29] and

18extended to ô 0 and ÔD data in [1] is free of the discrepancy mentioned
above because the age of active flow and the age of inflow of water with a
different isotopic composition are the same (0.7 Ma for path 1 and 1.0 Ma for
path 2).

Uranium dating is particularly difficult even for aquifers approximated
by the PFM because a number of geochemical parameters should be known from
independent determinations as shown by the general model of Fröhlich et al.
[42]. In spite of a large number of parameters, the calibration is not easy
to obtain because of a large scatter of experimental data [42]. The
comparison given in [42] of uranium concentrations along flow lines with the
14 234 238C ages indicate that U and U concentrations depend on the age only in
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the oxidizing and transition zones of the investigated aquifer (up to about 2
ka). In the reducing zone their concentrations do not seem to depend on the
age up to about 14 ka. Much more promising results were obtained for the MRA
[44], where for the age range of about 0.01-1.5 Ma the uranium method was
shown to yield good agreement with hydraulic data. For the flow path 1, it
was 0.2-0.6 m/a and 0.3 m/a, respectively, and for the flow path 1 it was
0.1-0.4 m/a and 0.15 m/a, respectively (The uranium ratio method, which
rather yields the uranium migration velocity than the flow velocity [42],
yielded 0.1-0.2 m/a [44]). However, that "good agreement" was obtained for
the rate constants determined for another aquifer [45]. Without the knowledge
of these rate constants the flow velocity cannot be obtained even for a
calibrated model. Therefore, it is evident that in the case of the uranium
method the calibration cannot yield the flow velocity (age of water) even in
granular aquifers without an independent determination of the rate constants.

In general, for large systems as that of the MRA, the tracer ages can be
larger than the water age due to possible periods of no recharge during the
glaciations, i.e. the tracer ages yield mean apparent tracer velocities
which are lower than the mean water velocity, as explained in Sect.3.1.

opTwo models considered by Nolte et al. [29] for Cl and several other
models for other radioisotopes [46] yield similar tracer ages which slightly
depend on the conceptual model of the MRA hydrochemistry. This means that the
tracer ages obtained are reliable, but the conceptual model of the
hydrochemistry remains unidentified. It should be noted that Fabryka-Martin
et al. [47] proposed another conceptual model, mainly based on the
concentrations and concentration ratios of halogens in the MRA and in the Bow
Island Sandstone (BIS). They came to a conclusion that the hydrochemistry of
the MRA can be explained by diffusion exchange with shale beds within the
aquifer, which contain halogens derived from the diagenesis of organic matter
in the sediments. The arguments of these authors against the exchange of
water and its constituents between the MRA and the BIS are very convincing.
Unfortunately, no data were given from the Colorado shales about 600 m thick,
which separate the MRA from the BIS and from the Pakowki formation about 120
m thick, which overlies the MRA. The models of Hendry and Schwartz [28] and
Nolte et al. [29] were based on the assumption of diffusional exchange with

— 1Raquicludes in which the initial concentrations of Cl , 0 and D were assumed
to be similar to those in the BIS, which does not imply that exchange with
water in the BIS takes place. There is no doubt that the conceptual model of
diffusion exchange with the aquicludes [28] and the mathematical model
developed in [29] and its calibration presented both in [29] and [1] give the
best quantitative description available for several species in the MRA. On
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the other hand, all the models applied so far can be regarded as validated in
respect to tracer ages. However, as mentioned above, they are not sensitive
enough to other parameters to identify the conceptual model of the MRA
hydrochemistry. In fact, the models developed in [28] and [29] also describe
the conceptual model of hydrochemistry governed by diffusion from shale beds
within the MRA [47], especially if the beds are sufficiently thick to support
diffusional exchange for the time span involved. In such a case, the main
problem for obtaining a unique calibration is most probably related to
determining the initial concentrations in the shale beds. Unfortunately, no
data are available from the Colorado shales and Pakowki formation as well as
from shale beds within MRA to support or reject any of the available models.
The required data would be the diffusion coefficients and tracer profiles in
the discussed formations, including observed or extrapolated initial
concentrations. Most probably all the discussed phenomena govern the MRA
hydrochemistry, i.e. ion filtration through the Pakowki formation, diffusion
exchange between the MRA and the aquiclude(s), and diffusion exchange within
the shale beds and more permeable parts of the MRA. Only if one of these
processes dominates over the others, there is a possibility for its
identification by modelling the tracer data.

4.4. Distributed-parameter models with lumping for time records of data
The principles of the multi-cell models (MCM) for the interpretation of

environmental tracer data in hydrology were described in [48]. By modelling
the cell sizes and flow routes it is possible to account for some variations
of parameters in the system. Therefore, this category of models is called
here the distributed models with lumping. Its popularity results from an easy
conceptual and mathematical formulation. On the other hand, an easy
formulation of a model with a large number of cells may lead to too large
number of fitting parameters, which, in turn, may lead to an unnoticed
ambiguous calibration. The use of this approach for solving the inverse
problem from time record of data at a given site seems to be little justified
because one- and two-lumped-parameter models give equally good fits [14].

The multi-cell models are also applicable to tracer data in variable
flow. They seem to have a distinct advantage over the lumped-parameter models
because the are able to model both the concentration and flow variations [49,
50].

4.5. Distributed-parameter models with lumping for space records of data
The multi-cell models (MCM) are particularly suitable for modelling the

tracer and inflow (recharge) distributions in space. It is the only method
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available at the operational level, for the interpretation of scarce data in
large systems which due to the complexity of flow networks cannot be
approximated either by the PFM or by continuous flow models discussed
earlier, or by distributed parameter models discussed further. The design of
a given cell network is determined by a prior knowledge of the flow system,
or by calibration procedure, or by both [48]. However, several early case
studies are probably not free of doubts related to the lack of unique
calibration [1].

The power and some limitations of the MCM-s can be learnt from a recent
study of a regional carbonate-alluvial system in Nevada [51]. Conservative
tracer, deuterium, was used under assumptions of invariant tracer
concentration and recharge rates. Thirty-four deuterium values were used for
recharge components and 40 to represent the mean values in cells. It should
be positively stressed that contrary to many earlier studies, the number of
cells was smaller than the number of deuterium determinations in groundwater.
Due to to the lack of constrains three scenarios (models) were considered
with somewhat different cell arrangements in three-dimensional cell networks
(17 to 20 cells arranged in 2 tiers), recharge distributions and flow routes.
The arrangements of the cell networks, cell volumes and recharge/discharge
rates were based on earlier hydrogeological investigations. The flow model
was calibrated with deuterium to obtain the flow rates between the cells.
Once the models were calibrated it was possible to calculate the mean and
median ages as well as age distributions. However, it should be noted that
due to the conservative character of the tracer and the assumed steady state,
the ages obtained depend on known or assumed cell volumes, i.e. they do not
represent independent estimates. A radioisotope tracer, or a conservative
tracer in a transient state would yield independent age determinations.

For the carbonate part of the system, the effective porosity of 3 % was
assumed. As stated in [1], if this value is close to the mobile water
porosity (fractures, solution channels, conducting fault zones), the
calculated ages correspond to the water ages as defined in the present paper.
However, if this value is close to the matrix porosity, the calculated ages
correspond to the tracer ages. In the latter case, the mobile water volumes
in the carbonate cells are much smaller than those originally estimated.

In spite of a large number of tracer data, the three scenarios
considered demonstrate that unique calibration was not possible. It was also
clearly stated that it was virtually impossible to verify (validate in the
terminology of the present paper) the numbers obtained, especially for the
carbonate system [51]. For the mean age of the system of the order of 10 ka,
and maximum ages in.some cells approaching 100 ka, the assumptions on
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invariant recharge rates and concentrations are very weak. Therefore, the
parameters obtained by calibration were viewed as first approximations, which
can serve as starting points for more sophisticated models or planning
purposes [51].

4.6. Multi-tracer multi-cell models (MTMCM)
A novel approach to the multi-cell modelling of environmental tracer

data was presented in a series of papers [52, 53, 54, 55, 56]. The principle
of this approach is as follows [53]:
"The aquifer is divided into cells within which the isotopes and dissolved
constituents are assumed to undergo complete mixing. For each mixing cell,
mass balance equations expressing the conservation of water isotopes and
dissolved chemicals are written. These equations are solved simultaneously
for unknown rates of recharge into the various cells by quadratic
programming. The degree to which individual dissolved constituents may be
considered conservative is tested a priori by means of equilibrium model such
as WATEQF. Constituents which do not pass this test are either disregarded or
suitably assigned a small weight in the quadratic program."

The idea is to obtain the flow model for systems without hydrologie
information where the hydrochemical data are available from a sufficient
number of wells. The number of equations must exceed the number of unknown
flows. For the aquifer parameter estimation from additional incorporation of
periodic variations of the water table, the wells are also used to measure
the hydraulic heads [55]. The method is applied in a constrained way, which
means that the number of cells cannot exceed the number of sampling sites.
Similarly to the MCM approach, the dispersion in the aquifer is
automatically modelled by the number of cells and their arrangement. The
general validity of multi-tracer multi-cell modelling (MTMCM) was proved on
synthetic data [53].

Similarly to other tracer methods and models, the MTMCM approach is
particularly applicable to systems where conventional data hydraulic data are
unavailable or inadequate. Therefore, it would be unrealistic to expect a
possibility for its validation in each case. It seems that the validity of a
given MTMCM approach, whether tested or not, will mainly depend on the
presence of a sufficient number of conservative constituents, on the accuracy
of assumptions related to the conservative behaviour of nonconservative
constituents, and on the validity of assumptions on invariant flow and

1 ficoncentration inputs. In addition, even such conservative tracers as 0, D,
Cl and Br" may change their concentration due to either ion filtration
through ion membranes or diffusion exchange with aquicludes. The MTMCM
approach in its present form does not account for such effects, which in some
cases may lead to false results in spite of a unique calibration.
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4.7. Distributed-parameter models based on flow equations
Numerical solutions to the equations of flow conservation and tritium

balance were obtained for a phreatic aquifer, which was approximated by
unidimensional flow with inflows and outflows caused by recharge and
irrigation [41]. The model was well calibrated, similarly as the earlier
developed unidimensional MCM approach [57], and both models yielded the same
recharge rates, in agreement with conventional estimates.

Numerical model of flow in the carbonate fissured formations of the
14Paris Basin was partially validated by the comparison of C concentrations

calculated from the equation of advective flow (a modified version of the
PFM) with the observed values [58]. However, the flow rate was calculated for
adjusted effective porosity of 15 %, which was not defined. According to Eq.
(7) this effective porosity should be understood as n + n . As stated in

f P
[1], depending on the modeller's needs and required accuracy, that porosity
can be assumed either to be known and the model regarded as validated, or
unknown and its value obtained from calibration. However, in the latter case
one cannot claim that the model was validated. Quite to the contrary, if
laboratory measurements on core samples yielded, say, n = 1 % =p
n (effective), the model would be invalidated. As stated in Sect. 3.3,total
the radiocarbon method in fissured carbonate formations yields tracer ages
larger than the conservative tracer ages due to the delay caused by exchange
reactions. Consequently, in the discussed case the total porosity is most
probably much less than the adjusted value of 15 %, and that value involves
the R -factor (see Eq. 9). Undoubtedly, this interesting study clearly

a
demonstrates some pitfalls of the calibration and validation processes

14adherent to the tracer method in general, and to the C method in particular.

4.8. Distributed-parameter models based on transport equation
As mentioned, the distributed-parameter approach requires a lot of data

which can be obtained only in favourable situations. For instance, for a
small granular aquifer situated at a flow divide between two watersheds, a
dense line of borings and the installation of bundle-type piezometers, each
consisting of nine individual piezometers with short slotted and screened
tips, permitted to obtain detailed observations of the hydraulic heads and to
perform hydraulic tests and tritium sampling at desired depths [58]. A
numerical flow model was constructed for the observed cross-section as a
prerequisite for the modelling of tritium transport. A known analytical
unidimensional solution to the dispersion equation was used and calibrated by
selecting the flow velocities and dispersivities along chosen flow lines to
obtain fits with the spatial distribution of tritium data along flow lines at
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different sites. The dispersion model can be regarded as validated because it
yielded flow velocities close to those known from the flow model. The best
fit was obtained for the dispersivity of 0.02 m, which for flow velocities of
the order of 1 m/a corresponds in approximation to the coefficient of
molecular diffusion in granular medium (D/T = D = a v, where D is thep p L
coefficient of molecular diffusion in free water, T = 1.5 is the tortuosityp
factor). The agreement of the observed dispersivity with that expected from
the coefficient of diffusion can also be regarded as validation. Note that
the parameters of the dispersion model were lumped, however the use of the
model for individual flow lines defined by the numerical flow model allows to
consider the whole approach as the distributed type. Such low dispersivity is
obtained only for individual flow lines. Other types of sampling would lead
to much higher dispersivities.

The same aquifer was also modelled by applying two-dimensional solution
to the dispersion equation. Calibration and validation were obtained in the
way as in the case of the analytical model.

ocPoint sampling of Kr [59] along chosen flow lines was also applied in
the Bordon aquifer. The piston flow model was used to calculate the ages for
these lines. Two-dimensional model dispersion model was also applied. Similar
piston flow model was used for environmental Fréons observed along chosen
flow lines in another aquifer [60].

In all these cases the tracer method was not applied in order to find
some hydrologie parameters, but rather to validate the transport models which
can in turn be used for prediction of pollutant movement.

5. CONCLUSIONS
Environmental tracer data in groundwater systems can be used in

mathematical models either for finding some flow and/or rock parameters of
the system or for calibration of flow and/or pollutant transport models.
Mathematical modelling can be improved by execution of proper calibration
process, and, whenever possible, by validation or partial validation of the
model employed.

The relations between flow and tracer parameters should be well
understood and taken into account either directly in models or in the
interpretation of the results of modelling. In fissured rocks the influence
of matrix diffusion leads to tracer ages which may exceed by orders of
magnitudes the water ages. This effect, known for more than a decade, is
unfortunately seldom taken into account in practice for the interpretation of
environmental tracer data, though its importance is commonly accepted for
pollutant transport modelling.
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For the interpretation of tracer data in fissured rocks, the matrix
porosity has been shown to be the most important parameter because tracer
data can be related to Darcy's velocity or hydraulic conductivity without any
knowledge on the fissure network parameters. Therefore, matrix porosity data
of typical rocks should be useful for the interpretation of environmental
tracer data. Unfortunately, there is little understanding among the
hydrogeologists on the importance of the matrix porosity as the most
important transport parameter in fissured rocks.

APPENDIX I.
RELATIONS BETWEEN RADIOISOTOPE TRACER AGES AND CONSERVATIVE TRACER AGES
Equation (4) is usually regarded by hydrogeologists as a general

definition of the tracer age, and often wrongly identified with the water
age. As discussed in the main text, that equation is meaningful only for
aquifers in which the flow pattern can be approximated by the piston flow
model. In such cases, the radioisotope age is equal to the mean transit time
of water (t ) only for nonsorbable tracers, and if there are no stagnant
water zones into which the tracer is able to diffuse. In fractured rocks, ta
> t because of stagnant water in the micropores of the rock matrix. If the
fractured network is approximated by a model of parallel fractures of equal
aperture and spacing, the solution of the advection equation combined with
matrix diffusion equation and with eq. (4) leads to [16, 17 18]:

t /t = 1 + n tanh(p)/(n p) (I.1)a w p f

with
1 /?p = U/D ) (L/2 - b) (1.2)p

where, D is the coefficient of molecular diffusion in the matrix, L is thep
distance between the fractures (axis to axis) and b is the half fracture
aperture. For p ̂  0.25, Eq. (I.I) simplifies to Eq. (6) with t replaced by
t , whereas for p 2: 2 [17, 18]:
a

t /t = l + n /(pn ) (1.3)a w p f

In the case of piston flow and an instantaneous injection the solution
is [18]:

t /t = -5-
n (L-2b)

td w 2b

tanh(p) _2+ O.Scosh (p)
2p

(1.4)
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where t is the mean transit time of decaying tracer. For L » 2b and p ̂td
0.25, Eq. (1 .4 ) simplifies to Eq. (6 ) , whereas for p * 3

t /t = l + n /(2pn ) (1 .5)
td w p f

Equations (I.I) to (1.5) differ from Eq. (6) because in the case of a
decaying tracer its particles decay during the diffusion process in the
matrix and are unable to penetrate the whole depth [17, 18, 19, 27].
Therefore, in general, t ^ t > t , which means that a radioisotope age is

t a W
larger than the the water age, but it can be lower than the conservative
tracer age.

A simple estimation of the condition p ̂  0.25 shows that for the
radiocarbon method any spacing not greater than about 0.8 m leads to t /t =

a w—11 2 —1R , if D ^ 10 m s . Therefore, Eq. (6) can also be accepted as anp P
approximation for the radiocarbon method in densely fissured rocks [2]. Of
course, for rocks with higher values of the diffusion coefficient than that
assumed above, the fissure spacing can be larger.

Equation (5) was also sometimes applied for the tritium of the pre-bomb
era. It can easily be shown that for tritium the condition p ̂  0.25 is more
difficult to satisfy than for the radiocarbon. However, since the beginning
of the thermonuclear bomb tests the tritium age is usually determined with
the aid of Eq. (3), as the main parameter of the g(t' ) function found by
fitting. Then, due to the correction for the radioactive decay, Eq. (6) is
applicable, i.e. the same results are obtained for decaying and nondecaying

14tracers. It means that similarly to the C method, the R -factor must bep
known in order to calculate the water age (mean transit time) from the
tritium age. As the retardation factor is seldom known, the water age usually
remains unknown. However, other interpretation possibilities are offered by
approach discussed in the main text.

APPENDIX II.
RETARDATION FACTORS CAUSED BY EXCHANGE REACTIONS

Assuming that the exchange reactions are governed in part by an
instantaneous equilibrium and in part by a kinetic process, the retardation
factors caused by exchange reactions in the matrix can be expressed as
follows [2, 61]:

R = 1 + (1 - n )pk /n (II. 1)ap p 3 p

where p is the density of the rock matrix and k is the distribution constant
•J
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for an instantaneous equilibrium reaction, expressed in units of water volume
per unit weight of the solid material [k = (C in solid material in g/g)/(C

O

in water in g/ml) at instantaneous equilibrium]. The retardation factor
caused by kinetic reactions is [2, 61]:

R = k /k (11.2)a k 1 2

where k and k are the forward and backward rate constants (dimensions -i 2
T ), respectively. The distribution coefficient (k ) obtained at the finald
equilibrium is:

n k
k =k + -g-.——?——- -L (II.3)d 3 (1 - n )p kP 2

which means that if k is used in (II. 1) instead of k , the R factord 3 ap
represents the previous R + R factor in Eq. (9). The choice of theap ak
approach is a matter of convenience depending on which parameters are easier
to measure. For instance, in a laboratory experiment the equilibrium was not
reached even after 800 hours [62].

It seems that the reaction constants and retardation factors can be
measured either in laboratory on rock samples, or in field experiments
with artificial tracers [61]. However, it remains an unsolved problem if such

14experiments can be useful for obtaining conservative tracer ages from C
ages. Considering large values of the adsorption retardation factors and the
expected low accuracy of their determinations, a satisfactory solution does
not seem to be easy to obtain.
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A NEW APPROACH TO THE TRANSPORT PROBLEM

N. LIMIC, T. LEGOVIC
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Zagreb, Croatia

Abstract

In the first part the assumptions of stochastic transport,
from which the conventional dispersion equation is derived, are
reconsidered. From more general assumptions on velocity
fluctuations an equation that generalizes the conventional
dispersion equation is derived. The two equations, conventional
and generalized dispersion equations, are compared and properties
discussed. Conditions are examined under which use of
conventional dispersion equation is allowed.

In the second part, the velocity fluctuations are assumed
to have bounded realizations and a new class of models of
transport in the mean is derived. This new class essentially
differs from the conventional dispersion equation. The basic
feature of models is a finite velocity of spreading of substance
from source. Finally the transport of substance in groundwaters
is studied using the new class of models. A simpler subclass of
models is derived and applied for the description of tracer in
karstic groundwaters of the Istra peninsula.

List of symbols

bk, bjj, (X) , bfc, (X,t) amplitudes of dispersion velocity
D dispersion constant
v, v(t), v(t,x) random velocity fields
w, w(t) , w(t,x) mean fields w = E(v)
B operator of the mean over ensemble
f, f(t), f(t,x) velocity fluctuations f = v - w
c, c(t), c(t,x) random concentration field
C, C(t), C(t,x) mean concentration field C = E(c)
C(X), C(X,t), C(X,t,x) concentration field with the

probability p(X) dX
p, p(X) probability density distribution
q, q(t,x) distribution of input
*k, *k(x) derministic velocity fields
9k/ 9k(t) random processes
S(X) spectral function

1. INTRODUCTION
In the present article the term conventional dispersion

equation is reserved for the linear dispersion equation with
advection. The conventional dispersion equation is usually
derived from the mass balance equation by applying to it a
relationship connecting the flux and concentration gradient by
the Pick's law. This approach is basically deterministic because
the dispersion is described by average quantities: the average
flux of substance and average concentration. On the other side,
Pick's law is basically phenomenological. In a fundamental
approach to transport, we must start with transport models in
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random velocity fields. We know that the conventional dispersion
equation describes an average motion in the case that the random
velocity field is defined by the Brownian motion. Hence, the
random counterpart of the dispersion equation is

-fc*(t) = v(t,r(t)), (1.1)

describing the random motion r(t) of a particle in the random
velocity field v. So far no other stochastic model is known that
results in the dispersion equation after the statistical
averaging is carried out. Therefore, we must think of the
Brownian motion in a wider sense than in the case of molecular
diffusion. Since, here, the dispersion equation is used for
describing transport on a much larger scale, we must anticipate
that the Brownian motion is the underlying random motion of water
masses. As far as the dispersion equation is the basic model for
describing transport in the mean, the Brownian motion is the
basic model for the corresponding random motion of water. In this
wider sense the term Brownian motion is used here.

There are several drawbacks of the conventional dispersion
equation that are often noted and discussed. After an analysis
of assumptions about the random nature of transport, from which
the conventional dispersion equation is derived, the following
two drawbacks can be particularly marked:

(a) Spreading of tracer around locations of sources i.e.
immediately after the release of substance, has been observed to
follow the linear law, while the conventional dispersion equation
predicts the quadratic law.

(b) Substance spreads with a finite velocity from a source
through the space. This apparent fact contradicts the infinite
velocity that follows from the conventional dispersion equation.

It is well known that the conventional dispersion equation
does not contain information about the spectral function of
velocity fluctuations. This fact can be related closely to the
drawback (a).

The encountered shortcomings of the dispersion equation have
forced researchers to try other methods. Monte Carlo methods (to
be denoted by M.C.) are most often exploited among new approaches
to this problem. Unfortunately, from the theoretical point of
view, this is a step back in the overall study of transport
problem. Let us explain this statement.

A M.C. method can be applied if necessary statistics are
defined. Schematically, this step is illustrated by the first box
in Figure 1. After defining necessary statistics of the
stochastic transport one can use a M.C. method to simulate paths
of particles and calculate the average concentration in a portion
of the medium. The other way is to derive an equation for the
average concentration field. The equation must be derived from
a stochastic model of transport and defined statistics of
velocity fluctuations. This step is theoretical. After an
equation is derived, the average concentration field is obtained
by solving the equation as illustrated by the box "MODEL
SOLUTION".

44



BASICS:
definition of statistics
of velocity fluctuations

SIMULATION:
simulation of transport

by M. C. methods
MEAN FIELD MODEL:

derivation of the model
for the averaged

concentration field

MODEL SOLUTION:
description of transport
by solving the model

Figure 1. A schematic illustration of two approaches to the
transport problem in a random velocity field.

Obtaining an efficient and accurate mean field model, i.e.
the step "MEAN FIELD MODEL", is the most difficult part and it
is not surprising that up to the present only one exact model has
been found and used systematically. Unfortunately, this model is
the conventional dispersion equation that exhibits undesirable
features which are mentioned in (a) and (b).

To accept or reject the conventional dispersion equation as
a transport model seems to be the matter of experience rather
than some basic theoretical principle. Therefore, it is of a
considerable interest to look for theoretical criteria to make
a better judgement about a possible applicability of the
conventional dispersion equation.

This article is devoted to 1) reconsideration of principles
that are unavoidable in our cognition of transport in a random
velocity field, 2) understanding consequences of any
simplification that is made in order to derive tractable
transport models, and 3) an attempt to derive transport models
without simplifications in order to relate drawbacks (a) and (b)
to the usually supposed simplifications of the basic principles.

The Brownian motion is defined by the random process with
independent increments. Each increment has a normal distribution
with zero mean and variance proportional to time. Due to
independent increments we have the drawback a) (Lirnio [1,2]).
Because increments are independent the covariance function of
velocity fluctuations is proportional to the Dirac S-function.
By removing the independency of increments the drawback (a) can
be eliminated. Unfortunately, some other nice features of the
conventional dispersion equation are lost. Therefore, in the
first part of our study we consider the transport in a random
velocity field for which fluctuations are normally distributed
but the covariance function is non-trivial, i.e. we assume that
the spectral function of velocity fluctuations is general. By
keeping unchanged the assumption about normal distribution of
velocity fluctuations we are allowed to call the derived equation
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the generalized dispersion equation. In Section 3. this
generalized equation is studied. Our emphasis is on the
comparison of properties of solutions of conventional and
generalized dispersion equations rather than their derivations
so that details of derivation are omitted.

The drawback (b) is caused by the fact that increments are
normally distributed (see [2]). It is naturally, therefore, to
omit the assumption about normally distributed velocity
fluctuations in order to have a finite velocity of transport. In
the new approach the content of steps "BASICS", "MEAN FIELD
MODEL" and "MODEL SOLUTION" of Figure 1. differ from the
classical derivation of the dispersion equation. In this approach
the random process has non-trivial covariance functions and the
fluctuations are bounded almost surely. Due to these features the
drawback (b) is avoided. This new class of models is studied in
the remaining part of this work.

The new class of models that is derived here resembles
formally the wave or telegraph equation. It seems that Goldstein
[3] was the first to utilize the telegraph equation for
description of transport of substance in a turbulent medium. The
model was generalized to the case of more dimensions by Bourett
[4]. Results of the present work are more general. They are
derived from a unique supposition on velocity fluctuations by a
method which is developed in [2]. The method is quite general so
that it reproduces the conventional dispersion equation as a
special case.

2. CONVENTIONAL DISPERSION EQUATION AND BROWNIAN MOTION
To simplify notations and focus our discussion to basic

principles of transport in a random velocity field it is
admissible to consider the transport in one space dimension.

Let us remind first what is the Brownian motion in one space
dimension and what is the meaning of velocity implied by the
Brownian motion.

The Brownian motion is the random process x(t) on [0,<») ,
x(t) e R, that is defined by

(i) x(0) = 0,
(ii) For 0 < t, < t2 < ••• < tn, the random variables x(tk) -x(tk_!) are normally distributed and independent,(iii) For any pair s, t, such that t > s > 0, the random

variable x(t) - x(s) has the zero mean and variance
Var[x(t) - x(s)] = 2D(t-s) ,

where D is a positive number that is called the dispersion
constant.

The covariance function of this process is B(t,s) =
min{s,t}. The finite-dimensional characteristic functions can be
easily derived. Let t0 = 0, n e N, and t0 < tj < t2 < ••• < tn.Then

To the Brownian motion x(t) there corresponds a velocity
fluctuation f(t) = dx(t)/dt. From the properties (ii) and (iii)
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we have C(t,s) = E[f(t)f(s)] = 2D5(t-s) where S(t) is the Dirac
delta function. Hence, the spectral function of f(t) is S(X) =
2D for all X e (-«>,«>) . Realizations of the Brownian motion x(t)
are continuous in R, and start form the origin. Let us call them
paths. However, time derivatives of these paths, representing
velocity fluctuation, are defined only as generalized functions.

To get a feeling about smoothness of paths that are
generated by the Brownian motion consider the following example
in R2. Let D = 1, x(t) be generated by the Brownian motion and
let us consider another process y(t), for which the covariance
and spectral functions are K(t) = 2p/ [7r(p2+t2) ] and S(X) = 2exp(-
p|X|). An illustration of paths for both processes is given in
Figure 2. For the second process the choice of parameter is p =
2. The spectral function tends to the value S(0) = 2 as p tends
to zero. To a smaller value of this parameter there corresponds
a less smooth path in Figure 2.

If the velocity v in Equation (1.1) is defined by w + f,
where w is the mean velocity, w = E[v], and f is the velocity of
the Brownian motion, then the corresponding transport in the mean
is described by the conventional dispersion equation

f

I *̂\"5t k \ c(ttx) = (2.1)

This equation must be supplied with an initial condition at t =
0 in order to have a unique solution.

If the mean field w is t- and x-independent solutions of
(2.1) can be easily represented by means of the fundamental
solution Y that is also known as the Green function. For a
constant w the fundamental solution has the form

- Jet (2.2)

Figure 2. A path (left) generated by the Brownian motion with
D =1, and a path (right) generated by the Gaussian process
having the spectral function S(X) = 2exp(-2|X|).
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The fundamental solution of the dispersion equation can be
interpreted as the mean concentration field resulting from the
source at x = 0, differing from zero only for t = 0, i.e. q(t,x)
= £(t)5(x). A general solution of (2.1) can be represented by
means of the fundamental solution. Let c0(x) be the initial
condition at t = t0. Then the corresponding solution of (2.1) hasthe following form

«e

c(t,x) = f dy Y(t-ta,x-y) c0(y) +
„ f <2'3>
j dy I ds Y(t-s,x-y) q(s,y) .

In the case of two space dimensions, instead of (2.2) we
have

where xu x2 are components of x and wu w2 are components of thedrift velocity w. The expression (2.3) is valid for the two-
dimensional case as well, after Y of (2.4) is substituted and the
integration with respect to y is changed into the double
integration with respect to yl and y2.Drawbacks a) and b) can be directly seen from (2.4). Let us
consider the process in R2, w = {w,0}, and assume that the
process starts at t = 0, so that c0(x) =0. If q is a "puff" att = 0 and x = 0, i.e. q(t,x) = q05(t)<S(x), q0 > 0, the resultingconcentration field is c(t,x) = q0Y(t,x). This concentrationfield has isolines in the x,,x2- plane, that differ slightly fromthe curves defined by

4Dt

where a is the parameter of isolines. These curves are circles
having centres at {wt,0} e R2, moving downstream with the
velocity w, and having redia 2(Dta)1/2. This behaviour can be
easily observed further from source. Around source the radii are
proportional to t rather than the square root of t. The drawback
(b) can be demonstrated even by simpler arguments. Let the input
distribution q(t,x) be zero for t < 0 and localized to a bounded
domain for all t > 0. Then the solution (2.3) of (2.1) is
positive on the whole R for any t > 0. The only possible
explanation of this fact is by concluding that transport in the
mean carries away substance with velocities that are arbitrarily
large. Heuristically, we use to say that the dispersion equation
allows an infinite velocity of spreading.

3. GENERALIZED DISPERSION EQUATION

The velocity fluctuation f (t,x) is again a Gaussian field,
i.e. for fixed t e t0/00) random variables f(t,x) are normally
distributed with zero means. In contrast to the previous section,
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the random field f(t,x) is not related to the Brownian motion.
It is general in the sense that its covariances C(s,t,x,y) =
E[f (t,x) f (s,y) ] are smooth functions of t, s, x and y. The
velocity fluctuation is defined by

f(t,x) = £ gk(t) q^Or), (3.1)
k

where 0k are velocity modes and gk(t) are random processes on[0,oo) for which statistics must be defined. The representation
(3.1) can be understood as a decomposition of velocity
fluctuation into a linear combination of local fluctuations 0k.Each local fluctuation has a random amplitude gk(t) depending ontime. Statistics for gk are defined by:

f pU)dX (laU,̂ ,̂ , ...,tn>
A

where bk are real valued functions, A is a set, and ̂ „(X, t, . . . , s)
are statistical moments of a Gaussian process. Again, for the
sake of simplicity, the integral over A is omitted in the course
of our discussion. At the final step the integral over A can be
included in order to get a general representation of results.
Furthermore, the stationär ity of processes gk in the strict senseis assumed so that the statistical moments jun depend only ondifferences tj - tj. Then the functions bj, become constant, i.e.
real numbers. In this way, statistical moments, to be used in our
derivations, have the form:

J.1n
The real numbers bk are still unspecified. In order to match theconventional dispersion equation as closely as possible the
numbers bk are defined by imposing a condition on the covariancefunction of velocity fluctuations. The second order statistical
moment of velocity fluctuations or covariance function is defined
by

Cov(s.t.x.y) = K(t-s) JEv^OO jbj!bi(y) , (3.3)

where K(t-s) = /z2(t,s) . The covariance function (3.3) does notdepend on space variables if the numbers bk are chosen in such away that Sbk0k(x) is constant on R. Therefore we choose bk to makethe function Ebk0k(x) equal to 1 on R. Then the standard deviationof velocity fluctuations is t- and x- independent, a = (Mat0))1'2-
In the velocity field v, either deterministic or random, the

transport problem has a known form that is equivalent to the mass
balance for the concentration of considered substance:

-Jj-C(t,x) + -j-(v(t,x)C(t,x)) = q(t,x},dt dx (3-4)

49



By inserting the representation (3.1) into (3.4) we get
Jlc(t,x) + -j-(w(t,x)C(t,x}} -»- -j-(f(t,x}C(t,x)) =
at ox ox (3.5)

Q(t,x) .

Solutions of (3.4) can be obtained by using a family of
stochastic evolution operators U(t,s) . The operators U(t,s) are
uniquely defined by the following system

U(t, t) = J, U(s,t)-i = U(t,s), U(u,T)£7(T,s) =U(t,s),
^ a (3-6)
-jLu(t,s) = --j^ [(w(t,x) + f(t,x)) U(t,s)1 ,

Their random nature follows from the randomness of f(t,x). After
the evolution operators U(t,s) are calculated, any solutions of
(3.4) is represented by

= U(t,t0) C0U) + U(t,s) q(s,x) ds. (3.7)

In particular, the mean value c(t,x) = E[C(t,x)] can be obtained
as

t
C(t,x) =Z[I7<t,t0)] C0(x) + f E[U(t,s)] q(s,x) ds. (3.8)

t»

The representation (3.8) is very similar to (2.3). Much
more, these two expressions must be the same if the velocity
fluctuation f(t,x) is defined by a Brownian motion. Hence, in
this particular case we would have

X[U(t,s}]q(t,x) = f dy Y(t-a.x-y) q(s,y),

i.e. an integral operator with the kernel equal to the
fundamental solution Y of the conventional dispersion equation.
For the velocity fluctuations f(t,x) of this section E[U(t,s)]
is again an integral operator. Its kernel is proportional to the
fundamental solution Z of the following differential equation:

-jLz(t,x) = h(t) D J?--Z(tlx) , t > 0, (3.9)dt dx2

where

D = f eft K(T) , h(t) =— f dvJC(t), (3.10)y Z? Jo o
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We have to define another function:
t t

e(t) = 2D = 2 fdtx Jdfc2 K(tz) . (3.11)
0 0 0

With notations, just introduced, the solution of (3.9) is

Z(t,x) exp -2e(t) J' (3.12)

The scaling factor (2ir)'1'2 is introduced in order to have
•»

J Z(t.x) dx = 1, Z(Q.x) =6(x).

The function
X(t,x) = exp(-it)

is evidently a solution of

~ + W-- - hit) + k \ X(t,J x) « 0, t > 0 ,

(3.13)

(3.14)

and can be called the fundamental solution of this equation. The
resemblance of the function (3.13) with the fundamental solution
of dispersion equation (2.2) is striking. The function (3.13)
would be equal to the fundamental solution of dispersion equation
(2.2) if the function e(t) in (3.12) had the form e(t) = 2Dt.

Three particular cases of the covariance function K are
interesting to discuss:

(a) K(s)ds ~ t~v. p > i,
o

(Jb) f K(s) ds = D > 0
o

t
(c) j* K(s)ds -* ».

downstream -»
5 10 15 20 25 30 35 40 45l l l I I l l l I

In all three cases e(t)
behaves as t2 for small t. As
time tends to infinity, the
function e(t) in (a) tends to
a positive number, in (b) it Figure 3. Examples of isolines
behaves as Dt, and in (c) it corresponding to the three casesincreases to the infinity. The in (3.15)case (b) corresponds to the
conventional dispersion law.
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The number D can be interpreted as an asymptotic dispersion
constant. The solution (3.12) exhibits the linear law for small
times and the standard quadratic law for larger times. This
property stresses the non-triviality of the obtained model (3.9)
in the class of exactly derivable models for the transport of
substance in a random velocity field. Thus, (3.9) is an extension
of the conventional dispersion law for which the covariance
function of velocity fluctuations is a smooth function.

An illustration of properties (a) - (c) is given in Figure
3. Let K(t) be the covariance functions, defined by K(t) = (27r)"1
jexp(itX) S(X) dX, where

(a)

(Jb) s(A.) = A __jL_, e2(t) = -l(t - 1 + exp(-fr))

= 6U), e3(t) =

With k = 0 and w = {w,0}, the straightforward extension of the
function (3.13) to the space dimension n = 2 is

Ytf-Tc ~X \ =-A V <-1 -"~\ i -"-2 '

+ k }• c(t,x) = q(t,x) - D

2ne(t)

The curves X(t,Xj,x2) = const are drawn in Figure 3.By using the fundamental solution (3.13) in (3.8) , solutions
of transport in the mean can be written as a sum of two terms,
one including the initial state and the other including input
distribution. Let us assume that the process had started at t = -
oo, so that an initial state is absent. Then we have

t •
c(t,x) = f ds exp{-k(t-s) } j dy Z(t-s,x-y-w(t-s)) q(s,y) . (3 .16)

—#» —w

This is a solution of the following integro-differential equation
fl ffi \ & C

__ * t^_£_ - n_£L_ 4- lr\ r-ff v\ = srl t- v\ - n °at
[1 - h(t-s) ] Z(t-s,x-w(t-s) -y) exp(-Jc(t-sr)) g(s,y) .

The left hand side and the first term on the right hand side of
this equation form a conventional dispersion equation. The second
term on the right hand side is an additional term which may be
interpreted as a correction to the conventional dispersion
equation.

4. COMPARISON OF EQUATIONS
An advantage of the conventional dispersion equation to the

generalized is, obviously, the simplicity of the former one. This
cannot be the crucial point for ruling out the generalized
dispersion equation. Their properties must be compared before we
make a decision wether to use one or the other. A comparison
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reduces to an analysis of the additional term of (3.17). A
general discussion is not necessary in order to expose basic
features of the term.

Although the conventional dispersion equation (2.1) and the
generalized dispersion equation (3.17) are very similar in
structure they differ significantly in important features that
are listed in Table I.

TABLE I.

prop-
erty
1
2

3

4

conventional dispersion
equation (c.d.e.)
time-locality

quadratic law of
spreading around source

D = S(0)

time non-reversibility

generalized dispersion
equation

time non-locality
linear law of

spreading around source
asymptotically tends

to c.d.e. with D =S(0),
after switching off the

input term
time non-reversibility

Let us discuss these features one by one.
Time non-reversibility. We start our discussion with the

fourth feature because only this feature is shared by both
equations. Time non-reversibility means generally that the past
cannot be reconstructed from the present (or future). Let us
point out that this property is not a mere consequence of taking
statistical average (or mean) of stochastic transport models. The
class of models of transport in the mean, to be developed in the
following section, are time reversible. Hence, the time non-
reversibility is a consequence a random nature of fluctuations.
Fluctuations are normally distributed so that there is positive
probability that their amplitudes are larger than any fixed
number. Speaking vaguely, a portion of substance is removed
beyond any boundary and cannot be recovered.

Time locality. A system fulfils time locality if its
knowledge at t, is sufficient for its description at any later
time t2 > tt. In other words, the history of system untill t = t,does not need to be known for its reconstruction at t > tt. Onlyits knowledge at t = tj is necessary and sufficient for such
reconstruction. Systems that are defined by differential
equations are obviously time local. The generalized dispersion
equation is not a differential equation. It is an integro-
differential equation that is not equivalent to a system of a
finite number of differential equations. Hence, time non-locality
is its inherent property. This fact is known for years and can
be traced back to the fundamental work of Taylor [5], There, the
turbulent dispersion (or diffusion), is described by means of
covariance function of locations of fluid elements (particles)
in the Lagrangean picture of motion. The main point is that the
complete history of motion of fluid elements must be known in
order to calculate the covariance function.
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For the present purpose we demonstrate the non-locality of
the generalized dispersion equation by using a particular form
of the covariance function of velocity fluctuations. The choice
enables us to make analytical calculations in close form and
obtain solutions as a series. Therefore, we assume that K(t) =
pD exp(j-p|t|) so that h(t,s) = (l-exp(-p | t-s | ) and h(t,s) - 1 = -
exp(-pIt-s|). A general covariance function can be represented
by using the Laplace transform, K(t) = j P(p)exp(-p|X|)dp, so
that the considered covariance function is a basis for a general
discussion. The use of the formal operator calculus has some
advantage in present derivation. Let us define

A = JL, Lk = 4-+ v4- - -°A + *dx* dt dx

and let c = L̂ q represent formally the expression
c »

c(t,x) = f ds exp{-*(t-sr)} J dy Y(t-s,x-y-w(t~s)) q(s.y),
—*» —*»

i.e. a solution of (2.1) on R. In terms of the defined formal
operators the equation (3.17) can be rewritten as

Lkck = or - D Ac^,
where the index k in L̂  and ck reminds us that the extinctionconstant in these expressions is k. The unique solution of this
equation is defined by the series

<?* = j*1 E <-i>a n (j>Aiw1) «r. (4.Dn«0 m"0

The function ck is defined for all t and x, so there exists itsFourier transform

(4<2)

The non-locality follows from this expression. The representation
(4.2) proves that it is impossible to define a differential
equation for the function ck(t,x). The existence of a
differential equation would imply the existence of a polynomialp(Po/P) i-n Poi with coefficients that are general functions of p,
such that

1 + E fl T7 ———— T-T£c l-i J.(p+wp) + k + mp +

Obviously that (4.2) does not allow such polynomial.
Law of spreading around a source. This law has been

discussed in the previous section for the conventional dispersion
equation. The discussion can be completed now by describing the
behaviour of solutions of the generalized dispersion equation
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around a source. The law of spreading is implied by the form of
exponent of the fundamental solution. In the present case,
Equation (3.13) must be used. Assumptions about parameters are
the same as those at the end of the previous section. For the
problem in R2, isolines of the fundamental solution are very
close to the curves

x2 = 2e ( fc ) = «4jDJ'dfc1 f dtz h(tz)

where a is a parameter. The right hand side behaves as t2 for
small t, implying that the defined curves are circles, moving
downstream with velocity w, and having radii proportional to t
for small t.

Dispersion constant and spectral function. From comparison
of two equations in terms of the third property in Table I., we
can draw the most serious critical remark regarding the
applicability of conventional dispersion equation. We dare say
that this comparison is fundamental in determining verges beyond
which an application of the conventional dispersion equation is
meaningless. The present discussion tries to answer the following
basic question:

Let velocity fluctuations be normally distributed and have
the stationary covariance function K(t) with spectral function
S(\) . Is the conventional dispersion equation an adequate tool
for describing transport in the mean?

With random nature of velocity fluctuation so assumed, there
is no doubt that the average concentration field is given by
Expression (3.16). On the other hand, if the conventional
dispersion equation were valid, then the average concentration
field would be given by (2.3), i.e. as

t •>
ccda(t,x) = I ds J dy Y(t-s,x-y) q(s,y) .

—*» — 40

Hence, the difference of c of (3.16) and ccde must be estimated inorder to answer the formulated basic question.
Two situations are discussed separately, one admitting the

applicability of the conventional dispersion equation and the
other conflicting it.

The first situation is characterized by switching off input
at t = 0. A simple estimate can be derived if we assume that the
covariance function has the same form as in discussion of the
previous property, q is spatially localized at the origin, i.e.
q(t,x) = q0(t)0(-t)<S(x) , and w = 0. Hence

V

= f ds Y(t-s,x)

Then, for any t, that is positive and large enough, ccde(x) > c(x)and we have the following estimate
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t'X) - c(ttx) = f ds [ Y(t-s,x} -

«*-•.*>

For t positive and large enough we have X < Y so that

_
8pDte<t) "pt

and the corresponding asymptotic behaviour of the relative error
is

t,x) - c(t,x) 2

From the definition of dispersion constant D in (3.10) there
follows the identity 2D = |k(t) dt = S(0) and, thus, the property
3 of Table I. is established for this particular case of
covarinece function. However, the same is true for a general form
of covariance function K(t) . For the corresponding proof details
of the asymptotic behaviour of X(t,x) /Y(t,x) must be derived
first.

In the second situation, contrary to the first one, the
input is different from zero for all t > 0. We assume that the
input is constant with respect to t so that stationary conditions
of the transport can be achieved at t = °°. Again, an example of
the covariance function is discussed because general case can
give no new essential features. The assumption about the
covariance function, drift velocity w, and input q are the same
as in the previous case. Only the input term is not switched off
at t = 0. With so accepted parameters of generalized dispersion
equation, its solutions tend to time independent functions as t
-»• oo. Let us denote the corresponding limit by ck(x) . Formally,ck(x) is represented by (4.1) where 1̂  = -DA+k. Hence, the Fourier
transform of ck(x) is

Because of q(p) = 2nqof we have
** «

> 2*0) [ dp —— ̂— + 2n<70 f dpy°J ^ + a *°J ^ (k+Dp2)

The first term on the right hand side is the unique solution of
stationary, conventional dispersion equation Î ĉ,. = q, so that
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A striking conclusion is implied by this inequality. The relative
error between stationary solutions of the conventional and
generalized dispersion equations can be close to 50%.

To larger values of p there corresponds a better
approximation by the conventional dispersion equation. As p tends
to infinity the spectral function tends to a constant, i.e. to
the spectral function of velocity fluctuations induced by the
Brownian motion.

There is another interesting result of the present analysis.
For the same random model of velocity fluctuations, i.e. for the
same p in terms of our example, reliability of results of the
conventional dispersion equation depends on the extinction
constant k. Let |U = p/k. If /z > 100, the relative error (4.3) is
less than 10%. On the other hand, for /n « 1, the relative error
can be up to 30%.

The following example of transport in a bay can illustrate
better this dependence on extinction. A spectral function of
velocity fluctuations in a bay cannot be fitted with the function
S(X) = 2Dp2/ (X2+p2) because of many local minima and maxima in a
real spectrum. Such a fit can be understood, as a zero order
approximation. With this assumption, we can say that the
parameter p has a value in the range 0.05 - 0.1 h"1. A coliform
bacteria in the sea has the extinction constant k = 0.3 h"1 while
hydrocarbons (dissolved oil components) have k = 0.005 h'1. It
follows from our analysis that the conventional dispersion
equation can be used for the description of transport of
hydrocarbons in the sea, while the use of this equation for
transport of coliform bacteria is dubious. It is worthwhile to
point out that a reliable description of the transport around
sources for short-lived pollutants is crucial in applications.

Results obtained so far regarding comparison of the
conventional and generalized dispersion equation were derived by
using one class of covariance functions, K(t) = pDexp(-p|t|) . Now
we can derive indirectly a conclusion which is valid for general
covariance function. The considered class of covariance functions
is defined by two parameters, D and p. The first parameter, D,
is the dispersion constant, while the second parameter, p . is a
measure of extinction of the correlation between fluctuations at
a time s and time s+t. This is a simple consequence of the fact
that the correlation coefficient is exp(-p|t|). Hence T = In2/p
is the half-life of correlation in the same way as E = In2/k is
the half -life of extinction of the dissolved substance. The ratio
p. = p/k can be expressed in terms of half-lives:

H = - (4-4)

Thus, if this ratio is large then the approximation by
conventional dispersion equation is good. Such conclusion is
wholly plausible. In terms of the transport it follows that to
a larger ratio there corresponds a larger amount of substance
surviving in a new realization of velocity field which is not
correlated with the previous realization. The conventional
dispersion equation describes the transport precisely in such
realizations of velocity fields, i.e. in velocity fields with
uncorrelated fluctuations. Now a generalization of this simple
result is straightforward. It suffices to determine the half-life
of the covariance function of velocity fluctuations. This
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quantity can be obtained by various methods. One is proposed here
by defining the zero order fit of the spectral function. After
the half-life of correlation is determined the dimensionless
parameter p. is used as an indicator of reliability of results
obtained by the conventional dispersion equation.

5. A SIMPLIFIED APPROACH
Let us consider the transport of substance through a duct

spreading along the x-axis. We assume that the cross section of
the duct does not change so that all parameters and fields depend
only on time, t, and one space variable, x.

Here, we consider a simplified stochastic transport. A
particle is moved through the duct with a random velocity v(t)
depending only on time. This is the first step in simplification
because v generally depends on time and space variables. We can
define the mean value of velocity w(t) = E(v(t)) and fluctuation
f (t) = v(t) - w(t) . The next simplification consists in defining
the fluctuation by f(t) = v w(t) where v is a random variable.
Thus, we assume that the random nature of f(t) is completely
defined by the time-independent random variable v. This
simplification may appear drastic since we are aware that general
velocity fluctuations depend on time and space in a more complex
way. Let the random variable v have the probability density p,
which is positive on the interval (-1,1). The probability that
the fluctuation f has values in a sub-interval (Xi,X2) is equal

cBlpU) .

With this simple definition of velocity fluctuation f(t), the
velocity has the form v(t) = (l+i>)w(t) . Its realizations have
always the direction of w(t) and the amplitudes are proportional
to w(t) .

Now we can describe the transport in the following way. A
particle can have the velocity (l+X)w(t) with the probability
p(X) dX. A cloud of particles that is initially defined by the
distribution C0(x) at t=0, changes in t so that its realizationat a time moment t>0 has the form:

C(A,t,x) = [C0U-(l-X)z(t)) + C0U-(l+X)z(t)>] ,
b

t (5.1)
z(t) = f w(a) ds,

with the probability p(X) dX. Hence, the expected concentration
field at t is

i
c(t.x) -JT(C(t,x)) - -| fdXp(A) Ctt,t,x). (5.2)2 -i

If the initial distribution C0 is proportional to the Dirac S-function, this expression has a simple form. Let C0(x) = A<S(x).
Then
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c(t,x) = 2 z(t) (5.3)

In the case of a conservative tracer, the mean transient time t0,at a position x, is defined by
fc(t,x) t dt

fc(t,x} dt

Assuming the symmetry of the function p we have the following
expressions

i
fc(t,x) t dt = 2£J w2

fc(t,x) t dt = ̂  fJ w J

and consequently

K =

Since (1-X) > (1-X)2 for X e (-1,1) we have K > 1.
Let us illustrate the obtained results by two simple

examples. Relevant quantities for the first and second example
are denoted by subscript 1 and 2, respectively. Let:

(5.4)
-|) ec|X|-d),

where d is a parameter defining the interval [-d,d] outside which
the densities p; are zero. The graphs of p; are illustrated inFigure 4. The corresponding functions Cj(t,x) can be expressed by
means of rational functions. We have

4d
(3 „ r, ('-!». *£
2 t fc 2 3

0 otherwise
(5.5)

otherwise
, (5.6)
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-0.9 0.9 -0.9 0.9

Figure 4. Probability densities pt and p2.

where r = x/w. For w=0.1 and r = x/w = 9 the graphs of these
functions are illustrated in Figure 5.

The expression (5.1) represents a travelling wave along the
x-axis. The wave is initially defined by the distribution c0 andafter initial moment it splits into two components. One component
travels with the velocity (1+X) w(t), and the other travels with
velocity (l-X)w(t). Therefore, it is not surprising that the
function (5.1) is a solution of the following telegraph (wave)
equation:

The construction of the concentration field (5.1) was easily
carried out because the velocity v(t) was x-independent. For a

- - ) 2 CU,t,x) -

(-A 4.v(t)-Adt dx

CU,t,x) -

=0.
(5.7)

velocity fluctuation depending on x the concentration field
c(t,x) cannot be constructed by the present simple technique. The
derivation of the field must follow the path: "BASICS", "MEAN

c o n c e n t r a t i o n c o n c e n t r a t i o n

t ime 11 me

Figure 5. Graphs of concentration fields (4.5), (4.6) measured
at the point x = 0.9 units downstream from the source.
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FIELD MODEL", and "MODEL SOLUTION" of Figure 1. This means that
a family of models such as (5.7) must be derived first and then
solutions C(X,t,x) can be obtained by a numerical method. This
program can be carried out for a general case of transport
problem in a random velocity field as described in [1,2]. Due to
a larger number of details of mathematical nature we prefer to
avoid an exposition of this rather theoretical problem.

6. A CASE STUDY
Results of an experiment [6] in which tracer is transported

through groundwaters of the Istra peninsula (Figure 6.) are
analyzed. The terrain is karstic. Tritium was used as a tracer.
Tritium was injected on 16.03.1976. into a cave at (5i2e (Figure
7). At the end of experiment 99.87 % of the injected tracer was
recovered at the Gradole spring. First occurrence of the tracer
appeared 5.72 days after release. The peak of the tracer
concentration was recorded 7.42 days after the injection (Figure
8) . Tracer was also monitored at two other springs in the
vicinity (100 m and 250 m) of Gradole but no tritium was found.
This indicates that the flow resembles an underground "river".
Geographical distance between £i2e and Gradole is 14 km. The
corresponding difference in elevation is 260 m. It follows from
this data that the velocity of water corresponding to the peak

Figure 6. Northern Mediterranean
Sea. Istra peninsula is located
in the rectangle.
Figure 7. Istra peninsula. Tracer
was injected into cave at CIZE
and recovered at the spring
GRADOLE.

is equal or larger than 1.96
cm/s. On 16.03.1991. the flow
rate of water at Gradole was 7.58 m3/s while at the end of
experiment it was 3.5 m3/s. The flow was nearly constantly
decreasing during the experiment (Figure 8).

61



Let us apply results of the previous section to data which
are illustrated in Figure 8. We try to find out the probability
density p of (5.4) so that the solution
(5.6) reproduces results of the measurement.

The assumptions of the model (5.1)-(5.3) are practically
satisfied: (a) the measured flow rate during the experiment was
changing slowly with nearly constant gradient, and (b) the
transport is not branching i.e the total amount of tracer,
injected at the beginning of the path, is carried until the point
of measurement. The model is used to calculate the probability
density function, p, (Figure 4) . From this result a general
theoretical model for p (5.4) is proposed. A model for p is
necessary for our further study.

Since the water outflow at Gradole spring was decreasing
during the measurements with a constant gradient, initially the
mean velocity w(t) is approximated by

w(a + a- 0 <. t <; T, (6.1)
where w0 = 1.74 cm/s, a0 = 1.5, a,= -0.5 and T = 372 h. Neitherthe precise distance, x, between the injection point and
measurement point nor the value of w0 are known. Because thesolution in (5.6) depends on r = x/w0 it is sufficient to
determine one of the two parameters, x or w0, while the otherparameter has to be determined from data. We assume x = 14 km and
obtained w0 = 1.5 cm/s. The criterion for the determination ofw0 is the symmetry of probability density p, i.e. the constraint:

V -L

Ap = | J cfA, p(A) - y cfA
-1 0

min

We obtained this velocity with Ap = 0.01, i.e. with the relative
error of 1%. The graph of probability density p is illustrated
in Figure 9.

nCII
600

400

200

5 B 1 8 9 )0 11 12 13 14 days
.0 .5

Figure 8. (a) Tritium
concentration and (b)
flow rate of water at
Gradole spring.

Figure 9. Probability density
function from data.
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From the obtained results the following model of the
probability density p is proposed

P(x) = 2 6 "
0 otherwise

Ixl

with a single parameter a, representing the maximum ratio of
diffusion to mean velocities.

How such a simple model of fluctuations is able to give
plausible results? The model (5.3) is not trivial, although its
derivation is based on a simplified model of fluctuations. The
model can be derived from a general transport model for a
stochastic velocity field and with all parameters depending on
space and time [1,2]. An illustration of this general approach
is given in Figure 10. A restriction of the general transport
model to the one-dimensional transport, where the mean velocity
is independent of x and external sources are omitted, is defined
by (5.3) . The assumptions of the model are practically satisfied:
(a) data on flow rate suggest that velocity is a slow changing
function during the experiment, and (b) branchings of flow are
absent. Therefore, it is reasonable to assume that the flow rate
is also a slowly changing with position x.

simplified fluctuations
(unrealistic covariances)

a class of general
fluctuations

(realistic covariances)

corresponding family of general
transport problems

an approximation of parameters
of the models

a family of telegraph
equations

Figure 10. Steps in the derivation of the same type of
model from different assumptions on statistics

7. DISCUSSION
Main properties of solutions c(t,x) of (5.3) or (5.7) are

briefly described in Section 5. Let us recapitulate the two most
important properties.
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(A) The function c(t,x), defining the mean concentration
field, is equal identically to zero if the quantity jx - tw(t,x) |
is sufficiently large, i.e. the velocity of spreading of "the
cloud" c(t,x) is finite. This feature is illustrated in Figure
5.

(B) The function c(t,x) describes the average motion of
"fluid elements". Each "fluid element" travels along the x-
direction with its own velocity, w(t,x) + Xw(t). Actually, "fluid
elements" travel in pairs, one with the velocity w + Xw and the
other with w - Xw. The averaging procedure is carried out with
respect to the weight p over all the possible values of velocity
Xw. Therefore, the velocity Xw(t) is called the dispersion
velocity with the probability dXp(X).

Conclusion
In principle, deterministic transport models describe

transport in the mean. To each model of velocity fluctuation
there corresponds a model of transport in the mean.
Unfortunately, this choice is strictly limited. If a user accepts
the hypothesis that velocity fluctuations are normally
distributed then the conventional and generalized dispersion
equations are at the user's disposal for a description of
transport in the mean. If the hypothesis on normally distributed
fluctuations must be rejected then only one limited class of
models of transport in the mean can be used. The other
possibility is to withdraw from modelling transport in the mean
and turn back to M.C. methods and consider the stochastic
transport problem.

Normally distributed velocity fluctuation.
1) Normally distributed velocity fluctuations can be non-

correlated and correlated. They define a Brownian motion in the
former case and a general Gaussian process in the latter case.
The conventional dispersion equation describes transport in the
mean for which the fluctuations are defined by the Brownian
motion. For fluctuations defined by a general Gaussian process
the transport problem is described by the generalized dispersion
equation of Section 4.

2) If the sources are switched off the conventional
dispersion equation describes the transport reliably.

3) The conventional dispersion equation cannot describe the
transport reliably in the vicinity of sources.

4) The conventional dispersion equation induces highly
underestimated net inputs in the case of small values of p, in
(4.4), /i ~ 1. In such cases the conventional dispersion equations
cannot describe the transport reliably.

5) If ß is large, ß > 100, the net balance by the
conventional dispersion equation is in a good agreement with the
net balance of exact model for the assumed velocity fluctuations.
In this case the conventional dispersion equation is an
acceptable model.

6) The generalized dispersion equation describes the
transport correctly for normally distributed velocity
fluctuations. Unfortunately, the modelling is complex because the
equation is not a differential equation and solutions must be
constructed by iterations, solving a conventional dispersion
equation at each iteration step.
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Uniformly bounded velocity fluctuation.
For a class of uniformly bounded velocity fluctuations and

the case of one space dimension, the model of transport in the
mean has been derived. It is defined by a partial differential
equation of the hyperbolic type. The model has been used for the
description of tracer experiments in groundwaters. If the flow
rate changes slowly, so that the velocity of flow can be
approximated by a function which does not depend on position,
predicted concentrations are in excellent agreement with data.
For flows which change significantly during the experiment,
predictions cannot describe all changes in concentration field.
In this case models with spatially varying velocity must be
used.
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ELLAM: AN EFFECTIVE TOOL FOR
MODELLING SHARP FRONTS IN
QUANTITATIVE ISOTOPIC HYDROLOGY

I. HERRERA
National University of Mexico,
Mexico City, Mexico

Abstract

The main topic of study of Quantitative Isotopic Hydrology
is the transport of isotopes by water flowing in a porous
medium, and their interactions. The mathematical models of
such processes are based in the advection-diffus ion
equation or systems of such equations. Until recently,
effective mass conservative algorithms capable of modeling
advection-dominated transport were lacking. However, many
of the difficulties encountered previously have been
overcome by ELLAM methods, recently developed by the
author and coworkers. Here, the different implementations
of ELLAM methods that exist at present, are presented and
evaluated, with the purpose of making them more readible
available to the scientific community working in
Quantitative Isotopic Hydrology.

1. INTRODUCTION
The numerical solution of the advection-diffusion equation, is

a problem of great importance in the study of transport of solutes
by a liquid phase. A particular case of this general problem, is the
study of the transport of a tracer by water flowing in a porous
medium. The central problem of Quantitative Isotopic Hydrology, is
precisely this problem.

The numerical treatment of the advection-diffusion equation,
when advection is dominant, has been a challenging problem for a
long time, specially if sharp fronts are present. A feature that is
required from algorithms in order to be able to model effectively
advection dominated transport, is that its performance be
independent of the Courant number, to a large extent. Another
feature which is essential, specially in Quantitative Isotopic
Hydrology, is that the algorithms be mass-conservative, even when
significant boundary behavior is present.

A general class of methods that has been quite successful and
is being applied extensively, is the Eulerian-Lagrangian Localized
Adjoint Method (ELLAM)[1-20]. One important feature of ELLAM
methods, is that they are the only characteristic methods thus far
developed, that are mass conservative. This property enhances
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further the potential applications of ELLAM methods to mathematical
models of Quantitative Isotopic Hydrology.

This paper is devoted to explain and discuss the ELLAM
methodology with the intention of making it more readily available
to the scientific community working in Quantitative Isotopic
Hydrology. In addition, a brief critical comparison of the different
ELLAM implementations that have been developed, is made.

The methods available to treat the advective-diffusive
transport equation, are usually classified into: Eulerian,
Lagrangian and Eulerian-Lagrangian. A method is called Eulerian,
when the spatial grid is kept fixed in time. It is called
Lagrangian or characteristic method, when the time derivatives are
discretized following the motion of the fluid particles and it is
called Eulerian-Lagrangian, when the fluid particles are tracked,
but the spatial grid is kept fixed through time.

When applied to advection dominated transport, the salient
features of approximations which derive from an Eulerian approach,
may be summarized as follows: (i) The time truncation error
dominates the solutions, (ii) The solutions are characterized by
significant numerical diffusion and some phase errors, (iii) The

VA tCourant number (Cu = -j—) is generally restricted to be less than
one, and sometimes much less than one. Among such procedures, one
may distinguish Optimal Spatial Methods (OSM), in which an accurate
solution of the spatial problem is developed.

Other Eulerian methods seek to cancel the errors introduced by
the time discretization with the errors produced by the spatial
discretization (see, for exmple [21-24]). Some of such methods
actually improve to some extent, the inconvenient features of
Eulerian methods in general, mentioned above. However, they still
suffer from severe Courant number limitations [ ].

In Lagrangian methods in general, the problem is solved step by
step in time. The process of obtaining the solution at the new time
level from the solution at the previous one, in turn, is carried
out in two teps: one in which fluid particles are tracked and a
second one in which a purely spatial elliptic problem is solved.
This latter step is frequently called the "diffusive step", because
the elliptic character of the problem is induced by the presence of
diffusion (usually Fickian).

Methods which are purely Lagrangian carry out the particle
tracking forward in time. This introduces distorsions of the spatial
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grid, which complicate the implementation of the diffusive step and
lead to inacuracies of the solution. In Eulerian-Lagrangian
approaches the grid is kept fixed at all times, avoiding in this
manner the grid distorsions. To this end, the particles are tracked
backwards in time. Thus, such procedures profit from the structure
of characteristic curves when carrying out the time-discretization,
but in addition they profit of having kept fixed the spatial grid,
when carrying out the diffusive step. Eulerian-Lagrangian methods
have the significant advantage that Courant number restrictions of
Eulerian methods are overcome to a large extent, since the advection
term is eliminated from the elliptic problems to be solved at each
time step.

On the other hand, the Localized Adjoint Method (LAM) is a
methodology for discretizing partial differential equations which
was introduced by the author [25-30]. This procedure is based on
Herrera's Algebraic Theory of Boundary Value Problems [31-35] (also
[25]). Applications have successively been made to ordinary
differential equations, for which highly accurate algorithms were
developed [25-27], multidimensional steady state problems [28] and
optimal spatial methods for advection-diffusion equations [29-30].

Recently, Localized Adjoint Method (LAM) has been applied in
space-time, in an Eulerian-Lagrangian manner to problems of
advective-diffusive transport, using specialized test functions
[1-3,7-9]. These functions locally satisfy the homogeneous adjoint
equation within each element. The general methodology so obtained is
the Eulerian-Lagrangian Localized Adjoint Method (ELLAM).

Like characteristic methods in general [36-43], ELLAM methods
have the advantage that Courant number restrictions of purely
Eulerian methods are removed to a large extent, but in addition they
present other important advantages. Until ELLAM was developed,
characteristic methods had had three kinds of limitations: inability
to rigorously treat boundary fluxes when characteristics intersect
inflow or outflow boundaries, inability to ensure mass conservation
and the introduction of numerical dispersion for some methods, due
to low order interpolation or integration [44],

On the other hand, the general framework of ELLAM, as has been
presented in [2] (see also [6]), is quite wide. In contrast to other
characteristic methods, ELLAM allows systematic treatments of
boundary conditions and the resulting algorithms are mass
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conservative [1]. In addition, it provides a unification of
characteristic methods (CM's).

The general methodology of ELLAM [2], can be implemented in
many different manners. Up to now two kinds of implementations have
been developed. They derive from the application of two different
classes of test functions. In [1], bilinear functions which are
defined as "chapeau" functions at level time tn* and constant along
characteristic curves, were applied and in this manner the first
mass conservative Eulerian-Lagrangian scheme for the general
transport equations, was developed. This method is referred to as
BELLAM [7].

An alternative manner of implementing ELLAM, is to use test
functions which are piece-wise constant, and are advected with the
transport velocity of the problem. In [7,8], under the title of
"ELLAM Cells" (CELLAM), a very effective implementation of ELLAM
using this kind of test functions, has been developed. CELLAM has
the advantages of ELLAM methods described above, but in addition it
ensures local mass conservation and yields algorithms which are more
convenient for existing solute-transport codes which are based on
finite differences. Thus far, the numerical performance of CELLAM
has been slightly better than that of BELLAM [7-9]. Also, the
simplicity of the implementation of the method, is appealing.

In passing, we mention that an implementation (FVELLAM) using
similar test functions was intended in [45], but the authors
reported numerical difficulties which severely limit the
applicability of their results.

2. BILINEAR ELLAM (BELLAM)
This approach was first presented in a sequence of two papers

[1,2]. Consider the one-dimensional transient advec t ion-diffusion
equation in conservative form:

*U = - -(D - VU) + RU = f(x't}> in ̂  (2'1}
xeß = [ 0 , 1 ]x
• n r i n . n+1 Tten = [t , t ]

(x , t )€ß = n x n
X t

subject to initial conditions
u(x, tn) = un(x), (2.2)

and suitable boundary conditions, at x=0 and J. The following
development accommodates any combination of boundary conditions. The
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manner in which the region Q and the initial conditions are chosen
in Eqs. (2.1) and (2.2), is suitable for applying a step by step
solution procedure.

To make the exposition more readable, only the case of constant
coefficients will be explained here, although variable coefficients
have already been treated (see for example [11]). For simplicity, we
proceed in an ad-hoc manner. More systematic expositions placing the
procedures discussed in this article in the general frame-work of
the Localized Adjoint Method (LAM), are given in [2] and [5].

For the case when the coefficients of Eq. (2.1) are constant,
the source term vanishes (R=0) and the partition is uniform, the
test functions used are:

,n+lx-x t -t

w*(x,t) =

+ VAx Ax ' ̂ "---"j
. n+l ,x -x t -ti +1 f i

AY AY ' ' ?U^v U^k £t

0, all other (x,t)

where Q and & are as is shown in Fig. 1. Such weighting functions
1 * i 2satisfy £ w = 0 and are continuous (i.e [w]=0), but have

discontinuous first derivatives (i.e.; [dw/dx]*0). The jumps are
rEui = 1_ • r—i = —• r—i = — (24)Lax-Ii-i Ax ' Lox-li Ax' LaxJi + i Ax" * >

DISCRETIZATION IN THE INTERIOR OF Q
When the region ß does not intersect the lateral boundaries,
integration over Q , yields

u(x,t" "Jw'Cx.t" )dx - T-Z. 1 u(cr (t),t)dt -

„tn+1 tn+1

2f u((r (t),t)dt+ f u(cr (t),t)c
tn l tn 1+1
*

= J ̂ +1 u(x,tn)wi(x,tn)dx + f f^dxdt, (2.5)
xi-l

where the unknowns have been collected in the left-hand member of
the equation while the data is included in the right one. In Eq.
(2.5), it is assumed that x=o- (t) is the characteristic curve
passing through x at time t (Fig. 1).i n+l
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i+i

Figure 1.- Test functions used in BELLAM.

Notice that the unknown function u(x,t) has not yet been
approximated by any specific functional form. The time integrals may
be approximated using a Backward-Euler (fully implicit) scheme. Then
the spatial integrals that appear in Eq. (2.5), may be approximated
in many different ways, using the nodal values of u at the discrete
time levels tn and tn+ , exclusively, so that the unknowns in the
equation ultimately correspond to nodal values at time tn .
Different approximations of these integrals lead to different CM
algorithms reported in the literature [1]. For example, piecewise
linear spatial interpolation of u at time levels tn and tn ,
coupled with a one-point (at t=tn ) fully implicit approximation to
the temporal integral, leads to the modified method of
characteristics of Douglas and Russell [40].
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BOUNDARY CONDITIONS
When a region Q1 intersects the inflow boundary, several cases

can occur. As an example, we discuss the case illustrated in Fig. 2.
Then, integrating Eq. (2.1) over the region Q., it is obtained:

+l

Figure 2.- Case when the domain of the test functions intesects the
inflow boundary (BELLAM).
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The integrals along characteristics appearing in Equ. (2.6), can
again be evaluated by means of a fully implicit approximation.

However, the fact that each of these three integrals has a
different length, introduces problems for achieving consistency in
the order of accuracy of the approximations, for some classes of
boundary conditions, at least. Suitable combinations of the
integrals just mentioned, with the last integral of the left-hand
side of Eq. (2.6), may overcome the problem. However, whether this
is feasible or not, depends on the type of boundary conditions to be
satisfied. To exhibit this problem, it is necessary to develop a
more careful derivation in which the order of the errors introduced
at each step, is explicitly stated. Thus, the reader is referred to
Section 5, where a more careful derivation of a similar equation is
presented for CELLAM.

The last term in the left-hand side of Equ. (2.6) must be
handled with special care, to obtain an algorithm with satisfactory
properties. If we simply apply the Backward-Euler scheme to the
unknown boundary flux along the time direction, the discretization
will be unsatisfactory for large Courant numbers (Cu=VAt/Ax), since
many characteristic lines will be crossed. Thus, instead, one can
evaluate the contribution to the integral of the term containing
u(0,t), since this is Dirichlet data, and transpose it to the right
side of the equation. In [1], the remaining part of the integral was
approximated in a way which, as indicated in [8], is equivalent to:

t*- Xi
'" 1 + 1« 5 J w'!|<x, (2.7)

i-l

This approximation however, as pointed out in [7], is not
necessarily consistent with the order of approximation that is
required in the formulation: OfAxAt ). This latter order of
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approximation can be achieved, using relations similar to Eq. (2.7),
only if the expressions under the integrals, are suitably combined
with the integrals along characteristics present in Eq. (2.6), and
this is possible, as has been already been mentioned, only for some
kinds of boundary conditions [7].

For outflow boundary conditions of Dirichlet type, the outflow
boundary contributions vanish for all the test functions. This is
due to the fact that all the weighting functions vanish in the
characteristic Z , which passes through (x ,tn ), and beyond it.E E
Also, the system of equations that is obtained in the manner
explained above, is closed, because u is datum. If additional
information is desired at the outflow boundary, it can be obtained
applying procedures which amount essentially to post-processing [1].

3. SOME REMARKS ON DISCRETE METHODS
There are two basic tasks that every numerical method for

partial differential equations has to accomplish [2,6,7]:
i).- Gathering information about the sought solution; and

ii).- Interpolating or, more generally, processing such
information.

These two processes are distinct, although in many numerical methods
they are not differentiated clearly. In procedures which are derived
from the method of weighted residuals, the information about the
exact solution that is gathered, is determined mainly by the
weighting functions used. Since this information does not determine
uniquely the sought solution, some procedure for extending it is
required, in order to fill the gaps of information and exhibit at
the end, a unique approximate solution.

Different methods of solution follow different strategies for
accomplishing this latter task of extending the information that is
available. In general, interpolation and extrapolation procedures
are applied. For example, in finite element methods some basis
functions are chosen and the approximate solution is assumed to be a
superposition of such functions. In this case, the information about
the exact solution which is gathered by the weighting functions, is
interpolated in a manner which is determined by the family of basis
functions chosen.

Clearly, it is not convenient to carry out the process of
extending the information blindly, ignoring what is the actual
information that is available. However, this is what is usually
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done. On the contrary, it is advantageous to make use of the insight
gained when the available information has been identified, since the
selection of the best procedure for extending it, is strongly
dependent on the information that is at hand.

Due to these facts, in recent works [6,7] the author has
advocated an approach for developing numerical methods, in which the
processes i) and ii) are clearly separated. Firstly, the information
about the sought solution that is at hand, is identified and
secondly, using that insight, a procedure for extending such
information is defined.

Herrera's Algebraic Theory of Boundary Value Problems
[25,31-35], which permits localizing the adjoint, has shown to be
quite suitable for identifying the information contained in
approximate solutions. The use of this theory has clear advantages
over other options, such as the standard theory of distributions,
because of two reasons at least: the use of the algebraic theory
permits the localization of the adjoint, and the simultaneous use of
discontinuous trial and test functions is feasible. Then, depending
on the information that is identified, interpolation procedures
suitable for handling it efficiently, are selected and applied. This
is what should be properly called Localized Adjoint Method. The
introduction of basis functions is not required and, even more,
their use is inconvenient in some cases. In [7] and [8], this
approach was applied quite successfully to derive CELLAM.

4 ELLAM CELLS (CELLAM)
This method was presented originally in [7] and [8] (see also

[9]). The notations adopted conform with those which are usual for
cell approaches. A partition {x ,x , x ,...,x_ , x >, is
introduced, which induces a partition of £2 into subregions
{n1,̂ 2, . . . ,QE}, if for each i=2,...,E-l, n1 is defined as the
subregion of fi, limited by the characteristic curves Z and

(see Fig. 3), while Q is that part of n which lies to the
]Tf E and Œ Is the subregion of fi which lies to right of

n . The subregions of the partition are called "cells" and they
t. if d

are said to be "uniform" when

i-i/2
 = h> f°r i=2, . . . ,E- l ; X3/2-xi=h/2,XE-xE_i/2=h/2 (4.1)

A system of constant weighting functions is applied. These are
the characteristic functions of the subregions that constitute this
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.n+i

X0=0

Figure 3.- Test functions used in CELLAM.

partition. Actually, not all of them are required. The system of
weighting functions applied to derive CELLAM [7], is:

Vf ( X , t ) =

1, if (x,t)eQ

0, if (x,t)«sria
(4.2)

DISCRETIZATION IN THE INTERIOR OF Q
In the case when Q does not intersect the lateral boundaries

of the region Q=[0,J]X[t , t ], integration of Eq. (2.1) over Qa,
n n+1

yields:

r a+1 , rr n + i , rL u dx + J
a-i

tn+l
I

tn a+1/2

tn+l

tn
dt

a-1/2

x~ a+i
I n i= # u dx (4.3)

cc-i
Equation (4.3) and a modified version of it designed to

incorporate boundary terms when the lateral boundaries of £2 are
intersected by Q , is the starting point of the numerical treatment.
Observe that

*
x xa+i a+i

[ n+l , | n,u ax - 35 u dx=
X X

0(hk) (4.4a)
a-i a-i

and

tn+l

tn a+1/2

-

J

tn+l

tn
dt = O(hk) (4.4b)

a-i/2
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where h = max (h -h ) and k = t -t . Thus, in thei+l/2 i-l/2 n+l n
developments it is required that integrals such as those appearing
in Equs. (4.4), be evaluated to a precision of 0(hk ), at least. It
will be assumed that h«k, so that 0(hk2)=0(h2k)=0(k3)=0(h3).

Equation (4.3) supplies Information about the sought solution
in the interval [x ,x ] at time t and about its— —— —————— a-i/2 a-t-i/2 — ——— n+i ——— ——
x-derivative on the characteristics Z and E . In the CELLAM———————— — —— ———————————— a-i/2 —— a+i/2
approach [7], the goal of the information processing is to
concentrate all of it, in the value of the solution at the "cell
center" x , at time t=t . To this end, in Eq. (4.3), the integrals(X n+l
from t to t , are firstly approximated in a fully implicit mannern n+l
(i.e., by a one-step Backward-Euler approximation at t ). Thusn+l

J+_ I(DÔX
tn V. a+1/2 a-1/2

•a-i/2J --- (4"5)

For a uniform spacing and constant coefficients, a central difference
approximation yields:

n+l n+l „ n+l
n+l „ n + l A U + U - 2u„ n + l „ n+l -v U U - u

(|ü ) - (|H ) \k = a+1 «-1———«k+0(h3k) (4.6)9x a+i/2 ox a-i/2j h
The extension of this formula to the case of a non-uniform
partition, can be done in a similar manner. However, the order of
precision is reduced by one and the overall error in (4.6), becomes
0(h2k).

In characteristic methods, most of the numerical diffusion is
due to the interpolations in space, which are required because in
general, characteristics do not cross the t time level at nodes.n
Thus, all the approximations in space have to be carried out with
special care. A special feature of the approximations used in the
derivation of CELLAM [7], is that no assumption is made about the
shape of the solution.

The first integral in (4.3), is approximated by

1
xOt+l „ f„2. n+l',n+l, n+l, lia U 1,3

U dx = U h + h
, . _,.

a (4'7)x vox ' aa-i
and only the second order derivative requires a numerical
approximation, since the information is being concentrated in the
"cell centers". To get a tri-diagonal structure for the matrix, it
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is necessary to use three-point approximations only. In the case of
a "uniform partition", a central difference approximation yields

. ,. _,,(4.8)
X n+l n+1 „_ n+1_ a+i ,u + u + 22u Nf n+i, l a+i a-i a l,u dx = ————— 24 ————— h
5Ca-1

If the partition is non-uniform, the approximation to the second
order derivative by a three-point scheme is only first order, and
the error in the evaluation of the integral in (4.8), is only order
four.

There is greater freedom for the choice of the approximations
to be used in the evaluation of the integrals at time t , since theyn
do not affect the structure of matrix of the final system of
algebraic equations. In [7], the integral appearing in the
right-hand side of Eq. (4.3) was approximated using an approach
similar to the one used for deriving Equ. (4.7); i.e., integrating
the Taylor series expansion of un around the mid-point of the
interval [x _ ,x ]. However, since such point is not a "cell
center", un is not known there and an interpolation must be used to
evaluate it. Using three-point formulas, u" and its second order
derivative can be evaluated to orders three and one, respectively.
This yields an approximation which is fourth order in h.

5. BOUNDARY CONDITIONS
The numerical approximations presented thus far, apply only

when the subregion S3 c£2 does not intersect the lateral boundaries
9 Qu90Q, of the region Q. When this is not the case, boundaryo t
conditions must be included. This Section is devoted to presenting
the CELLAM procedures for dealing with them.

In Eulerian-Lagrangian approaches, the analyst does not have
control of the discretization at an inflow boundary, since it is
completely determined by the spatial discretization. However, the
situation in this respect is a little better at an outflow boundary.
Thus, when dealing with boundary conditions, specially at an inflow
boundary, numerical diffusion is due to a large extent, to the fact
that characteristics do not cross the boundaries of the space-time
region Q, at times levels belonging to the partition of the time
interval. Thus, just as in the interior of the spatial region, the
approximatinos in space have to be performed with special care to
minimize numerical diffusion, when dealing with boundary conditions
the time integrals on the boundaries have to be treated with special
care.
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There is an additional reason which enhances this effect at an
inflow boundary. The information that is supplied at an inflow
boundary has a larger effect on the solution than that coming from
an outflow boundary, specially in the case of advection-dominated
transport, because the former is transmitted to the interior of the
spatial region by advection and diffusion, while the latter is only
transmitted by diffusion.

In [7], it was pointed out that in some cases, it is more
difficult to achieve the desired degree of accuracy in the integrals
with respect to time at the boundary, than in the integrals with
respect to x, at the different time levels. For Dirichlet boundary
conditions, the different terms occur in a combination which is
suitable for obtaining the desired degree of accuray. However, when
the total flux is prescribed or when considering boundary conditions
of Neuman type, this is not the case [7].

A. - Dirichlet Conditions
For this case, we use E-2 test functions; namely, those

associated with subregions Ü , . . . ,Q ~ . In particular, no test
function is applied on the first subregion (Q ) or on the last one
(£2E). See Fig. 4.

Inflow Boundary
Dirichlet boundary conditions are incorporated in the numerical

equations in two manners: directly, through the boundary terms and
indirectly, imposing the condition that in the numerical
approximations, some of the variables take the prescribed boundary
values.

Assume Q intersects the inflow boundary, as illustrated in
Fig.4. Then

x
- - a+l/2 „tn+l t „ _ -v
I I n+1 I I OU OU 1xudcr = u dx - \ (D-^—) - (D—) kit -
V Jx V 1 5x2W/2

 axSa-i/2/a-i/2 a-i/2

a+i/2 a+i/2
The first two integrals of the right-hand member are like those
appearing in Equs. (4.8) and (4.5), and can be handled similarly. In
addition, the last one in this equation is easy to deal with, since
u(0,t) is the prescribed boundary value. The third integral,
however, requires a special treatment.

80



Firstly, observe that (D) - (D) _ is 0(h). Thus, for
OÎC fit OX x — 0a+i/2

any x€ [x , x ] , one hasy a-i/2 a+i/2 '

a+i/2 (5.2)
a+i/2 * *where, for brevity, we have written t instead of t (x). The

approximation implied by Equ. (5.2), has the property that the
*values of the functions involved, at time t , are approximated by

their values at time t , on the same characteristic. In thisn+l
manner, crossing of characteristics is avoided. Such property is
important in order to preserve the advantages of characteristic
methods.

Equ. (5.2), can be used to obtain
*•

f tt-l/2/. Su, rr,Sul 1^4- r 4-* 4-*
J," V^Z " (Dôx°x=o} = (ta-i/2-ta+i/2Jt V a+i/2 '

I.
Ot+1/2

a+i/2

Xa+i/2 n+i ,*
Cx)a5T(x)dx + 0(hk2) (5'3)

Xa-i/2
As an illustration of the numerical implementation for this
equation, we explain the case of constant coefficients. In this case

so that

dx V
and Equ. (5.3), becomes

t*(x) = t - -£- (5.4)n+l V

dt* 1 (5.5)

JV'1
a+i/2

dt -^ 1 ~a+i/2

D, n+l n+l x nr-i-i 2i /r- ̂ ^TT(U -u ) + 0(hk ) (5.6)V a+i/2 a-i/2

In Equ. (5.6), the derivative S u s x at x (<x=2, . . . ,E-1 ) , must
be approximated to order 0(h ), to be consistent with the order of
approximation. For a non-uniform mesh, this requires a three-point
scheme .

For a=2, the boundary value un , occurs in equations such as
(4.6) and (4.8), and it must be required that at each time level,
un be equal to the prescribed boundary value. This is the indirect
manner of imposing the boundary conditions that we referred to at
the beginning of this section.
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Outflow Boundary
E-lObserve that the last test function to be applied is w ". The

E—lsupport of this test function is SÏ , which does not intersect the
lateral boundary x=l. Thus, none of the boundary terms involving the
outflow boundary occur in the numerical equations and the prescribed
boundary values are incorporated in the numerical equations in an
indirect manner exclusively; i.e., introducing them instead of un
in approximations such as (4.6) and (4.8).
B.- Flux Conditions

For this case, we use E test functions. Thus, the test
l Efunctions associated with regions fi and Q , which were omitted when

dealing with Dirichlet boundary conditions, are applied when dealing
with this kind of boundary condition, and the values of un+ at zero
and at 1 are treated as unknowns.

Inflow Boundary
Fig.4, illustrates a case in which Q intersects the inflow

boundary. For flux boundary conditions, it is more convenient to
write Equ. (5.1) in the form:

cc+i/2

a-1/2

tn+i

a-1/2 a+i/2 a-i/2

a+i/2
Here, F=

a+i/2
dt - | ?-1/2 F(t)dt

a+i/2
, is prescribed.

(5.7)

XE-1/2XE

Figure 4. - Cases when the domain of the test functions intersects
the lateral boundaries (CELLAM).
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Since F(t) is a datum, the corresponding integral offers no
special difficulty in being approximated to any desired order of
accuracy. The other integrals can be treated in a manner similar to
what was done in the case of Dirichlet conditions. The approximation

I
*

1 - -- *"*- A *

dt = (t -t )(D^ ) (5., „„ ^ a-i/2 --- ~ °"t a+i/2a+i/2
is similar to one used in Equ. (5.3). However, the term
(D̂ — ) which appears in Equ. (5.3), is missing here, because it was
incorporated in the flux F. Due to this fact, approximation (5.8) is
only 0(k ), which is not consistent with the order of approximation
that has been used in all other terms.

However, such a shortcoming has not been manifested in the
numerical applications, which use Equ. (5.8). In particular, all the
numerical experiments reported in this article, use this
approximation. The development of an algorithm fully consistent with
the order of accuracy that was set at the beginning of our
discussion, would require a procedure, considerably more elaborate,
which would not be justified at this point.

In addition, it must be mentioned that when the support of a
weighting function intersects any of the corners of the domain Q,
the treatment presented requires slight modifications, whose details
we leave out. At the inflow boundary, this happens for two test
functions. One is w and there is one more, whose support intersects
the corner (0, t ), as shown in Fig. 4.n

Outflow Boundary
The only weighting function whose support intersects the

outflow boundary is w . Applying it, we get

r r* r^ Ptn+i
£ud<r = udx - undx - F( t )dt

JE J J JX X tnE-l/2 E-l/2
«tn+1
IJ }2 dt (5'9)tn X E-l/2

Using three points approximations, one can evaluate the first two
integrals of the right-hand side of this equation to 0(h ). The
third one offers no difficulty, since F(t) are data. Finally, an
approximating procedure analogous to Equ. (5.8), can be applied to
the last integral. However, the comments that were made immediately
after Equ.(5.8), apply here too.

83



6 NUMERICAL COMPARISONS
The efficiencies of the BELLAM and CELLAM procedures have been

compared. In [7], numerical examples that involve significant
boundary behavior were solved, using these two methods. The results
obtained there, are described next. The following change in the
notation is noticed: In this Section, instead of taking the spatial
region to be the interval [0,1], as we did in the theoretical
discussions, we set Q=[a,b].

X
Consider an advancing Gaussian hill that may cross an inflow or

an outflow boundary. Its general expression is
2
 t, , ,

and the initial and boundary conditions are chosen in such a way
that the exact solution of the problem is (6.1). Thus, the initial
conditions are

u (x) = exp(-îrx ) (6.2)
while the boundary conditions are

u(a,t) = u (a,t) (6.3a)a
and

u(b,t) = u (b,t) (6.3b)a
whenever Dirichlet conditions are considered. In addition, they are

and
f An} f fll,,^ b, t) (6.4b)

whenever total flux boundary conditions are considered. In the
numerical examples, only Dirichlet and total flux boundary
conditions will be treated.

Several combinations of initial and boundary conditions are
prescribed for Equ. (2.1), but in such a manner that for any of them
the exact solution is given by Equ. (6.1). Also, domains considered
were: I=[2V ,9], 0=[-3,2V ] and N=[-3,9]. For them, the pulse3 3
crosses an inflow boundary, an outflow boundary and neither,
respectively.

A,, Comparison based on the Euclidean Norm
As explained in previous sections, in the CELLAM method the

information about the sought solution is concentrated exclusively in
the cell-centers and no base functions are used. This implies that
no assumptions are made about the shape of the solution. This is in
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contrast with other ELLAM procedures, in which the shape of the
solution is assumed [I].

One consequence of this way of handling the information, is
that some of the standard procedures for measuring the errors of
approximate solutions, are not appropriate. In [1], for example, in
which bilinear basis functions were used (the space of such
functions, which are piece-wise linear and continuous in Q , will be

X
denoted be if), the L error of the approximate solution that BELLAM
yields (and such approximate solution necessarily belongs to ̂ ), was
compared with the L error of the projection of the exact solution
on if. This ratio is necessarily greater or equal to one, because of
the minimal property of the projection.

When all the information is concentrated at the cell-centers,
the best we can do is to obtain the exact values at those points.
This, however, does not define a function of the space !f, and a
direct comparison using the L norm, is not possible. Of course, one
could try to use linear interpolation of the approximate values at
the cell-centers, to associate an element of y to the approximate
solution. However, if one proceeds in that manner, even the optimal
solution (i.e., that whose values at the cell-centers are the exact
values) would give an L error that in general, will be greater than
that of the projection, again because of the minimal property of the
projection. To illustrate this fact and its importance in the
different cases tested, Table 1 compares the L error of the linear
interpolation, when the values at the cell-centers are the exact
ones, with the error of the projection of the exact solution, on $.
It can be seen that in all cases, the L error of the linear

Table 1, Comparison of L3 errors between the projection of the exact
solution on the space of ptecewise linear functions and the function of
this space, whose values are exact at the nodes ("interpolation").

ERROR
DOMAIN AX PROJECTION INTERPOLATION

N
N
I
I
O
O

0.267
0.053
0.267
0.053
0.267
0.053

0.715E-02
0.265E-03
0.715E-02
0.26SE-03
0.497S-02
0.177E-03

0.1S9E-01
0.646E-03
0.159E-01
0.646E-03
0.102E-01
0.429E-03
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interpolation of the exact values, is at least twice that of the
projection on .̂ Thus, if this measure of the error is used, one
would not be able to discriminate between different methods on the
basis of performance.

Before leaving this point, we would like to remark that when
the information about the exact solution consists of the exact
values at the cell centers exclusively, the extension of this
information to the entire interval can be done in manners which are
more efficient than using linear interpolation. For example, one
could use a high order interpolation procedure, or solve a local
problem (this is a kind of post-processing), to mention just a few
of the possibilities for processing such information.

Therefore, a norm that directly compares the values at the cell
centers was used to compare the errors of the different methods.
The norm chosen was the "average Euclidean norm"

, E N 1/2„ ..llu-ull = A

Here, u are the values of the exact solution at the cell centers,
while u are those of the approximate one.

Table 2 summarizes the numerical results. As in [1], the final
time t =0.5, Ax is taken to be 4/15=0.267 (Pe=26-) and Ax=-^ so. 0533f 3 75
(Pe=5-). For Ax=—, At=0.25 was used (Cu=9-). For Ax=4/75, the

o 1 o 8
values 0.25, 0.05 and 0.01 of At, were used, which correspond to Cu=
7 3 146-, 9- and 1-, respectively. The integrals involving initial or8 8 7

boundary conditions were evaluated using Gauss-Kronrod rules to a
high degree of precision. In Table 2, the Euclidean errors
associated with the approximate solutions that were derived using
CELLAM are compared with those obtained with BELLAM [1]. In all
cases the errors listed correspond to the final time t =0.5.

TADLE 2. Coiiipruiscm of errors between ELLAM*Cclls aod BUincal-ELLAM

Hun
1
2
3
4
5
(,
1
K
y
H)
11
12
U
14
15
16

!X)M
N
N
N
N

1

O
0
o
o

Bouud.Cond
IN
D
D
D
D
D
D
D
[>
K
P
K
F
0
D
0
D

OUT
F
F
F
¥
F
F
F
1'
F
F
I»
F
0
0
D
D

fX
0,267
11.053
0.053
0.053
0.267
0.053
O.OS3
II.WJ
».267
0.053
0.05Ï
0.1153
0.207
0,053
0.05J
0.05J

AT
0.25
0.25
O.OS
0,01
0,25
0.25
0.05
0.01
0.23
(1.25
0.05
0.01
0.25
0.25
0.05
0.0 1

Eudidcan Error
Cell«

0.50IE-02
0.-M2E.OZ
O.I03E-02
«usM-oa
0.315E-02
O.Z7ÛE.02
0.727E^)3
(>.2,12!-:-03
0.3U25-Q2
0.27SE-02
0.7IRE-03
<!.:W7E.ti3
0.2S8E-02
0.2SKEM12
0.557E-OJ
0.2C4E-03

Piii'lkUl

0.6S2IÎ-02
0.440E-02
0, IÜSB-02
0.265E-03
0,Gy5ß-02
0.2S9E-02
O.K22G-U3
(l.2KVe-»,1
O.CS41ÎXI2
0.287B-02
O.Ä2 113-03
0.3«E-Û3
<M.52E-02
0.262E-02
OXU4E-03
0.202Ë-03

Mnxinmn Value
Ccllx

O.R04
O.W)3
0.7H«
0.7HS
0.7'.) 1
<I.7W
0,78fi
0,7JM
0.7DI
0.7«
0.7KÖ
0.784
0.316
0.816
0.816
0.816

Uilin
O.KI3
O.H03
0.78«
L.7KS
0.80«
0.793
0,78fi
H.7ÄS
0.807
0.793
0.78Ü
0.7M
O.DI6
O.ttlû
0,816
0.816

F.wcl
0.7X4
0.7K4
fl,7«4
«,7K4
0.7R4
0.7X4
0.7X4
0,7X4
0.7H4
07S4
0,784
mu
O.Klt,
O.K16
U . K I o
O K I f )
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In general terms, one may conclude that in these examples,
CELLAM performed slightly better than BELLAM. Runs 1 to 4 do not
involve significant boundary contributions. When this is the case,
BELLAM and the Modified Method of Characteristics (MMOC), become
identical [1]. From the results shown in Table 2, it follows that in
the examples treated, CELLAM is slightly more precise than MMOC. On
the other hand, when the boundary contributions are important, MMOC
is considerably less accurate than CELLAM and BELLAM.

B. Comparison Based on the Maximum Value
In [1], the maximum of the numerical solution was compared with

the maximum of the exact solution. Thus, for completeness, the same
comparison is made here and the results are also illustrated in
Table 2. Inspecting this table, it is seen that also when the
performance is judged according to this critérium, the results
obtained with CELLAM are at least as good as BELLAM.

Observe that when the domain is 0=[-3,2-], the maximum of the
O

Gaussian distribution (6.1) has already crossed the outflow boundary
of the spatial domain, so that when the boundary conditions are of
Dirichlet type, the maximum values of the approximate and the exact
solutions are equal. Hence, this comparison is not informative in
those cases.

7 DISCUSSION AND CONCLUSIONS
The central subject of Quantitative Isotopic Hydrology,

consists in studying the transport of tracers by water flowing in a
porous medium and the interactions that take place between the solid
matrix and the solutes. The corresponding mathematical models,
derive from the advection-diffusion equation. The numerical solution
of this equation, is a problem of great importance in many other
scientific and technical fields, as well and it is being the subject
of intensive research.

The numerical treatment of the advection-diffusion equation
when advection is dominant, has been a challenging problem for a
long time, specially if a sharp front is present. A feature that is
required from algorithms in order to be able to model effectively
advection dominated transport, is that its performance be
independent of the Courant number, to a large extent. Another
feature which is essential, specially in Quantitative Isotopic
Hydrology, is that the algorithms be mass-conservative, even when
significant boundary behavior is present.
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It has been recognized that in order for the performance of an
algorithm to be independent of the Courant number, it is necessary
to incorporate in its formulation the structure of characteristic
lines. Methods which are based in the characteristic structure of
the differential equations, are known as "characteristic" or
"Lagrangian" methods. Until recently, characteristic methods had had
three important limitations: inability to ensure mass conservation,
inability to treat boundary fluxes effectively and the introduction
of numerical dispersion, due to low order interpolation or
integration.

With the developmenmt by the author and coworkers, of
Eulerian-Lagrangian Localized Adjoint Methods (ELLAM), which are
based in the general LAM methodology introduced by the author, the
limitations of characteristic methods mentioned above, have been
overcome to a large extent.

The ELLAM approach can be implemented in several manners. Up to
now two such implementations have been developed: BELLAM and CELLAM.
Evidence has been presented, which indicates that CELLAM is at least
as accurate as BELLAM and in some cases, more accurate. In addition,
CELLAM is easier to implement and more general, since it is
applicable to the general advection-diffusion equation with
non-constant coefficients.

Here BELLAM and CELLAM have been explained and discussed,
making them more readibly available to the scientific community
which works in Quantitative Isotopic Hydrology.
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ASSESSMENT OF GROUNDWATER FLUXES
AND TRANSMISSIVITIES BY ENVIRONMENTAL
TRACERS: SUMMARY OF THEORY,
APPLICATION AND SENSITIVITY ANALYSIS

E.M. ADAR
Ben-Gurion University of the Negev,
Sede Boker, Israel

Abstract

This paper demonstrates the implementation of a novel mathematical model
for assessing groundwater fluxes and distribution of transmissivities in
groundwater basin with several sources of recharge. It is based on the
assumption that each source is associated with unique characteristics of isotopic
ratios and dissolved constituents. The model applies to basins with complex
hydrogeological structures for which scarce physical hydrologie information is
available. The model is based on spatial distribution of environmental tracers
and relies heavily on stable isotopes of oxygen and hydrogen. It is assumed that
spatial variations of dissolved constituents and isotopic ratios in the aquifer can
be attributed to mixing and dilution of several sources of groundwater recharge.
Tracers are assumed to be conservative along the flow path. The flow domain is
discretized into mixing cells based on the distribution of the dissolved
constituents. Environmental tracers are then used to write a set of water and
mass balance equations in a compartmental flow system, such that the
unknowns are transmissivities and groundwater fluxes. Quadratic programming
is used for a unique assessment of the unknowns. The model has been tested for
two multi-cell flow systems with synthetic data for which a precise analytical
solution is available. The model was later implemented for a steady flow system
to estimate recharge, internal fluxes and transmissivities in an arid alluvial basin
of the southern Arava Valley, Israel. Results indicate that the calculated
transmissivities for the alluvial aquifer of the southern Arava are close to what
was obtained with interference pumping tests. Sensitivity analysis indicates that
(1). the model is extremely sensitive to the accuracy of the chemical and isotope
constituents assigned to the external flow components and to each aquifer
compartment, and (2). the accuracy of the assessed transmissivities is highly
related to both precise tracers' concentrations and to the assigned geometry of the
cells.

1. INTRODUCTION

To properly manage groundwater resources, there is a need for accurate
information about inflows (recharge), outflows (discharge) and the physical
characteristics of aquifers. Yet it has been common to exploit aquifers based only
on partial information concerning the hydrologie characteristics of many semi-
arid and arid basins. A major source of uncertainty stems from the hydrologist's
inability to reliably estimate the spatial and temporal distribution of recharge
rates, groundwater fluxes, transmissivities and storativities. It is highly related
to the obscure knowledge of the subsurface geohydrological system.

Quantitative assessment of recharge and groundwater flow components is
often complicated in basins with scarce hydrological information and having a
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puzzling geological structure. Therefore, an analytical solution is usually out of
the question. However, the lack of precise geohydrological information along
external and internal boundaries exclude even the implementation of numerical
solutions.

Knowledge of the spatial distribution of groundwater fluxes, recharge
components and the physical parameters of an aquifer such as transmissivities,
are essential for the development of groundwater resources. Fluxes through
external boundaries (recharge and discharge) and along stream lines can be
assessed by numerical solution of the flow equation, provided that the
piezometric and the aquifer's parameters distribution are known for well
determined subsurface flow system. In general, transmissivity can be calculated
from interference and recovery pumping tests. Various methods have been
developed for the interpretation of pumping tests, and most rely on the Theis [1]
method for applying the flow equation to simple infinite confined aquifers.
However, methods can vary according to the geometry and type of aquifer and
also according to the geometry of the pumping and monitoring wells. The main
methods are listed in Kruseman and De Ridder [2]. The assumptions behind the
analytical Theis solution, and the interpretation of the well function from
pumping test data, restrict the utilization of such methods to very simple and
local hydrological systems. Another, more practical, approach for the evaluation
of the spatial distribution of transmissivities relies on the so-called inverse
method of numerical solution for the flow equation (i.e., Carrera and Neuman,
[3] and [4]). In this method, precise boundary conditions are required for the
assessment of transmissivities, and accurate initial conditions are needed for the
evaluation of storativities. Wittmeyer and Neuman [5] used quadratic
estimation criteria for a set of hydraulic conductivity data to meet the hydraulic
head distribution. An adaptive method applied to an elliptic PDE for
simultaneous identification of aquifer parameters was suggested by Hoffman et.
al. [6] for Dirichlet boundary conditions. Carrera and Glorioso [7] demonstrated a
geostatistical formulation of the inverse problem of groundwater flow. Whi,
Leodoux and Marsily [8] used the inverse method for parameter estimation in
deep aquifers in Paris basin via a calibration process of a numerical model of a
transient flow equation. All the above mentioned methods, however, can rarely
be implemented in remote and undeveloped basins due to lack of basic
hydrological information.

In basins with a limited number of wells and hence limited knowledge of the
hydrogeological structure, it is often difficult to precisely define the flow system
or the boundary conditions. Furthermore, the lack of observation wells and
pumping test data eliminate the possibility of proper calibration processes. To
improve the ability of modelling groundwater flow systems, environmental
tracers have long been used to further illuminate on the subsurface flow pattern.

In the past, hydrologists have used chemical and isotope data for recharge
studies primarily in a qualitative sense. Environmental isotopes played a
dominant role in such studies, as exemplified by the works of Verhagen, et al. [9],
Gat and Dansgaard [10], Mazor, et. al. [11], Levin, et. al. [12], and Rosenthal et. al.
[13]. In other studies, tritium was used to obtain quantitative estimates of
recharge (Eriksson [14], Bredenkamp, et al.,[15], Vogel, et al., [16], and Allison and
Hughes [17]). Different conceptual modeling of hydrological systems relies on a
lumped parameter modeling in a continuum approach using the so-called
convolution integral. This concept can be exemplified by a series of papers by
Maloszewski and Zuber (i.e. [18] and [19]), and Zuber et al. [20]. A comprehensive
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review of the implementation of the above mentioned approach can be found in
Nir [21], Zuber [22] and [23], and in Goblet [24]. These methods can be only
implemented for a pronounced stream line for the evaluation of an average flow
velocity, storage coefficient and transmissivity. An attempt to incorporate
natural tracers in hydrological modeling in a combined hydrologie and
hydrochemical mathematical model for the purpose of source identification and
quantification was presented by Gorelick, et al. [25] and Wagner and Gorelick [26].
They deal with the question of identifying the location and magnitude of
pollution sources that might have contributed to the contamination of an
aquifer. For this, they utilize a two-dimensional, numerical model of solute
transport in the aquifer, coupled with various optimization techniques.

Attempts to extract quantitative information concerning the groundwater
flow system from hydrochemical data often rely on statistical analyses. As an
example, Lawrence and Upchurch [27] used factor analysis to identify the
recharge source for certain groups of dissolved chemical species in an aquifer. In
all such works, the authors either evaluate the magnitude of a given recharge
source, or evaluated the potential of recharge without providing quantitative
estimates of recharge rates. Rosenthal et al, [13] and Adar et al. [28] used cluster
analyses to classify groundwater units to be later incorporated in a numerical
model for a quantitative assessment of recharge.

Environmental tracers have long been used to elaborate on groundwater flow
systems. Recently, however, environmental tracers have been applied to a
quantitative hydrological modeling of a regional aquifer. For this, the so-called
Mixing Cell Approach (Simpson and Duckstein [29]), has been adapted. For
basins with a complex geological structure and with scarce hydrologie
information, this paper introduces a method for incorporating environmental
tracers and mixing cell approach for the quantitative assessment of
transmissivities and fluxes. This paper briefly describes the theory and presents
results obtained from synthetic data and from an alluvial basin with an
extremely complicated hydrogeological system, such as the southern Arava Rift
Valley, eighty kilometers north of the Gulf of Eilat (Figure 4).

2. THEORY

Adar and Neuman [30] and Adar et al. [31] have demonstrated the utilization
of environmental tracers for quantitative evaluation of various sources of
recharge. Adar and Sorek [32] extended this approach and presented a theory
which enabled to assess the physical parameters of the aquifer from the
piezometric head distribution and the spatial distribution of natural dissolved
tracers.

The model relies on two types of conceptual approaches applied in
groundwater hydrology:
1. Evaluation of the motion of water and dissolved constituents in a multi-
compartmental mixing cell model, as suggested initially by Simpson and
Duckstein [29[ and Yurtsever and Payne [33].
2. Quantitative assessment of groundwater flow components by optimizing a set
of mass balance equations of water, ions and environmental isotopes in a multi-
cell aquifer system. This approach assumes a steady flow system and fully
conservative dissolved tracers (Adar et al., [31]).

Campana and Simpson [34] and Campana and Mahin [35] used the
distribution of stable isotopes in multi-compartmental modeling to calculate
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internal fluxes, rates of recharge and groundwater storage, respectively. Van
Ommen [36], found a good agreement between a mixing-cell model with a one-
dimensional convection/diffusion equation in transport of reactive and non
reactive constituents in groundwater flow system. Yurtsever and Payne [37] and
Yurtsever et al. [38] formulated a mathematical models for the interpretation of
isotope distribution in a regional compartmental aquifer to quantitatively
evaluate the groundwater flow system. A similar model was successfully
implemented for the Bangkok Basin in Thailand (Yurtsever and Buapeng [39]).

In the following model, the steady flux for every flow component can be
estimated providing that the general flow pattern and the spatial distribution of
environmental tracers are known, and the number of mass balance equations
over the entire flow system is much greater than the number of unknown fluxes.
A solution is obtained utilizing an optimizing quadratic programming scheme,
as suggested by Woolhiser et al. [40]. For a periodic transient flow system, Adar
and Sorek [32] and [41] showed that if in addition to the tracer distribution, the
spatial hydraulic head distribution is also available, the model can be used to
assess the cell's storage coefficient and transmissivity across every permeable cell
boundary. This paper describes a method for assessing the transmissivities in a
steady flow system where the Darcian expression is directly embedded into the
mass balance expressions. Results from the southern Arava Valley, Israel are
compared with transmissivity values obtained from evaluation of pumping tests.
Comprehensive sensitivity analyses is followed, taking into account possible
errors in isotopic and chemical data, as well as the assessment of the geometry of
the cell's configuration.

The model is designed in order to account for natural tracers, such as
dissolved chemicals and minerals (ions and trace elements), electrical
conductivity, and environmental stable isotopes. Knowledge of the accurate flow
pattern and the piezometric water head potential in every cell is essential for
obtaining the transmissivities across the permeable boundaries. These water
characteristics and hydrogeological information are relatively easily attained,
even in undeveloped basins with limited hydrogeological data. This model
conceptualizes an aquifer system that can be discretized into a finite number of
cells, such that each cell can be assigned with a unique representative value of the
piezometric head and concentrations of tracers. This implies complete dilution
and, hence, a complete mixing of all water sources entering each cell. With the
mixing cell approach, we assume that at each segment (compartment) of the
aquifer gradients of ions and isotopes concentrations and water head potentials
are small and hence negligible. Therefore, the concentrations of solutes within
cells and the hydraulic head are assumed to be constant for a specific time step.
For each cell and potential source (contributor), one should be able to determine
the same representative values of all accounted tracers and hydraulic heads.
Similarly, in every compartment, the same information must be known for sinks
and sources, if they exist. Therefore, it is assumed that enough observation wells
and/or springs are available for head measurements and water sampling.

Mass balance expressions for water and solutes are written for each
compartment, taking into account all the potential sources of water that may
contribute to the subsurface reservoir enclosed by each cell's boundaries.
Therefore, all the flow components entering and leaving the specific
compartment must be known, at least qualitatively. Most sink or point source
terms can be assessed quantitatively. Fluxes are described by a Darcian type of
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expression that includes terms related to transmissivities via the geometry of the
compartments.

2.1 Quantitative assessment of transmissivities

With regard to the above ideas, we will now write a set of balance equations
for the flux and solutes within a given time period At and for each cell n. It is
assumed that the flow system is steady at least within the time period At. For a
fluid with constant density, the mass balance for the n-th compartment is
expressed by the following equation:

(1)m n ] n1=1 ]=i dt

where In and Jn denote the number of sources and /or compartments from which
the flow enters and leaves the n-th compartment, respectively. Qin and Qnj
denote the fluxes from the i-th source (or compartment) into the n-th , and from
the n-th compartment into the j-th compartment, respectively. Son and Pmn
denote the fluid sources and sinks (pumping), respectively, in the n-th
compartment. Sn* represents the storage capacity within cell n and hn denotes
the hydraulic head associated with that compartment.

As the head (hn) for each compartment varies, we may identify points in
time, say ti and Ï2 (t2>ti), at which the hydraulic heads are the same (e.g., at the
beginning and end of a specific season). This means that over that time interval
T=t2-ti (regardless of the sequence of changes in heads during this time interval),
the total magnitude of the derivatives dhn/dt in each compartment has not
changed. Hence, since Sn**Sn*(t), we obtain:

1 2 JU

I/S:IT=O ; hn( t ] )shj (2)

Thus, by integrating equation (2) over a time period T=t2-ti and dividing by T we
obtain accordingly:

_ _ !" _ J° _
Son-Pmn+^Qm-^Qn j =0 (3)

1=1 j=i

where Qin and Q„j denote the average values of Qin and Qnj, respectively, i.e.:

Ldt (4)

Likewise, the time averaged values of the source and sink fluxes in cell n are
Son and Pmn respectively. Note that equation (3) expresses a quasi-steady state

situation resulting from the time averaging process.
Following Darcy's flow expression for a steady flow, every fJux term in

equation (3) leaving or entering cell n can be written in terms of the cell's
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geometry, transmissivity and hydraulic head difference across the active
boundary.

where Tnj is the transmissivity across the boundary between cells n and j,
respectively. wnj is the width of the boundary normal to the flow path, and Inj is
the length of the stream line between the geometric centers in cells n and j. The
term Fnj includes hydraulic head difference between cell n and j, and all the
known parameters related to the geometry of the cell.

From this point, let In designate only the number of inflows into cell n from
external sources, and Mn designate the number of inflows into cell n from nearby
cells. It is assumed that in addition to pumping, all outflow components from
cell n enter the nearby cell j (j=l,2,.....Jn). Therefore from equations (3) and (5) the
water balance expression can be rewritten as follows:

Son + |Qin +£FmnT ran- (^IQnj + Pmn j = £n (6)

where Fmn is a factor which includes the geometric parameters between cells m
and n and the head difference across the m-n boundary as expressed in equation
(5). En is an error term for a possible deviation from the water balance due to the
misunderstanding of the appropriate flow pattern and/or disregarding one or
more of the flow components. Water balance (equation (6)) might not hold
because of an error in identifying and measuring of fluxes or rates of pumping.

Assuming only small variations in the concentrations of the dissolved
constituents during the time period At, one can write a mass balance expression
for the average concentration of every species (tracer) k in cell n.

For quasi steady-state variations of concentrations, when the mixing cell
concept is applied, using the above mentioned assumptions and equation (6), we
write a mass balance expression for a dissolved constituent k in cell n.

I Mn /j \

CsnkSon + ECilnkQin +XCtmnkFmnTmn- C n k I Q n j + Pmn = enk (7)

where Csnk is the average concentration of k associated with source Son;
is the average concentration of solute k entering cell n together with the flux
coming from cell I. Ctmrtk is the concentration of k entering n through the mth

boundary, and Cnfc denotes average concentration of the kth constituent within
cell n. When constructing mass balance equations from field measurements, 6nk
is the deviation from the solute balance in cell n. The mass balance of solutes
(equation 7) may be affected by analytical errors in measuring concentrations,
especially when quantifying cell concentrations. For every cell n, there are K+l
equations: one for the water balance and K more for every k species (k=l,2,.....,K).
This is demonstrated in equation 8.
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(8)

nfe

Upon combining equations (6) and (7) to a matrix form for each compartment
n, we obtain:

CnXn = En (9)

where Cn is a matrix with known concentrations associated with every flux
entering or leaving cell n. Xn is a vector of the unknown fluxes through the
boundaries of cell n. D.n is a vector containing elements that are measured and
known quantitatively in cell n, such as known fluxes of sink (pumping) and
sources. En is the error vector in cell n. A comprehensive description of the
above mentioned vectors and matrices is given in equation 10.
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C X D E

All flux components in the aquifer can now be estimated by a minimization
of the square error sums J. Similar to a procedure suggested by Adar et al. (31), by
virtue of equation (6) and by assembling the square error terms over all N cells
we obtain:

J = J Bn)Tw(cnxn + D (11)

where ( )T denotes transpose matrix. W represents a diagonal matrix comprised
of weighting values for estimated errors (independent of each other) expected for
each of the terms building the mass balance for the fluid and the dissolved
constituents. The weighting matrix, W, also reflects the degree of confidence to

99



which the tracers are assumed conservative and the degree of accuracy of the
chemical and isotope analyses. For the solution of equation (11) for Xn (a vector
with In+Mn+Jn unknowns), the objective function J is decomposed into linear
and non-linear parts. For example, J can now be minimized to evaluate Xn by
quadratic programming with an algorithm developed by Wolf [42].

3. TESTING THE MODEL AND THE COMPUTER CODE WITH SYNTHETIC
DATA

The conceptual model and the computer code were tested with a set of
synthetic data which was generated for a hypothetical aquifer divided into mixing
cells. These tests were conducted in order to evaluate the ability of the computer
code to solve simultaneously the mathematical model for unknown fluxes and
transmis si vi ties. The first test was conducted using four cells. The configuration
of the cell set-up and the assigned fluxes, sinks, sources (volume per unit time),
and transmissivities (area per unit time) for the internal boundaries are given in
Figure. 1. Cell I has a sink (pumping) term and receives four inflows through
external boundaries without a source term. Fluxes leaving Cell I contribute water

OUTFLOW = 100.0
LEGEND

IT S§*S7 assigned transmissivity value
li„24!5> calculated transmissivity
20.0 assigned flux value
20.173 calculated flux value
^______3100______^

distance

Figure 1 Schematic compartmental aquifer used for testing the
mathematical algorithm. Pm is the rate of discharge (in volume
per unit time). The upper numbers are the assigned values and
the lower numbers designate the result obtained by quadratic
programming.
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to Cells II and III [36 and 20 (!3/t), respectively]. Cell II also receives water from
five external sources (Nos. 5 to 9 in Figure 1) and has both sink and source terms .
Subsurface fluxes leave Cell II and flow into Cells III [5(l3/t)} and IV [45(l3/t)]. Cell
III has three external sources with a sink term, and water leaves this cell and
flows only into Cell IV [40(l3/t)j. Cell IV has two external sources with a sink
term and the total subsurface outflow is 100 (!3/t). In Figure 1 the upper numbers
designate the assigned fluxes or transmissivities used to calculate the
concentration of the tracers for every cell, and the lower numbers are the results
obtained from the model. The result indicates a precise evaluation of both fluxes
and transmissivities.

To test the ability of the model to evaluate transmissivities and fluxes across
active boundaries in a more realistic flow pattern, a complicated synthetic aquifer
structure with a multi-cell flow system was used. In this test the aquifer was
divided into twelve cells in a 3-D flow pattern, as illustrated in Figure. 2. Fifteen
unknown internal fluxes and transmissivities were assigned for the internal
active (permeable) boundaries. Fourteen different types of water were assigned as
sources for external recharge. Two sources contribute the same type of water to
more than one cell. Sources #13 and #16 are the same type of water which
recharge Cells X and XII, respectively. Sources #10, #14 and #15 are also the same
and contribute the same type of water to cells IX, XI and XII, respectively. In total
seventeen unknown external sources. The total number of unknowns is 47 (17
external inflows, 15 internal fluxes and 15 transmissivities). Some of the cells:
VI, VII, VIII, X, XI and XII were also assigned sink (pumping rates) terms. The
numbers in the ellipsoids designate rates of inflows (recharge) from external
sources. The upper numbers are the assigned values, while the lower ones are
the computed results. Also in Figure 2, the numbers in the trapezoids specify the
rates of internal fluxes between cells, and in Figure 3 these numbers specify the
values of transmissivities. Here also the upper numbers designate assigned
values, while the lower ones show the calculated values. Though internal fluxes
and transmissivities are illustrated in different figures, it is important to
emphasize that they were both obtained simultaneously. These values, while
arbitrarily chosen (so as to maintain an isotopic and chemical balance for each
species are nevertheless in accordance with actual data from the Aravaipa Valley
in southern Arizona (Adar et al. [28]). With the flow rates in Figures 1 and 2, and
with an appropriate concentration in the cell that follows the mixing cell
approach, the error terms in equations (6) and (7) should be zero, and the
minimization of J. in equation (11) should yield a zero value for the optimum
solution. The noticeable, small variations between assigned and calculated
values for fluxes and transmissivities are attributed to computer round off errors,
as these small deviations vary slightly among different computers.

4. RESULTS FROM THE SOUTHERN ARA VA RIFT VALLEY.

The model has been used in an arid alluvial basin in the southern Arava
Valley. The southern Arava Valley is a narrow down faulted rift valley about 20
km wide and extending about 80 km north of the Gulf of Eilat. It is an extremely
arid basin with an average annual precipitation of about 50 mm. Due to its
geological and geophysical nature, the rift forms a low base level into which
surface, as well as subsurface, flows drain from the surrounding mountains. In
the valley, water was found in (a) sandstone of Paleozoic age, (b) sandstone of
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Figure 2. Estimating fluxes versus assigned values as obtained from
a schematic multi-cell compartimentai aquifer.
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Figure 3. Estimated transmissivities versus assigned values as calculated by
the model for internal boundaries of the aquifer system.
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Lower Cretaceous, (c) limestone of Cretaceous age, and (d) alluvial fill of
Quaternary age. Figure 4 illustrates the geography, various geological outcrops
and location of well fields along the valley. Due to extremely complex
hydrogeologic structures caused by tilted faults, followed by upward and/or
downward movement of blocks, it was almost impossible to obtain detailed and
reliable information on the physical properties of each structural component of
the aquifer system. The hydrogeological complexity is exemplified with two
geological cross sections given in Figure 5. An attempt to determine the spatial
distribution of transmissivities from pumping tests did not reveal reliable
results. Interference tests which were performed in one pumping well related to
several observation holes provided a wide range of transmissivity values. A
review of the draw down and the recovery curves versus time suggests the
existence of unknown impermeable and/or permeable boundaries that interfere
with the classic Theis tests. The same phenomenon was observed in several well
fields along the valley. Hence, it was impossible to assess the appropriate
transmissivity values. Therefore a quantitative assessment of the flow system by
numerical modelling is not possible at this stage.

Groundwater of varying chemical and isotopic qualities are exploited by wells
drilled in the valley and along its margins. Wells drilled into different blocks
and layers and springs showed that due to differences in lithology and
mineralogy, each source of recharge provides the alluvial aquifer with water of a
specific chemical composition. Also, the isotopic ratios of oxygen-18 to oxygen-16,
and deuterium to hydrogen are determined by the geographic location, including
prevailing temperatures and the altitude of the area in which recharge occurs.
The spatial isotopic and ionic distribution within the alluvial aquifer along the
southern Arava Valley seems to be affected mainly by the relative proportion of
recharge contribution from each source. Hence, dilution and mixing are assumed
to be the major mechanisms which control the hydrochemical and isotopic
composition of the alluvial groundwater reservoir.

The temporal distribution of dissolved ions have revealed almost constant
concentrations over the last twelve years. Furthermore, the piezometric head
distribution and the pumping regime also seem to be constant for that period.
Hence, changes in heads and concentrations of most species within cell n during
time period At turned out to be very small and thus negligible for modeling
purposes. This implies an almost steady state hydrological flow regime, at least
for the past decade. For a further hydrogeological description and for the detailed
flow pattern, as suggested by the distribution of environmental tracers, the reader
is referred to Rosenthal et al. [13].

Six ions, TDI, deuterium (D) and oxygen-18 (18O) parameters were finally
isolated by multi-variable cluster analyses to characterize 12 major potential
sources of recharge and divide the alluvial aquifer into 6 homogeneous
compartments. Several close configurations of cells and potential inflows were
modeled. For only four close configurations, the Wolf algorithm provided a
solution. For the remainder, unbounded or no solutions were obtained. A
comprehensive description of the quantitative assessment of subsurface fluxes
within the southern Arava basin is given in Adar et al. [28].

Figure 6 presents the results for 12 potential inflows obtained with 7 dissolved
ions and 2 isotopes. Subsurface recharge components and internal fluxes are
given in 106m3/year. Transmissivities are given in m2/day. The range of
calculated fluxes as appears in Figure 6, represent the minimum and maximum
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units (After Rosenthal et al. [13]).

105



TIMNA 2

Gravel

Upper Sandstone
Ore layers

TagHI formation
Lover Sandstone

N

KETORA

YAALON 3
Yotvata

29/t YOTVATA SAMAR 2

160

100

60

20

-20

-60

-100

-140

-180

-220

-260

Yotvata
1 2

Yotvata 5
3 10

1 l/t

km

160

100

60

20

-20

-60

-100

-140

-180

-220

-260
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results obtained from a slightly modified set-up of the assigned concentrations to
the end members. It also stems from the fact that the assigned pumping values
were adjusted following the change in configuration of the cell. Only small non-
significant changes could be implemented. A more notable modification caused
an unbounded solution, in other words, no unique solution could be obtained.
This issue will be further addressed when the sensitivity analyses are described in
the following sections.
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5. SENSITIVITY ANALYSIS : EFFECT OF ERRORS IN THE INPUT DATA

In real field situations the input data are not known with accuracy and the
assumptions behind the model are not always satisfied. The model, therefore,
should not be expected to provide precise estimates of flow rates. To examine the
effect of erroneous input data on the quality of such estimates, the optimization
scheme with synthetic input data was repeated after corrupting with various
levels of uncorrelated Gaussian noise. The data was corrupted according to a
certain realistic hydrochemical and isotopic constraints which is further discussed
in this chapter. Adar and Neuman [30] examined the effect of erroneous
chemical and isotopic input data with 250 noisy data sets on the assessment of
flow rates. Results show that the stricter the constraints, the closer the average to
the true flow rates. The fact that the model yields good results when noisy data
satisfy constraints similar to those that real data usually satisfy suggests that the
model should be applied to real hydrologie conditions in the field. In the
following the sensitivity analysis is extended in order to account for uncertainties
which are associated with vague geometry and the configuration of the cell.

The rationale for the particular method used to generate our noise stems from
the assumption that the major cause of errors are (1) laboratory errors in isotopic
and hydrochemical analysis, and (2) inaccurate assessment of the compartmental
configuration and the cell's geometry. The first step is to generate normal errors
of zero mean and unit variance N(o,i) by means of the following formula (Box
and Muller, 1958, as cited in Bard, [43]:

N(0>1) = (-2 Iog10\]1}°-5cos(2nl]2) (12)

where Ui and U 2 are independent random variables drawn from uniform
distribution. For perturbation of hydrochemical and isotopic values, each "true"
Ck value entering into the model is transformed into a noisy concentration Ck
according to:

c;=ck[i+&N(6>1)] as)

where ßk is a weighting parameter controlling the magnitude of the corrupted
concentration Ck* relative to that of the "true" concentration Ck. This causes the
error to increase linearly with concentration in a manner similar to that assumed
by Woolhiser, et al. [40]. This seems to be realistic for laboratory data. When the
noise was made independent of concentration, the Wolf algorithm at times failed
to converge. It appears that errors in dissolved components have greater effect
than errors associated with the measuring of sink or sources when the number of
flow rate equations in the model is less than the number of chemical balance
equations.

The sensitivity test was performed in which different ßk values had been
assigned to the various isotopic and chemical species k according to:

=?*- (14)
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Here ^k is the mean of a large number of concentrations determined for
laboratory standards of the k species, and Ok is the associated standard deviation.
In this manner ßk becomes the coefficient of variation of the error in
determining the laboratory standard for the k species. The ß values for each of the
K tracers used in this test are listed in Table 1.

Table 1. coefficient of variation (ßk) values for ions, TDI, 18O and D
constituents. The data is an average from five laboratories in Israel,
USA, Austria and Germany.

TDI HCOs SO4 Cl Ca Mg N a 18O D

0.0122 0.0315 0.0622 0.0163 0.0411 0.0520 0.0855 0.0231 0.0647

When applied even to a simple flow system, results with the aforementioned
algorithm for data corruption, seldom yield an optimal solution. Most of the
difficulty stems from having neglected to maintain the ionic balance between the
chemical species and the fixed empirical ratios between D and 18O, or if electrical
conductivity does not vary linearly with the total dissolved ion (TDI). We had to
do the same with the artificial concentrations obtained when generating our
noise. To do so, the ionic balance was maintained within 5%, the ratio between
electrical conductivity and TDI ranged from 35 to 55, and the ratio between D and
18O from 6.5 to 8.5, which is close to the mean world meteoric line. Results of
this type of test with a simple synthetic cell configuration are illustrated in Adar
et. al. [30] (Figures 5 and 6). These figures show the mean computed value of
fluxes vary with the number of realizations, and converge toward the "true"
value.

The same error generator (equation 12) is also used for introducing noise to
the geometry of the flow system, for this, equation 13 is modified accordingly:

(15)

where X,m is a weighting parameter controlling the magnitude of the corrupted
length or width Lm* of the mth active cells' boundary relative to that of the
"true" length Lm. The flow configuration of the synthetic, 3-D compartmental
aquifer presented in Figure 1 was used to examine the sensitivity of both
calculated fluxes and transmissivities to expected errors in the input data. Errors
such as the cell's concentrations and the length and width of an active
boundaries were introduced in the form described by equations 13, 14 or 15 for
fluxes and transmissivities, respectively. For this purpose, the used ß values are
listed in Table 1, and X was equal to 0.10 to assign a 10% maximum error.

Figure 7 shows the mean computed fluxes between cells obtained by a Monte-
Carlo simulation applied to two types of perturbed data. The solid lines illustrate
the variations of fluxes versus increasing number of realizations derived by
perturbation of chemical and isotopic data. The dashed line was derived when
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the error generator was also applied to perturb the assigned length of active
boundaries and distances between cells. Results show that under severe, but
nevertheless realistic chemical and isotopic constraints, the average inflow
estimates are almost identical to the assigned (true) flux values. Some deviations
are due to the non negativity requirement of the optimizer algorithm. Figure 8
shows the variations in the mean computed transmissivities obtained by the
above mentioned tests. Solid lines represent results obtain from perturbed
tracers, while the dashed lines are the results from perturbed tracers and
geometry of cells. The true values for both fluxes and transmissivities are posted
in Fig. 1. Figure 9 illustrate the distribution of mean values of inflows (recharge)
for random errors employed to the ionic and isotopic concentrations (solid lines)
as well as to the geometry and the magnitude of the compartments (dashed
lines). It is important to note that although the mean values of fluxes,
transmissivities and inflows are presented in a separate figures, results were
obtained from a single Monte-Carlo type of simulation with 500 realizations.
Results indicate that fluxes and transmissivities converge into stable values close
to the "true" (assigned) solution after 50 to 100 realizations. Also, the later the
unknown variable is solved by the optimization scheme and the higher is the
magnitude of the variable, the effect of the errors is more significant. Therefore,
the mean calculated values converge after more realizations with higher
deviation from the "true" value. The last three figures also demonstrate that
increasing the computation effort by introducing further errors associated with
cell's boundaries, has only a minor effect on the final solution. In general, the
mean values converge even faster toward a stable solution. The fact that the
model yields good results when noisy data satisfy constraints similar to those that
real data usually satisfy, suggests that the model should be applied to real
hydrologie conditions in the field.

5.1 Sensitivity test for the Southern Atava Valley.

Sensitivity analysis was performed on results obtained from the southern
Arava Rift Valley on the same flow configuration presented in Figure 6. Results
with 1992/93 rates of pumping as presented in Table 2 (see the following section)
were used in the sensitivity test which was performed in two stages: (1) Random
errors were applied to tracers associated with external sources of inflows and to
concentrations of cells; (2) Random errors were employed also to the geometry
and the magnitude of the cells' boundaries. The effect of random errors on
inflows (components of subsurface recharge), fluxes within the alluvial aquifer
and on the evaluated transmissivities were studied. In all simulations ßk values
equal to coefficient of variation evaluated from laboratory standards and X is
equal of 0.15 to account for up to 15% error in the length of the flowing
boundaries and cell's magnitude.

Figure 10 shows the effect of the above mentioned errors on recharge
components ( 1, 3, 4 and 12). Figures 11 and 12 show the same error effects on
internal fluxes between cells and on the associated transmissivities respectively.
Those figures show that similar to results obtained with synthetic data, the
average computed fluxes (inflows) converged after 40 to 150 realizations. It took
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Figure 7. Results of Monte Carlo simulation for inflows calculated for the
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Table 2 Results obtained for 12 unknowns with weight factor W=l for
oxygen-18 and deuterium and W=0.5 for ions. A-Inflows for steady
rates of pumping until 1990; B- Estimated inflows for expected

______pumping rates for 1992/1993_____________________________

The unknown inflows are:
A B

Name of Pumping Rate of inflow Pumping Rate of inflow
_______inflow________fin 1Q6- m3/y)______fin IQ6- m&y)_________
Cell 1 2.433 2.72

BIRBAIDA = 3.0131 3.877
YAALON 3/4 = 0.0000 0.000

Cell 2 6.93 7.75
YOTVTA 9t = 1.7687 2.986
YOTVTA 12 = 2.7656 1.736
YOTVTA 9 = 0.4490 2.525

Cell 3 0.979 1.10
YOTVTA 9t = 1.6349 1.143

Cell 4 1.64 0.90
YOTVTA 9t = 1.7297 1.256
BEERORA1 = 0.5245 0.387
TIMNA 6 = 0.1183 0.033

Cell 5 0.00 1.00
BEERORA1 = 0.1788 0.298
YAALON 3 = 0.0765 0.503

Cell 6 0.08 1.09
YAALON 3 = 0.2220 0.832

Total estimated inflows 12.4811106 nr% (100.0%)
Qout + Total pumpage: 12.4307 106 m3/y; Absolute difference: 0.0504
(0.4054%)__________________________________________________

more realizations until the average values converged into the "true" value for
the first unknowns to be solved. However, when random errors were applied to
concentrations and to boundaries, the perturbed realizations converged faster
than those applied only to cell's concentrations. The additional errors employed
to the flowing boundaries of the cells simply further perturbed the results.
However, the solutions converged into the same values as obtained when errors
had applied only to the concentrations. The same was found for the calculated
internal fluxes and transmissivities (Figures 11 and 12 respectively). For cells
with relatively short flowing boundaries (i.e. V-VI in Figure 12) the effect of
errors on the cell's geometry is more pronounced. In such alluvial aquifer, the
width of the flowing boundaries were assigned bases on the surface contact
between the alluvium and the side base rocks as taken from maps and air photos.
This is a rough estimation of the true magnitude of the flowing boundary.
Results indicate that when transmissivities are simultaneously calculated with
internal fluxes and recharge components, the solution is quite stable. It is
important to notice, however, that the deviation of transmissivities between the
assessed values and the assigned transmissivities are heavily dependent upon
the rates assigned to the known outflows. The absolute values of these
deviations have no real meaning aside from the fact that for more reliable flow
configurations, one may expect to obtain lower deviations.
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Figure 10. Results of Monte Carlo simulation for inflows calculated for the
southern Arava Valley:
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southern Arava Valley:
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6. SUMMARY AND DISCUSSION.

In this model, the only data that is required aside from the qualitative
knowledge of the flow system for solving the time-averaged fluxes are the spatial
distribution of environmental tracers. However, for the calculation of
transmissivities, one should obtain the distribution of hydraulic heads, as well as
the dimensions of the cells; mainly the size of active boundaries. The
combination of head distribution and cell configuration suggests which of the
boundaries is a flowing boundary (active boundary); as boundary which is
situated parallel to a stream line normal to the piezometric surface, should be
considered as no flow boundary.

The concentrations and the hydraulic heads which represent each
compartment are assigned to the geometric center of the cell. In other words, an
imaginary well is posted at the geometric center of a cluster of observation holes
presenting a similar type of water. Therefore, in a real case, the actual location of
boundaries between cells is not precisely known. In fact, the most one can say is
that the boundary should be somewhere between the extreme (marginal) wells
of nearby clusters forming the cells.

The location of the representative imaginary wells are assigned arbitrarily to
the geometric center of the well's cluster (not to the center of the entire cell's
area). Therefore, the exact location of the cells' boundaries has no effect on the
distance lin between the centers of the cells. However, the position of the
boundaries, which are always normal to the flow trajectory, affects the width Win
of permeable boundaries (Equation 5). The width of the boundaries in the
southern Arava Valley were assigned according to the contact between the
alluvium and the surrounding hills, as determined from satellite images and air
photos.

Sensitivity analyses show that the model is extremely sensitive to the
assigned concentration values associated with potential inflows and internal
fluxes. It is less sensitive to the exact cell's geometry mainly for active (flowing)
boundaries with high rates of fluxes. As long the water and mass balance are
maintained a unique solution can be obtained. This implies that the optimized
solution is highly related to the assigned known fluxes, mainly sinks and/or
sources. Those assigned fluxes have a direct effect on the water balance within
each cell. Therefore, in order to maintain the water balance, an increase in
pumping rate must be adjusted by an appropriate increase in inflows and internal
fluxes. This issue is further demonstrated in Table 2 where two sets of calculated
fluxes with different sets of pumping values are compared. In (A), the inflows
were assessed for an average steady rates of pumping prevailed until 1990. In (B),
the same set of tracers were used with higher rates of pumping assumed for
1992/93. Due to an increase demand for water, pumping was increased in Cell I,
II, III, V and VI. The pumping rate was decreased in Cell IV due to a local
increase of water salinity. Table 2 shows that following the increase in pumping
rates a respective increase of inflows and internal fluxes were predicted for all cell
but Cell No. III. It seems that the increasing pumping in Cell HI, attracts more
water from Cell II than from external inflow.

Transmissivity values that were obtained by various types of pumping tests in
wells along the valley are listed in Table 3. The transmissivity values assessed by
the above-mentioned model are in fairly good agreement with the values found
from the pumping tests. As listed in Table 3, the measured transmissivity value
were obtained by different methods such as draw down (DD) test, recovery (R)
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Table 3. Calculated versus measured (*) transmissivities in three sections
along the southern Ar a va Valley (m-^/day).

Section Measured Calculated
Yaalon-Grofit area. 997-1016

Ketora 4 (DD) 1849
(R) 1209

Yotvata 2 (R) 2665
2 (ITS) 1400

Yotvatall (DD) 980
11 (DD) 1000
11 (R) 1060

Yotvatal2 (R) 2010

Samar-Timna area 104-350
Samar 2 (?) 400
Timna 4 (R) 370
Timna FC (IT?) 807
Timna 4 (ITS) 4600

(IT1) 2800

Eilat area 284-345
Eilat 10 (R) 4%
Eilat m.s. (R) 105

__________Eilat 16 (R) 273_____________________________________
*(R) - Recovery test ; (DD) - Draw down test ; (IT) - Interference test

and interference (IT) tests. Data were obtained from the Water Commissionery -
Hydrological Service, Jerusalem. Also in Table 3, for those wells where two or
more methods were employed, up to 50% differences were found. It is important
to notice, however, that this model allows the evaluation of transmissivities for
flowing segments of the aquifer with steady fluxes. Though the transmissivity is
a physical property of the aquifer independent of the hydraulic head, in this
model transmissivities can not be assessed unless there are head gradients
between cells. Therefor, for cells with heavy rates of pumping, as in the central
section of the southern Arava basin (Fig. 6), transmissivities can not be evaluated
since the inter-cell fluxes are zero. Consequently, it is necessary to assess
simultaneously both transmissivities and fluxes. Similar to results obtained with
the inverse numerical solution, the calculated transmissivities are average
values between the nodes. Due to difference in magnitude in a compartmental
scheme, these values are assort of conductances across permeable boundary
between cells. In other words, it describes the ability of the boundary to transmit
a certain volume of water per unit length of the boundary per unit time.
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FLUID FLOW AND SOLUTE TRANSPORT
IN FRACTURED MEDIA

L. MORENO, I. NERETNIEKS
Royal Institute of Technology,
Stockholm, Sweden

Abstract

A model is proposed to describe flow and transport in fractured rocks. It is based on
the concept of a network of channels. This approach is backed by observations in drifts
and tunnels that flow in fractured rocks takes place in sparse narrow effluent locations
with widths typically less than 10 cm and a channel frequency of one channel per a few
square meters to one channel per more than a hundred square meters. Observations in
boreholes also indicate that there are large distances, tens to hundreds of meters,
between the most conductive sections in boreholes.

For visualization purposes the model is displayed on a rectangular grid. The individual
channels are given stochastically selected conductances. Flowrate calculations have
been performed in grids of sizes 20*20*20 channels in most cases but larger grids have
also been used. For large standard deviations in conductances, greater than 1.6 in the
log normal distribution (base 10), channeling becomes pronounced with most of the
water flowing in a few paths. The effluent patterns and flowrate distributions obtained
in the simulations have been compared to three different field measurements of flowrate
distributions in drifts and tunnels. Standard deviations of channels conductances were
between 1.6 and 2.4 or more in some cases. Channel lengths were found to vary
between 1.2 m and 10.2 m in the different sites.

A particle tracking technique was used to simulate solute transport in the network.
Nonsorbing as well as sorbing tracer transport can be simulated and by a special
technique also tracers that diffuse into the rock matrix can be simulated.

Tracer measurements in one site, Stripa, were used to compare dispersivities. These
were large, Peclet numbers less than 5 both in simulations and the field results. From
the Stripa tracer data it was also found that the tracers were taken up into the rock
matrix by molecular diffusion.

INTRODUCTION AND BACKGROUND

In this paper we develop a model for solute transport in sparsely fractured rock. We
also show some properties of the model that affect solute migration. Furthermore, we
attempt to estimate values for the important parameters from large-scale field
experiments and observations. Solute transport is also calculated for solutes that diffuse
into the rock matrix.

Flow and solute transport in fractured rock has been found to be poorly described by
the advection-dispersion concept and equations. Field observations show that there are
strong channeling effects and that when attempts are made to evaluate the dispersion
coefficient, it appears to increase with distance (Neretnieks et al., 1987). Field
observations in drifts and tunnels also show that flow channels are sparse and that the
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flow-rate distribution is very large among channels. For short distances, it has been
proposed that the flow and solute transport might better be described as taking place in
a bundle of independent channels (Neretnieks et al., 1987). For longer distances,
channels have a greater chance of meeting and a network concept seems more
appropriate. For very long distances, it is conceivable that the mixing between channels
is large enough for the transport to behave as described by the advection-dispersion
model. This does not seem to have been observed in fractured rocks so far.

Fracture network models have been proposed and tested on field data (Robinson, 1984;
Long et al., 1985; Dverstorp and Andersson, 1989) for flow calculations and in some
cases also for tracer transport (Dverstorp, 1991; Cacas et al., 1990b). These models
need information on fracture trace lengths, orientations, frequencies, and
transmissivities, plus some assumptions, that are difficult to prove. In the end, they
have to be calibrated to field observations.

In this paper we attempt a simpler approach, and assume that flow and solute transport
can be described as taking place in a network of channels. This simplification allows us
to develop a simple model that does not need very detailed information. Data can be
obtained from borehole transmissivity measurements and observations on fracture
widths. Calibrations can be made with observations in drifts and tunnels. One
important aspect of the model is that it is simple enough to accommodate the transport
of solutes that diffuse into the rock matrix. This is very important when assessing
retardation of these solutes. Below, we summarize some observations that have been
the basis for the formulation of this model.

Abelin et al. (1985) analyzed flow and solute movement in three natural fractures
intersecting tunnels in the granite in the Stripa mine. They found that the fractures were
closed or very tight, with few open parts between the areas where two fracture surfaces
are in contact. Observations in drifts and tunnels strengthen this impression (Neretnieks
et al., 1987). In two investigations (Neretnieks, 1987; Abelin et al., 1991a.b) it was
found that fracture intersections often make up high flow-rate conduits.

In the 3-D tracer test experiment performed in the Stripa mine by Abelin et al.
(1991a,b), it was found that water flows into the drift with a very uneven spatial
distribution. The results also show that the tracers are unevenly distributed in the drift.
Very different concentrations were found in sheets near each other. Low values
alternate with high values in nearby locations. In some cases, much of the tracer was
found in locations far away from the injection hole.

Detailed observations of flow distributions in two other long drifts and tunnels,
Kymmen (Palmqvist and Stanfors, 1987) and SFR (Neretnieks et al., 1987), show that
the water outflow occurs in narrow channels, most of them less than 10 cm wide. The
channel density is about 1 per 20 to 100 m^. Experiments that specifically aim to study
channeling in individual natural fractures on the scale of 2-2.5 m in the Stripa mine
(Abelin et al., 1990) also show that water is conducted in only a small part of a
fracture. Channels have typical widths of less than 10 cm. Hydraulic conductivities
measured in the fracture planes show that there are very strong variations in
conductivity in the plane of the fractures.

Network models have been used to describe the flow rate distribution in the Stripa
experiment (Geier et al., 1990; Dverstorp, 1991). They describe the stochastic nature of
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the areal flow distribution but do not account for the channeling nature of the flow.
None of the models have addressed the question of the interaction of solutes with the
rock surfaces. Nor have any of the models accounted for the observations (Abelin et
al., 1990; Neretnieks, 1987) that fracture intersections play an important role in
conducting the water solutes.

In a recent study, it was assumed that the flow in fractures that intersect each other can
be described as the flow through channels in the planes of the fractures (Cacas et al.,
1990a). These channels connect the centres of the fractures through a point at the
intersection line between the fractures. The fracture network may then be simplified to a
network of connected channels.

One drawback of these models is that they need a large amount and very detailed data
on fracture orientations, fracture size distributions and fracture conductivity
distributions. Some assumptions must also be made in interpreting the field
observations to translate them into the data used in the models. Many of the
assumptions are difficult to validate. The models with all their built-in assumptions
must finally be validated by comparison with field data. The model described here
needs much less data but also needs to be validated by field observations.

CONCEPTUAL MODEL

In this approach a three dimensional channel network model is developed. It can
account for the stochastic nature of the flow distribution, the channeling nature of the
flow and the interaction of reactive solutes with the flow-wetted rock surfaces. The
solutes in the channels can also diffuse into and out of the rock matrix.

To avoid many of the difficulties that fracture networks exhibit, we choose a different
starting approach. It is assumed that the flow paths make up a channel network in the
rock. Every channel member can connect to any number of other channel members, but
we choose an upper limit of six members intersecting at a point, for reasons that are
described below.

The use of six channel members is partly based on the observation that both fracture
intersection and channels in the fracture planes play an important role in conducting
flow. For two fractures that intersect, there will be one channel in every fracture plane
that may continue over the intersection line with the other fracture. In this way, up to
four members in the fracture plane may intersect at one node. For those intersections
where the fracture intersection itself is conducting, two more members may be added,
forming a six-member intersection.

Although the model concept is based on the above considerations, this does not mean
that we consider a channel to lie only in one fracture or at a fracture intersection. A
channel in our concept may have been formed by individual channel members in series.
Thus a channel may consist of 1, 2, 3 or even more channel members. The actual
number is not very important, as the properties of the channels will be obtained by
calibration to field measurements.

For visualization purposes, the network is depicted as a rectangular grid. The hydraulic
properties of the members can be generated by including the effects of channel
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members of different lengths, different hydraulic conductivities and other properties of
interest. It is easy to vary the channel member density in different regions (e.g., along
fracture zones) and to include effects of anisotropy in a simplified manner. In this
paper, we develop and show some important basic properties of the model. They
include the ability to describe the uneven spatial distribution of flow, the residence time
distributions of tracers, and the retardation due to matrix diffusion and sorption in the
rock matrix.

We do not think of the channels as necessarily being clearly identifiable physical
features. In a fracture with varying apertures, the water will trace out different paths,
depending on the gradient that exists at a given moment. When the conductivity
variations are large, there will only be one or a few paths where most of the water
flows. This has been found in simulations (Moreno et al., 1988) as well as in the field
(Abelin et al. 1990). The flow paths may also be actual physical channels along fracture
intersections or where dissolution processes have formed channels. They may have
properties that vary along the flow path, but an average conductivity, volume and flow-
wetted surface may be assigned to every channel member in the model.

All properties of the channel members used in our model are thought to have a
stochastic nature. The average transmissivity along a member and its length define the
conductance. This is the only entity needed to calculate the flow, if the pressure
difference between the two ends of the member is known. If the residence time is to be
calculated for non-interacting solutes then the volume of the channel members is needed
as well. For solutes that can sorb on the rock, the "flow-wetted" surface area is also
needed (Neretnieks 1980). If the rock matrix is porous and the solutes have access to
the interior porosity, the matrix diffusion properties must be known as well. We
assume that it is possible to average these properties along a channel member. We also
assume, in the present paper, that there is ideal mixing at channel intersections. Other
mixing modes will be explored in later work.

The residence time distribution (RTD) is often described in terms of a mean residence
time and dispersion. These are obtained from the first and second moments of the RTD.
Higher moments, which describe exceptionally long tails or early arrivals, are usually
not considered.

There are several mechanisms that cause dispersion of tracers: dispersion in the
individual members of the network, dispersion caused by increase in the spread of
residence times due to different velocities in the channels, and spreading caused by
matrix diffusion effects. In preliminary calculations, we found that the dispersion in the
individual members is negligible compared to the two other causes, and will not be
used further in this study.

Mixing at intersections will also influence the RTD of the network. Several possible
reasonable assumptions can be made of the mixing processes but none have been
actually tested in real networks. We will only use the full mixing assumption in this
paper. Matrix diffusion effects and sorption in the interior of the matrix are assumed to
be active.

Fluid flow and solute transport are simulated. For tracer transport, additional
information on channel volumes and flow-wetted surfaces is needed. No independent
data on this are available, and therefore various assumptions are used and compared
with the field results.
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SOLUTE TRANSPORT IN A CHANNEL

The equation for solute transport in one channel, neglecting longitudinal dispersion is:

3c 3c _ 2DeacpR a + u - ~
The first term is the accumulation of solute and includes the accumulation in the water
in the channel and the solute sorbed on the channel walls. Ra is a retardation factor
defined as

R a = l + 2 - K a (2)

The second term in Equation (1) accounts for the advection in the channel. The third
term accounts for the exchange rate of solute with the rock matrix by molecular
diffusion.

The diffusion of the solute in the rock matrix is described by

^ = De (3)

where the first term accounts for the accumulation of solute in the pore water in the
matrix as well as on the micropore surfaces. The sorption capacity of the solid and the
pore water is

For the situation where there is no solute in the system initially, and the input
concentration of the solute is constant, the solution is (Carslaw and Jaeger, 1959)

c -

where IN is the travel time for a solute that does not diffuse into the rock matrix.
Equation (4) shows that the outlet concentration from one channel is a function of the
channel volume, matrix properties, flow-wetted surface and flow rate.

If the diffusion into the rock matrix is pronounced, the travel time for the solute is much
longer than that for a solute that does not interact with the matrix. So, the outlet solute
concentration is almost independent of the channel volume. The concentration is then
mainly a function of the matrix properties and the ratio between the flow-wetted surface
and the flow rate.

CALCULATION PROCEDURES

Generation of network

The use of a rectangular network does not mean that the channel members are of equal
length or that they form such a network: it is only a simple way of visualizing the
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network. Each member of the network is assigned a hydraulic conductance. For tracer
transport, a volume and surface are also needed. The orientation and location of the
members only become important when they are compared with real geometry.

The flow calculations only need the information on the conductances of the channel
members and the boundary conditions. The conductance the ratio between the flow in a
channel member and the pressure difference between its ends. When solute transport is
included, the volume of the member has to be known. If sorption onto the fracture
surface or diffusion into the matrix will be included in the model, the surface area of the
flow-wetted surface must also be included. Then some properties of the rock are
needed as well, such as rock matrix porosity, diffusivity, and sorption capacity for
sorbing species.

The individual channels are given stochastically selected conductances. In the present
simulations, the conductances of the channel members are assumed to be lognormally
distributed, with mean \LQ and standard deviation GC- ft is also assumed that the
conductances are not correlated in space. The volume will be estimated by using
various assumptions, owing to the lack of data.

Figure 1 shows a schematic view of the mesh used in this report. An outline of the
approach used to calculate the fluid flow and solute transport through the network of
members is presented below. The method is described in more detail in Moreno et al.
(1988).

Figure 1 At a fracture intersection up to six channel members may intersect.

Fluid flow calculations

For laminar conditions, the flow through a channel member is proportional to the
pressure gradient. The flow between two points "i" and "j" may be written as

Qij = Cij(Pj - PI) (5)
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where Cjj is the conductance connecting the nodes "i" and "j." The pressure field is
calculated by writing the mass balance at each intersection point

I Qrj = 0 for all i (6)
j

The solution of this system of equations yields the pressure at each node. The flow
between adjacent nodes is then calculated by using Equation (5).

Solute transport calculations

The solute transport is simulated by using a particle-following technique (Robinson,
1984; Moreno et al., 1988). Many particles are introduced, one at a time, into the
known flow field at one or more locations. Particles arriving to an intersection are
distributed in the outlet channel members with a probability proportional to their flow
rates. This is equivalent to assuming total mixing at the intersections. Each individual
particle is followed through the network. The residence time in a given channel for
non-sorbing tracers is determined by the flow through the channel member and by its
volume. The residence time of an individual particle along the whole path is determined
as the sum of residence times in every channel member that the particle has traversed.
The residence time distribution is then obtained from the residence times of a multitude
of individual particle runs.

From the RTD, the mean residence time and variance can be calculated. They may be
used to determine the Peclet number, which is a dimensionless measure of the
dispersivity (Levenspiel, 1972)

When dispersion in the channel and/or diffusion into the rock matrix are considered,
different particles in the same channel member will have different residence times.
Here, residence times for the particles may be described by the RTD of the particles,
expressed as a probability density function, pdf. It may be thought of as the outlet
concentration for a pulse injection. If this curve is integrated over all the possible
residence times, the cumulative distribution of the residence times is obtained.

When diffusion from the moving water into and out of the rock matrix takes place, a
particle may reside in the matrix for some time in addition to its residence time in the
water in the channel member. For a flat channel from which the diffusion is
perpendicular to the channel surface, a simple analytical solution is available for the
RTD. The cumulative curve, F, for the residence times is obtained as

0.5
F =

for times greater than the water-plug-flow residence time tw. Otherwise the value is
zero. Equation (8) considers only advection in the channel and diffusion into the rock
matrix. Longitudinal dispersion is neglected.
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For a rectangular channel member, the water-plug-flow residence time is obtained from
the ratio between the channel volume and the flow rate through it. It may be calculated
by LWÔ/Q. Introducing this expression into Equation (8) yields

(t-tw)°-5Q

For particle following, we follow the technique used by Yamashita and Kimura (1990).
The travel time for each particle in a channel member is determined by choosing a
uniform random number in the interval [0,1]. The travel time for the particle, t, is then
calculated by solving for t in Equation (10).

SOME PROPERTIES OF THE MODEL

The simulated domain was a cubic grid with 20 channel members in each direction. The
pressure gradient is imposed perpendicularly to one side. No-flow conditions were
imposed on the four sides parallel to the pressure gradient. The outflow is through the
400 channels in the low-pressure side. Grids with a larger number of channel members
were also simulated.

Flow rate distributions

Figure 2 shows the number of channels, of the 400 at the outflow face of the cubic
grid, which carry a given flow rate (relative) for two ac- Note that the flow rate
decreases to the right in the graph. The flow rates have been grouped in "bins" with the
upper bound twice as large as the lower bound. This forms a geometric progression
with a factor of 2 between the bins. This mode of representation has been chosen
because in practice the larger channels will always be seen, whereas the measurement
limit will determine the smallest flow rates that can be observed. In field observations,
only the flow rates in the 6-8 bins with the largest flow rates may be used for
calibration purposes. This means flow rates in 2-3 orders of magnitude. In histograms
showing the fraction of flow in a given interval, only the largest flow rates contribute
significantly to the total flow. Figure 3 shows the cumulative fraction of flow for flow
rates less than a given value, for two GO The total flow is normalized to the total flow
in the 8 largest intervals. The contribution of the interval with the smallest flow rate is
very small for both <7c. This type of graph will later be used to calibrate the model with
field data.

As shown in Figure 2, the distribution of the flow rates from the grid, on a logarithmic
scale, shows an asymmetric tail extending out to smaller flow rates. This tail is not
observed at the field observations because the very small flows are not measured. The
flow rates cover 2-3 orders of magnitude at most.
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Solute residence time distributions for non-interacting solutes

It will later be shown that the RTD for non-interacting solutes is not and cannot be
related to the RTD of sorbing solutes. Nevertheless, non-interacting solutes are
commonly used for tracer tests. Information on spacial distribution of flow and of
mixing and spreading processes in the network can however be obtained. For this
reason, the RTD properties for non-interacting solutes are discussed here, and some of
the limitations in our understanding are pointed out.

Although a few flow paths carries most of the flow all channel members contribute to
some extent. This implies that the distribution of the residence time may become very
broad. The fastest paths will be those with large flows, but the tail of the RTD will be
determined by low-flow channel members. For large values of ac, it may be expected
that the difference in residence times between the fast and the slow paths is
considerable. The RTD is influenced not only by the flow rates in the channel members
but also by their volume.

There are no reliable relationships known, at present, between the conductance and the
volume. Several approaches were explored. The main difficulty in determining which
of the possible approaches may represent the volume is the lack of field data. We have
tested some approaches between conductance and volume. From these simulations, we
expect to find which approach(es) could be used, by comparisons with field
observations of the distribution of tracer residence times.
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Four approaches were chosen:

- Volume is proportional to the hydraulic conductivity.

Volume is constant.

- Volume is proportional to cubic root of channel conductance.

Volume is determined from an independent random distribution.

To test these approaches, solute transport was simulated. Two types of injection were
used. First, a large number of particles was injected on the high-pressure side of the
block and collected on the opposite side. The number of particles that flow into each
inlet channel is proportional to the flow rate in these channels. This type of injection
was chosen because results are independent of the injection location (Moreno et al.,
1990).

For the second injection type, many particles are injected at a point in the mesh, and the
particles reaching the outlet side are collected at their respective locations. The relative
concentration is determined from the number of particles per unit time that arrive at a
collection point, divided by the flow rate in the same location. This type of injection
was used to compare the data with those from the 3-D tracer test experiment done in
Stripa (Abelin et al., 1991a,b).

As will be shown later, values of oc obtained from comparisons with field observations
are between 1.6 and 2.4.

Peclet numbers and mean residence times are calculated from the particle residence time
distribution. Peclet numbers when the particles are injected in one of the block sides are
shown in Table 1 for different volume approaches. There is insufficient information to
accept or reject any of these approaches. However, if we consider that a very large
dispersion (Peclet numbers much less than 1.0) is uncommon in field observations,

Table 1 Peclet number as a function of the standard deviation CTc for different
assumptions used for channel volume. Average values from 20
simulations.

Assumption for Standard deviation GC
channel volume 0.80 1.60 2.40

Proportional to Cond
Constant volume
Prop, to Cond1/3

Prop, to Cond2/3

Random with a = ac/3
Random with a = 0c

2.63
3.90

10.45
8.41
3.19
0.41

0.19
0.56
4.41
0.79
0.28
0.04

0.13
0.09
1.13
0.20
0.80
0.06
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then some approaches seem less likely, e.g. when the volume is chosen from a new
distribution or when the volume of the channel is proportional to the channel
conductances. The other approaches give residence time distributions found in field
experiments. The largest Peclet number (or the smallest dispersion) is obtained when
the channel volume is taken to be proportional to the cubic root of the conductance. The
same results are obtained when point injection is used.

Solute transport for matrix interacting solutes

If the solutes also have access to the matrix porosity by diffusion, the residence times
of the solute particles are larger than the residence time without diffusion into the
matrix. For low flow rates, Q, in relation to the flow-wetted surface, LW, in a channel
member, the solute can be very much retarded compared to the water flow residence
time, tw. In the flow and tracer experiments in Stripa (Abelin et al. 1991a,b), where
water flow residence times for the different tracers varied from months to years, they
found that matrix diffusion may have contributed noticeably to the retardation of the
tracers. We have therefore incorporated this mechanism in our model for use in later
studies of tracer transport.
The residence time for each particle that passes the channel member is stochastically
determined by Equation (10). The capability of the particle following method to
describe the diffusion in the rock matrix was tested by generating a network with equal
channel members (zero standard deviation). In these channels, we used the stochastic
process to simulate the diffusion in the rock matrix. The results agree very well when
compared with the analytical solution if a few thousand particles are used. The
procedure was found to be fast and accurate in network calculations as well.

CALIBRATION AND COMPARISON WITH FIELD OBSERVATIONS

The calibration of the model, to a given site, involves the determination of the
conductance distribution used to generate the channel and the channel length. If a
lognormal distribution is used, then the mean and standard deviation would be
determined. The mean works as a scale factor for flowrate, so if the flux is known the
mean may be evaluated. Procedures to determine the standard deviation are shown
below.

To determine these parameters, observations of water inflow to tunnels or drift may be
used. Borehole data may be also used to estimated channel lengths (Moreno and
Neretnieks, 1993. The water inflow to tunnels will be at isolated points on the tunnel
walls. This will look like a number of "channels" being cut by the rock faces of the
tunnel. The outflow face of the network model will also have a number of "channels"
with flowing water.

The flow rates out from the simulated cubic grid cover a very wide interval, if a large
value of <7c is used. On the other hand, the field results often show variations of only a
few orders of magnitude in flow rates. This aspect is schematically presented in
Figure 4. The histogram shows the number of channels with flow rates in a given
interval, if even the channels with a very small flow rate could be monitored. From
field observations, only data for 6 - 8 bins may be obtained. They are shown with gray
bars in the figure. The white bars represent the unknown data. The whole histogram
could also represent the results of a simulation.
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interval. The gray bars represent hypothetical data from field
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below the detection limit.

The calibration procedure is as follows. The inflow measurements to the drift are
compared with the simulated results. With the available data (the gray bars) the standard
deviation GC mav be estimated. Then, when the value of GC is known, the number of
channels in the observable flow rate interval for the field data is compared with that of
the model for the same interval. The total number of channels in the field (observable
and non-observable channels or gray and white bars in the histogram) is obtained by
comparing the field data with the results from simulations.

Total number of
channels in rock
Total number of

channels in simulations

Number of channels observed in
rock above a chosen flowrate

Number of channels in the simulations
spanning the same flowrate range

(11)

The same procedure can be used for the packer test data in boreholes if these are
analysed for the number of intersections, provided channel widths and the borehole
diameter are known. This will be described later.

The channel network model gives no inherent information on channel member widths
or lengths. Nor is the distribution function for the conductances known a priori. If the
latter is assumed to be lognormal, then the mean and standard deviation can be found
by fitting them to measured data. It has been found, by several investigators, that the
standard deviation of transmissivities obtained in boreholes often is between 1 and 3 on
a logarithmic (base 10) scale (Cacas, 1990a; Geier et al., 1990). Dverstorp (1991) used
<7c values ranging from 0.4-2.4 in simulations of the Stripa experiments with the best
results for ac = 1.7. Cacas et al., (1990a,b) found a value of ac = 3.2 for the Fannay
Augère experiments in their fracture network model calibration.
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Using data from drifts and tunnels

At the SFR site, there are flow rate measurements available for individual spots over an
area of 14 000 m2 (Neretnieks, 1987). Table 2 summarizes the data. The flow rate
ranges have been chosen as a decreasing geometrical progression, such that each range
"bin" is half the previous one. The reason is that one will undoubtedly observe the
largest flow rate spots, but will have a decreasing accuracy in detecting spots with
lower flow rates. It is also generally not possible to know the total inflow to the low-
flow rate spots, so that a cumulative flow rate curve cannot be constructed to start at the
low-flow end. However, a cumulative curve can be started from the high-flow end and

Table 2 Flow rate distribution at the different spots at SFR.

Flow rate
range, 1/min

>=1.6
0.8-1.6
0.4-0.8
0.2-0.4
0.1-0.2
<0.1

Number of
spots

2
4

12
41
38
67

Cumulative
number of spots

2
6

18
59
97

164

Fraction of
Flow rate

0.13
0.15
0.21
0.30
0.13
0.08

can be compared to the model results. If graphs with the cumulative fraction of flow
rates are used and the experimental results plotted in those, an estimate of the standard
deviation of conductances can be made. The cumulative flow rate increases little when
more than 5-6 "bins" are used. The method can thus be expected to be robust, in the
sense that the most important paths have been accounted for. For the SFR data, GC is
found to be about 1.6 with this method. The cumulative flow rate curves obtained from
the simulations and the cumulative curve from the field observations are shown in
Figure 5. The choice is not totally clear, because the differences between the curve
obtained with the SFR observations and the curves for GC = 1.6 and 2.4 are small. For
this reason, an alternative procedure is discussed below.

In Table 3, the cumulative numbers of channels for three GC are given. If the ratio of
the cumulative number of channels in the model to the number of channels in the SFR
observations is calculated, the model and observed results agree best for GC = 1.6.
The agreement is based on obtaining the same ratio along the various flow rate
intervals. This is shown in Figure 6, where this ratio is plotted as a histogram. The
figure shows that the bars for GC = 1.6 are of a more even height than for the other
GC, meaning that the observed and model distributions agree best for this GO This
confirms the value of GC obtained with the cumulative flow rates. The values used in
Table 3 correspond to average values for 20 realizations.
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Once GC has been established, the number of channels can be found by "aligning" the
two columns, "Number of channels in the model" and "Observed number of channels,"
starting with the highest flow rate range, see Table 3. The ratio of the number of
channels in the model to the observed number of channels was about 0.99, which
means that the model has 1 % fewer channels than the real drifts and caverns at SFR.
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Figure 5 Cumulative fraction of flow. Solid line shows values for SFR data,
dashed lines show simulated results.

Table 3 Match of model and observed flow rates at SFR, for a grid with 20
channels in each direction.

Cumulative number of channels from model for
0.8 1.6 2.4

Observed channels
at SFR

Flow rate
category
1
1/2
1/4
1/8
1/16
1/32
0

11
53

119
194
258
351
400

2
8

27
57
90

163
400

1
6

17
34
56

103
400

2
6

18
59
97

164
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SFR data

Figure 6

3 4
-Iog2 (Flow rate)

Ratio of model to observed number of channels in SFR for different
standard deviations, cc.

The model in the present simulations had 400 channels at the outflow face. The SFR
thus has 400/0.99 = 404 inflow channels. In this figure all the channels are included.
These 404 channels are found on a surface area of 14 000 m2. This means that every
channel has 35 m2 on average, and the average length of the channel members is the
square root of this figure, Z = 5.9 m. When the simulations were done using a grid
with 40 channels in each direction, the ratio of the number of channels in the model to
the observed number of channels was 4.1. As the total number of channels in the model
is 1600, the SFR has 1 600/4.1, or 390 inflow channels. This gives a density of 1
channel per 36 m2 and a length of 6.0 m. The results not are only influenced by the
grid size.

The same method can be applied to the observations in Stripa, by assuming that every
sheet has only one channel. The best agreement is obtained for <JG = 2.4. The channel
density is found to be one channel per 2.7 m2 and the channel length 1.6 m. Besides
the quite detailed Stripa and SFR measurements, there are flow rate estimates at spots in
a drilled tunnel at Kymmen in western Sweden (Neretnieks, 1987). The Kymmen
tunnel is a face-drilled tunnel with a length of 4.5 km and a diameter of 4.6 m. 63
fractures zones were identified, which make up a total length of 672 m. Within the rock
mass, the channel density is found to be one channel per 105 m2 and the channel length
10.3 m. For the zones, the area per channel is 21 m^ and Z is 4.5 m. Table 4
summarizes the results for the three sites.

Channel widths have been measured in drifts and tunnels. Recently Palmqvist and
Lindström (1991) analysed earlier observations in the Kymmen tunnel and found that
99.7 % of the channels have a width smaller than 0.1 m. Channel widths at SFR were
also a few tens of centimetres, at most, with a few exceptions. A large number of them
was point spots, found at fracture intersections and as small holes (Neretnieks 1987).
In the 3D drift at Stripa, they also found that the water collection sheets collected more
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water in areas where there were more fracture intersections (Abelin et al., 1991a,b). A
recent experimental investigation that specifically measured channeling at Stripa (Abelin
et al., 1990) also found that channels were typically a few centimeters to a few tens of
centimeters wide. We use 20 cm as a "typical" width for channels in this paper.

Table 4 Summary of the results for SFR, Stripa and Kymmen

SFR
Stripa
Kymmen rock mass
Kymmen zones

°c

1.6
2.4
2.4
2.4

A
m2

35
2.7
105
21

Z(drift)
m

5.9
1.6

10.3
4.5

Using borehole data to estimate channel lengths

In practice, the measurement limit in packer tests determines when a packer section is
assumed to be "non-conducting." Typically, the transmissivity of the most conducting
sections in the rock mass is 4-6 orders of magnitude more transmissive than the
measurement limit. The measurements are usually available in the form of a number of
packer intervals with measured transmissivities for the borehole tests. These
measurements can be used to estimate the total number of conductive fractures
(channels) intersected by the borehole(s). This has been done on data from Stripa
(Geier et al., 1990). The information then needs to be translated into the number of
channels of a given width W and length Z per rock volume. A method for doing this is
developed below.

The rock contains a large number of channels randomly orientated, with an average
length Z and an average width W. If there are several of such channels in a volume of
rock, a borehole that is drilled in the rock may intersect some of them. In this analysis,
we assume that the aperture of the channels is very small compared to the other
dimensions of the channels and that the widths of the channels are small in relation to
the average distance between channels.

Consider a borehole with diameter D^ and how a channel must be located in order to
be in contact with the hole. Figure 7 shows a vertical borehole and a channel with
different angles to the horizontal. The average distance, Wav, is obtained by integrating
over all angles a

7C/2J
Jo

Jl/2

W sin 06 doc = W — (11}
K V '

In the same way the average distance at which a channel will intersect the hole in the
other direction, Zav, can be obtained.
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Thus the average area in which a channel must lie to contact the hole is

(13)

If the average distance between channels intersected by the borehole has been shown to
be H, then the rock volume containing one channel is H-Aav. In a system with a cubic
grid of channels, every cube with sides Z is delimited by 12 channels. Every channel is
shared by four other cubes, so there are three channels per volume of size 7?. Thus

(14)

(15)

If H, Dbh and W are known from independent measurements, then Z is obtained from
equation (12). When Z » D^h, the first term in equation (12) can be neglected and Z is
obtained from

Substituting Equations (11) and (12) into (14) gives

K 71
(16)

Average distance
from borehole
in which
channels
intersect hole

W

Borehole

Figure 7 View of borehole from above, indicating at what distance from the
borehole a channel must lie, on average, in order to be in contact with
a borehole.
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Geier et al., (1990) found that in three horizontal north-south orientated boreholes,
drilled nearly parallel to the 3-D drift in Stripa, the standard deviation of transmissivities
was 1.5 a logarithmic (base 10) scale and the conductive fracture frequency was 0.57
m~l. This fracture frequency corresponds to the total number of conductive fractures.
In two horizontal east-west orientated boreholes, starting at the 3-D drift, the same
values were found for the fracture density and the standard deviation. The mean
transmissivity, however, was 10 times higher in the latter holes.

With a width W = 0.1 m and a borehole diameter of 0.076 m, Equation (13) above
gives an average channel grid length Z of 1.2 m. This agrees reasonably well with the
results obtained from the observations of flow rate distribution in the 3D drift, where Z
was 1.6 m.

Thus measurements from drifts and tunnels as well as from boreholes can be used to
estimate the channel lengths. To use borehole information, channel widths are needed.
However, the results are not very sensitive to the channel widths if they are of the same
magnitude as the borehole diameter. This can be seen from Equation (13). If W is taken
to be equal to D^ (although it is much less in reality), Z would have been
overestimated by 51 %. This is not a very large error compared to many other entities
used for the simulation of flow in the network. However, W has a large effect on the
interacting tracers, because it directly influences the flow-wetted surface. It must, for
this reason, be determined accurately. We have found very few measurements, beyond
those mentioned, that could be used to determine the flow-wetted surface or channel
width more precisely.

In the next subsection, an attempt is made to use some tracer data to at least check if the
value W ~ 0.1 m is at all reasonable.

SAMPLE CALCULATIONS FOR SOLUTE TRANSPORT

To illustrate the potential impact of matrix diffusion on the transport, some sample
calculations are presented. The data are chosen to cover a wide interval, from species
that do not diffuse into the rock matrix to species that have a small sorption capacity.
Simulations were done on a mesh of 20x20x20 nodes. The member length was
assumed to be 5 m; this means a travel distance of 100 m. A channel width of 0.2 m
and a channel aperture of 0.1 mm are chosen. The Darcy velocity through the mesh is
assumed to be 0.0001 m3/m2a. Therefore is the water mean residence time 2.4 years.

For the species that diffuse into the rock matrix, three values were chosen for De K^ pp.
This product describes the diffusion and sorption properties of the rock. For species
that are not sorbed within the matrix the term Kj pp is equal to the porosity. In the first
simulation, small values are assumed for the porosity and the effective diffusion
coefficient for the rock matrix (0.003 and 10"13 m2/s respectively). These values are
similar to those found in crystalline rock. In the second simulation large values are used
(0.03 and 10~12 m2/s). In the last simulation, transport of a slightly sorbing species is
calculated. Here, a value of 3.0 is assumed for the term IQ pp.
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The simulations were done with a standard deviation, ac, of 1.6. Figure 8 shows the
breakthrough curves for these realizations. The transport of species that interact with
the matrix is thus determined mainly by the diffusion and sorption properties of the
rock, the flow distribution, and the flow-wetted surface area of the channels. The
impact of the channel volume is negligible since the residence time of interacting solutes
in a channel is usually much longer than the water residence time, see Equation (4).

In an earlier paper, simulations were done for sorbing species using different volume-
conductance relations (Moreno and Neretnieks, 1993). The breakthrough curves had
the same shape irrespective of the volume-conductance relations used. This suggests
that the RTD of tracers that have access to the rock matrix will be determined by the
conductance distribution and the flow-wetted surface of the rock, and not by its flow
porosity. For this reason the calculations were carried out with a constant aperture.

1.2-1

Figure 8

0.0

10 10 10
Time, years

1 0

Breakthrough curves for solutes that interact with the matrix. The
water residence time is 2.4 years. The figures attached to the curves
correspond to the values of (De IQ pp)° 5

So, to simulate the transport of species that diffuse into and out of the rock matrix, the
following data are primarily needed in the model:

conductance distribution ([4,, ac)
channel lengths (L)
channel widths (W)

The conductance distribution, together with the average hydraulic gradient, gives the
flow rate distribution in the channel network. The channel lengths and widths determine
the flow-wetted surface of the channel members. This is sufficient for the simulation of
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the migration over the distance of interest. Note that no information is needed on flow
porosity or "dispersion". The data needed can be obtained from field observations and
experiments.

DISCUSSION AND CONCLUSIONS

The model proposed is intentionally made simple so that it is easy to incorporate tracer
transport and to accommodate interacting tracers. The model must be calibrated to field
measurements. Borehole transmissivity data obtained by "narrow" packer intervals
should, in principle, suffice to obtain the effective channel lengths, provided channel
widths can be determined independently. The comparisons and calibrations with field
observations are rather straightforward and have shown that the model can exhibit the
properties of channeling observed in the field. Tracer residence time distributions and
patterns also agree.

It has been shown that the flow-wetted surface area is of prime importance for the
migration of solutes that diffuse into the rock matrix. There are not enough detailed in
situ observations that can be used to assess the flow-wetted surface area. Special
techniques and tests must be developed and applied to obtain more accurate
information.

NOTATION

A Area m^
a Wetted surface nvVm^
C Conductance m^s/kg
c Concentration mol/m^
De Effective diffusion coefficient m^/s

Hole diameter m
Sorption coefficient m^/kg

L Length m
P Pressure kg/(m-s2)
Pe Peclet number
R Retardation factor
Q Water flow rate m^/s
W Channel width m
r Radial distance m
tw Water residence time s
Z Channel length m

a Angle
0 Aperture m
e Porosity
|Lio Mean logarithm of conductance
p p Density of bulk rock kg/m^
a Standard deviation in the lognormal distribution of

conductances
O Standard deviation in the residence time distribution s
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SYNTHESIS OF GEOCHEMICAL, ISOTOPIC AND
GROUNDWATER MODELLING ANALYSIS TO
EXPLAIN REGIONAL FLOW IN A COASTAL
AQUIFER OF SOUTHERN OAHU, HAWAII

C.I. VOSS, W.W. WOOD
United States Geological Survey,
Reston, Virginia,
United States of America

Abstract

Regional geohydrologic characterization of the flow field in the coastal stratified basalt aquifer
of the Pearl Harbor area in southern Oahu, Hawaii, is provided by a synthesis of geochemical and
isotopic information, collected in vertical profiles, and numerical simulation of the variable-density ground-
water flow. The uppermost water layer, 75 m to 125 m thick, consists of water recharged from local
rainfall and irrigation over the past few decades. Below this is the core of the freshwater lens, 100 m to
150 m thick, containing waters with an apparent carbon-14 age of 1800 years. The freshwater lens floats
on a third saltwater layer that likely extends to the bottom of the aquifer. The apparent carbon-14 age
of the saltwater is between 6000 years and 9000 years, and the difference in ages between an inland well
and a coastal well suggests that before aquifer development began in the 1880s, saltwater flowed inland
at a velocity of about 2 m/yr. Assuming a constant lateral velocity in the saltwater body, the saltwater
recharge area may thus be estimated to be 11 km to 24 km from the observation wells, in an area
located between 1 km and 14 km offshore of the southern Oahu coast. Post-bomb carbon-14 and tritium
data indicate a residence time of water within the freshwater lens of no more than a few tens of years.
If total recharge estimates assumed here are correct, the 1800-year apparent age of this water can only
be explained by long residence time in recharge area compartments the central plateau of Oahu and the
dike zone in the Koolau Mountains before entering the lens, although the storage volume is not sufficient
to account for the entire delay. In addition, some of the great apparent freshwater age may be
accounted for by a component of old organic carbon introduced in the ground-water recharge area.

The simple geochemical reactions in this aquifer system allow clear interpretation of water
chemistry and isotopic data. The chemical and stable isotope composition of all samples is well-
explained by simple mixing of the three types of water. The major reaction in the saltwater is sodium-
calcium exchange, which increases calcium concentration over that of seawater, but which has negligible
effect on carbon-14 dating. There is no evidence of calcite dissolution affecting the freshwater.
Extrapolated aquifer saltwater carbon-13 content is somewhat lighter than oceanic values, probably
indicative of oxidation of organic carbon. Assuming this organic carbon was devoid of carbon-14,
measured carbon-14 values for saltwater must be adjusted upward by at most a factor of 1.24. Thus,
carbon-14 values with or without adjustment give similar absolute ages and travel times of water flow
between measurement points. Unfortunately, a number of samples collected show a high degree of
scatter suggesting the possibility of contamination by modern carbon-14 during handling or analysis,
reducing the quantity of vertical age data available from profiling.

The characterization of both the freshwater and saltwater flow field obtained from geochemical
analysis is consistent with regional hydrologie behavior of the Pearl Harbor area represented by the
cross-sectional variable-density flow and solute transport model of Voss and Souza (1993). This model
was based only on analysis of hydraulic data and vertical salinity profiles through the freshwater lens and
saltwater transition zone. Thus, the simply-structured numerical model, which included an estimate of
regional effective porosity for flow (0.04) that could not be verified on the basis of data existing at that
time, can explain all currently-available geochemical and hydraulic field information. This may be the first
analysis in which it was possible to corroborate ground-water model-calculated density-driven saltwater
velocities in a coastal aquifer with flow velocity determined from chemical and isotopic field data.

1. INTRODUCTION

Hydrologie, geologic, geochemical and other information can be synthesized to
obtain a satisfactory explanation of the occurrence and large-scale behavior of
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subsurface fluids in complex hydro-geologic environments. The most satisfactory
explanation is the simplest one that simultaneously describes all types of available data.
Solute geochemistry constrains the possible interpretations of the hydrogeology of a
system and adds direct measurement of flow velocity and identification of the source
of water often unavailable in hydrologie investigations.

Most regional ground-water flow systems are three-dimensional, exhibiting not
only areal variability, but vertical variability as well. It is a challenging task to
satisfactorily explain the vertical variations in such systems; most wells provide data
over a limited depth interval, and the cost of drilling a well makes the definition of
vertical variability even more sparse than of areal variability. Vertical variations are
important because ground-water systems are highly stratified; recharge from a higher-
elevation area generally is found at greater depth than locally-recharged water. Thus,
vertical variations contain information on recharge areas and flux of water from these
areas.

In coastal aquifer systems, vertical variations are generally better characterized
because of the threat of seawater intrusion from below. In Hawaii, coastal aquifers
have been characterized in a vertical sense primarily in terms of salinity-depth profiles
in deep observation wells. This information, together with hydraulic information
collected since aquifer development began in 1880, has been used in numerical
simulations by Souza and Voss (1987) and Voss and Souza (1993), to explain the
vertical distribution of regional groundwater flow in the Pearl Harbor area of the
southern Oahu aquifer, near Honolulu. For these studies, vertical profiles of isotopic
and other geochemical field data yielding information on fluid velocities and source
areas was unavailable, and thus it was not possible to directly test these aspects of the
model.

However, the areal distribution of stable and radioactive environmental isotopes
as well as major ion chemistry in southern Oahu aquifers was well-characterized in a
comprehensive series of studies by Hufen and others (1972), Hufen (1974), Hufen and
others (1974a), Hufen and others (1974b), and Hufen and others (1980). The results
demonstrated significant differences in source areas and ages of freshwater pumped
from various aquifers in southern Oahu. Hydrologie explanation of the findings
concerned mainly the areal differences in isotopes, as most data was collected by
pumping water from existing wells. Three generic layers of water in the aquifers were
postulated to explain some of the areally-measured variations: water recharged from
irrigation, (apparent age of tens of years), freshwater lens core (age ranging from tens
of years to hundreds of years), and intruded seawater (age as great as ten-thousand
years).

In the immediate vicinity of the Waipahu monitor well where one profile was
collected for the present work, Hufen and others (1980) found carbon-14
concentrations from 87 pmC to more than 100 pmC in samples collected from water
pumped from active supply wells. It will be seen in this paper that the vertical profile
collected for this study at the Waipahu well showed a relatively smooth carbon-14
variation from more than 100 pmC in the uppermost water, to values as low as 90 pmC
in the core of the freshwater lens, to 30 pmC in the saltwater. This illustrates the
difficulty of hydrologie interpretation of isotope data collected as single-depth samples
at or near active wells. On the other hand, it will be seen that our analysis confirms
much of Hufen's general view of vertical structure. Further, because our analysis is
based on continuous vertical geochemical and isotopic profiles, it refines the proposed
structure and allows explanation of the hydrogeologic origin of the vertical structure to
be proposed on a quantitative basis.
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In the present study, vertical profiles of geochemical and isotopic information
extending through the freshwater lens into saltwater, were collected in two observation
wells located approximately along a flow line (in the areal plane) in the Pearl Harbor
area. Analysis of these data and corroboration with the existing vertical hydraulic
model of the system (Souza and Voss, 1987; Voss and Souza, 1993) allows a
quantitative explanation of water occurrence and flow at the regional scale that satisfies
all data types to be proposed.

2. HYDROGEOLOGY

The major population center of the volcanic Hawaiian island chain located in the
north Pacific Ocean as well as the city of Honolulu is on the island of Oahu (FIGURE
1). Oahu was built by lavas extruded from two shield volcanoes and their associated
rift zones (FIGURE 2), the Waianae on the west (approximately 3 million years old) and
the younger Koolau on the east (approximately 2 million years old). See MacDonald
and others (1983) for a complete discussion of Oahu geology. The rift zones are
characterized by a concentration of sub-vertical dikes through which basalts were
extruded at the surface. The bulk of the island mass is composed of dike-free basalts
formed by sub-aerial lava flows which make up a gently-dipping stratified aquifer fabric
extending from land surface to considerable depth. These layers rest upon a base of
submarine extruded pillow basalts, which, because of subsidence of the island, are
now at a depth of over 2 km below sea level (Andrews and Bainbridge, 1972).
Although some interfingering of Waianae and Koolau basalts is thought to have
occurred, the bulk of Koolau basalts rest upon the weathered flank of the older
Waianae volcano. While the eastern side of the Koolau volcano and both sides of the
Waianae volcano are severely eroded, the Koolau basalt flows in the central saddle of
the island have not been eroded extensively. Much of the coastal portions of the
island are covered by a sedimentary wedge (referred to as 'caprock') composed of
layers of marine and terrestrial sediments and clays as well as coral reef and organic
debris. The largest caprock extends 30 km to 40 km south of Oahu (FIGURE 3).
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FigureJ, - Map showing location and relative positions of Hawaiian islands (after

Hunt and others, 1988).
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The layered basalts are highly transmissive to ground water with hydraulic
conductivity typically on the order of 500 m/d. They are also highly vesicular and
porous (up to 50%) but connected porosity through which significant water flow can
occur is less than 10%. The largest lava flows can be tens of kilometers long, up to
1 km wide and up to 10 m thick. Current examples of such flows may be found on the
volcanically-active island of Hawaii (e.g. see Lockwood and Lipman, 1987, and
Holcomb, 1987). The well-connected highly conductive zones occur in rubbly material
between overlapping lava flows, while the body of the lava flows themselves are
relatively impermeable. The stack of tabular units may be 100 to 1000 times less
conductive vertically than horizontally and the caprock is 1000 to 10000 times less
conductive than the layered basalts (Souza and Voss, 1987).

A number of geologic barriers control the regional flow of ground water on Oahu
(FIGURE 2). The rift zones contain swarms of intersecting vertical dikes cutting across
layered basalts which have low permeability and which impound water in numerous
compartments (Takasaki and Mink, 1985; Hunt and others, 1988). Sediment-filled
valleys scoured into the layered basalts also act as barriers to flow through the layered
basalts, as does the contact zone between Waianae and Koolau basalts, wherein the
weathered surface of the Waianae basalts likely have lower conductivity than
unweathered layered basalts. The caprock acts to impede ground-water discharge
near the coast, raising hydraulic heads in the layered basalt aquifers. Except beneath
the caprock, aquifers are unconfined. Two other barriers to flow are inferred from
precipitous drops in groundwater levels (discussed in the following) below the central
saddle of Oahu (Dale and Takasaki, 1976). To date, it has not been determined
whether these barriers are dikes, weathered ridges of the Waianae volcano, or some
other low-permeability structures.

O A H U
4 M ILES
J

5 K I L O M E T E R S

Figure 2 - Map showing Hydrogeologie barriers on Oahu (after Hunt and others,
1988). Map also shows location of measurement points (A: Waipio monitor well,
B: Waipahu monitor well, C,D,E,F: Soil-gas samples, G: Waihee high-level water
and soil-gas samples.)
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Ground-water recharge is concentrated in the high rainfall areas along the
eroded volcanic ridges (FIGURE 4). In areas where rainfall is more than 1.3 m/yr,
roughly half of the rainfall may recharge the aquifers (Dale and Takasaki, 1976). The
high-recharge areas are thus coincident with the rift zones and central saddle area of
Oahu. The resulting ground-water levels display sharp elevation changes at geologic
barriers (FIGURE 5). In the Waianae rift zone the highest measured water level is 490
m, in the Koolau rift zone the highest level is 300 m, the central saddle area has a
water level of 85 m, while between the coast and inland geologic barriers, water levels
rarely exceed 10m. Within compartments formed by barriers, water levels are nearly
flat and each compartment is referred to as an 'isopiestic area'. Thus, various water
bodies and barriers have been delineated on Oahu largely on the basis of water level
(FIGURE 6).

The geohydrologic relations of compartmentalized and basal water bodies are
shown in cross-section in FIGURE 7. The coastal water bodies with low-elevation
water tables are called 'basal-water bodies'. A basal-water body is a freshwater lens
that freely floats on intruded seawater (FIGURE 8), with an intervening zone of
transition containing a mixture of freshwater and saltwater. The Honolulu water bodies
are separated from each other and from the Pearl Harbor body, the largest continuous
water body on Oahu, by valley-fill barriers resulting in partial compartmentalization
(FIGURE 2, FIGURE 5, FIGURE 6). The compartmentalized waters are the Koolau and
Waianae dike-impounded water bodies in the rift zones, and the Schofield high-level
water body in the central saddle. Because of the high water elevation in the rift zones
and Schofield water body, saltwater would be expected only at depths of several
kilometers (Dale and Takasaki, 1976); and thus, these compartments must contain
freshwater to the aquifer bottom. This study focusses on relations in the Pearl Harbor
basal-water body.
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GEOHYDROLOGIC MAP OF THE ISLAND OF OAHU
Figure 6 - Major water bodies on Oahu defined from water levels (after Dale and
Takasaki, 1976).
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Figure 8 - Typical cross-section of basal and dike-impounded water bodies showing
occurrence and movement of ground water (modified from Souza and Voss, 1987).
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Natural recharge to the Pearl Harbor area aquifer occurs mainly in the upper-
elevation areas as a result of direct infiltration, discharge from the Schofield high-level
water body, and discharge from the Koolau dike-impounded water body (FIGURE 5).
Total recharge to the Pearl Harbor area is about 9 x 105 m3/d (240 Mgal/d) (Mink,
1980). Natural discharge occurs along a line of springs at the inland boundary of the
caprock near Pearl Harbor, and likely as diffuse leakage through the caprock to Pearl
Harbor. Saltwater discharge likely occurs diffusely through the caprock (FIGURE 8).
Pumping from the aquifer began in the early 1880's for the purposes of sugar cane
irrigation. Rates of withdrawal increased continuously from the early 1900's to 1980
with resultant reductions in head and upward and landward movement of the transition
zone between freshwater and saltwater. Most wells for public and irrigation supply are
located in a band near the coast (FIGURE 9). Some wells were abandoned as a result
of increasing salinity. Pre-development heads in the Pearl Harbor aquifer measured
about 10 m near the spring discharge area, and are estimated to have been over 12
m near the upstream boundary. The pre-development freshwater lens in the Pearl

21'45

OAHU

STUDY AREA'

H A W A I I
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Figure 9 - Map showing Pearl Harbor area aquifer with Hydrogeologie boundaries,
hydraulic heads from 1958 (after Mink, 1980), location of monitor wells (A:
Waipio, B: Waipahu), and location of coastal band of pumping (modified from Souza
and Voss, 1987).
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Harbor area was thus 400 m to 500 m thick (Mink, 1980) assuming conditions of static
equilibrium with seawater. In 1990, freshwater heads in the aquifer ranged from about
5 m to 7 m above sea level, and measured salinity profiles showed the freshwater lens
to be only 200 m to 300 m thick (Voss and Souza, 1993).

3. SAMPLE COLLECTION

Vertical profiles of solute and isotopic chemistry in the aquifer located within
Koolau basalts were obtained for two observation wells 4.5 km apart located
approximately along a regional flow line (Well A and Well B, FIGURE 2, FIGURE 9).
The well bottom at Waipio (21 « 26' 16" N, 157 59' 41" W) is 370 m below sea level.
The well bottom at Waipahu (21 23' 40" N, 158 01' 20" W) is 296 m below sea level.

Samples were collected from open uncased holes. The well water is
representative of the aquifer water at each sample depth because there is little
commingling of water from over or underlying zones at any sample point in the well.
This condition is clearly satisfied in the large scale view as shown by temperature in
FIGURE 10 (Voss, unpublished data extracted from continuous log) and chloride in
FIGURE 11 (this study) which change in a regular manner. Vertical flow measurements
in the wells (Voss, unpublished data) show that water enters and leaves the boreholes
through conductive zones approximately every 20 m. This may be seen in FIGURE 10,
where temperature changes abruptly at a number of points, located where outflow
occurs from the well bore. Points of inflow are located along smooth sections of the
profile, between the sharp shifts. Thus, there is a local disturbance by vertical borehole
flow on the order of about ±20 m. On the scale of the entire profile, however, the
resulting data adequately describes the vertical distribution of fluid composition.

Samples were collected sequentially from the top down in the uncased wells by
a 4.5-liter down-hole motorized sampler attached to the cable of a borehole logging
system. The sampler had a valve at the top that could be opened and closed from the
surface. Samples were collected every 50 m in 1990 and every 25 m in 1992. The
chamber of the sampler was filled with nitrogen gas prior to each descent in the hole.
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Figure 10 - Depth p ro f i l e of f l u i d temperature, W a i p i o monitor w e l l , 1988.
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Waipahu monitor wells, based on two rounds of sample collection, 1990 and 1992,
also showing seawater chloride concentration.

Motion in the hole was less than 7 m/min, and less than 2 m/min in the vicinity of the
sampling depth. After lowering the closed nitrogen-filled sampler to the desired depth,
it was opened for ten minutes and occasionally shaken or closed and re-opened to
release trapped bubbles from the sampler chamber. The water-filled chamber was
then closed and brought to the surface. The top sampler valve was then opened and
the water was drained downwards by a pump through a manual valve and fitting at the
sampler bottom to a nitrogen-filled 3.9 liter glass container fitted with a two hole rubber
stopper for carbon isotope analysis. The inlet side of the rubber stopper was
connected to a 20 cm length of 1 cm diameter polyvinyl chloride tubing that connected
to the motorized sampler (pump) and was closed by a pinch clamp. The discharge
end of the inlet tube was placed at the bottom of the sample bottle to allow gentle filling
and thus minimizing potential degassing. The outlet hole of the rubber stopper was
fitted with a20cmx'\ cm glass tube filled with granular CO2-sorbing material (Askerite)
and connected to 2 cm of polyvinyl chloride tubing and a pinch clamp at the end. This
arrangement was designed to prevent any atmospheric CO2 from entering the sample
bottle during the filling process. The inlet was connected to the sampler, the inlet and
outlet pinch clamps were removed and the sample bottles were completely filled. The
stopper assembly was removed and the bottle quickly capped with a conical-shaped
"poly-seal" cap. Additionally, the following samples were collected: a one-liter sample
in a plastic bottle for tritium, two 250 ml (milliliter) filtered samples (.45 micron) in plastic
bottles for standard inorganic chemical analysis (one sample was acidified), and a 60
ml sample in a glass bottle for deuterium and oxygen-18. The caps were taped, then
bottles were wrapped with bubble wrap, stored in ice chests and shipped overnight
express to our home office in Reston, Virginia. Specific conductance, temperature, pH
and alkalinity determinations were made at the time of collection on the remaining 100
ml of sample. In 1992, samples for organic carbon analyses were removed from the
glass bottles.
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Carbonate for carbon-14 analyses was precipitated under a nitrogen atmosphere
as SrCO3. The precipitating solution of Sr(OH)2 was prepared by dissolving 2.2
kilograms of SrCI2 in 5 liters of NH4OH. After overnight settling, any precipitate was
removed by filtration in a nitrogen glove box using 0.45 micrometer filter. One hundred
ml of the clear stock solution was added to 3 liters of the sample. After overnight
settling, the solution was filtered through a 0.45 micrometer filter designed for high pH
solutions, washed with one liter of carbonate-free deionized water, dried, placed into
plastic Petri dishes and shipped overnight express to the laboratory for 13C and
carbon-14 determination. Methods of inorganic analyses are those given in Skougstad
and others (1989).

4. GEOCHEMISTRY

Based upon the solute and isotopic analyses of the collected samples (TABLE
1), the vertical profiles of the aquifer can be divided into three zones: an uppermost
zone of irrigation-return water, a middle zone of pristine freshwater, and a lower mixing
zone grading from freshwater to seawater. The relative position and thickness of each
zone can be inferred at Waipio (FIGURE 10) in which the ground water temperature
profile illustrates the presence of warmer irrigation return water (0 to 100 m below sea
level) on top of the freshwater (100 to 200 m). The top of the saltwater mixing zone
occurs at approximately 200 m and extends to the bottom of the well. This analysis
is consistent with the chloride concentration in Waipio (FIGURE 11).

The higher concentrations of chloride, nitrate, dissolved solids, alkalinity,
isotopically-heavier deuterium and oxygen-18, and some tritium activity in the water
above 100 m at Waipio (TABLE 1) are consistent with the presence of return irrigation
water. Local ground water is pumped for irrigation and reapplied to the ground
surface. When freshwater is withdrawn for irrigation, evaporation increases the
concentration of solutes and dissolves fertilizers and any soil conditioners applied to
the fields and the water is warmed. Thus, irrigation-return water has a distinct isotopic
signature from interaction with the atmosphere and biosphere making the 2H, 18O and
513C isotopically heavier and increasing tritium and carbon-14 activity. At Waipahu, the
irrigation return water has completely masked the pristine water zone and return
irrigation water merges directly with the saltwater mixing zone.

The solutes in the transition zone between freshwater and seawater result largely
from a simple conservative mixing of seawater and water from the freshwater lens. This
is clearly indicated in FIGURE 12 which illustrates the strong correlation between
chloride and 618O (VSMOW). The scatter in the upper portion of this diagram is the
result of return-irrigation water which has experienced some evaporation.

In addition to simple mixing, ion exchange occurs in the saltwater moving
beneath the island (Mink, 1961; Visher and Mink, 1964), altering solute ratios
somewhat from that expected according to simple mixing. FIGURE 13, based on data
from Waipahu, illustrates that sodium, and to a lesser degree, potassium, in seawater
has exchanged with calcium and magnesium from the caprock resulting in an increase
in calcium and magnesium and a decrease of sodium and potassium in solution. The
data in FIGURE 13 are plotted relative to the zero line generated by conservative
mixing of the freshwater and seawater end members.

To carry out age-interpretation of carbon-14 data, it is necessary that potential
sources of dissolved carbon be considered. In the freshwater, possible dissolved
carbon sources to the Pearl Harbor area aquifer are: plant respiration (soil gas),
dissolved organic carbon from decaying vegetation, and calcite dissolution. Solutes
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TABLE 1

Sample ID

PIO-410
PIO-49S
PIO-577
PIO-577
PIO-659
PIO-741
PIO-741
PIO-823
PIO-005
PIO-005
PIO-987

PIO-106»
PIO-1069
PIO-1151
PIO-1233
PIO-1233
PIO-1315
PIO-1397
PIO-1397
PIO-1479
PIO-1361
PIO-1627
PIO-1827

AHU-28
AHU-110
AHU-192
AHU-182
AHU-274
AHU-356
AHU-358
AHU-438
AHU-520
AHU-520
AHU-602
AHU-648
AHU-648
AHU-766
AHU-848
AHU-848
AHU-930

AHU-1000
AHU-1000

Sample ID
PIO-1 C
RO-2 D
PIO-S E
PtO-4F |
HEE-5O '

Depth
mBSL

0
25

1 50

; 50
, 75

100
' 100

i 125
i 150

150
| 175

200
200
225
250

I 250
I 275
| 300

300
325

I 350
370

! 370
i

0 '
25 .
50
50 i
75 t

100 '

100
125
150
150 '
175
200 '
200 '
225 :
250 ,
250
275 .
296
296

; Date
m/d/y

' 5/27/92
5/27/92
4/17/90
5/27/92
5/27/92
4/17/90
5/28/92
5/28/92
4/17/90
5/28/92
5/28/92
4/17/90
5/28/92
5/28/92
4/17/90
5/28/92
5/28/92
4/17/90
5/29/92
5/29/92
5/29/92
4/17/90
5/29/92

5/30/92
5/30/92
4/19/90
5/30/92
5/30/92
4/19/90
5/30/92
5/30/92
4/19/90
5/30/92
5/31/92
4/19/90
5/31/92
5/31/92
4/19/90
5/31/92
5/31/92
4/19/90
5/31/92

SOIL GAS
13C I
-20.4

-20.4 >
-21.4 ,
-13.9 i
-26.7 [

Date
6/1/92

Ca

9.9
i 9 6
• 7.8

7.2
7.0
7.0
5.2

5.3
6.0
5.1
7.9
7.0
8.4
42

! 97
95

465
; 560

600
810

ï~675
720
670

1 9
24
26
24
25
26
24
27
64

74

315
560
580
640
670
665 I

765 i
980

Mg i Na
'

' 8.9 i 29
i 8.9 29

: 6.7 is
I 6.8 19

i 6.6 19
• 6.2 i 16

4.9 1 7
I 4.8 17
i 5.1 i 16

4.7 17
i 7.3 | 35
1 6.1 26
! 7.2 36
I 49 335
' 1 1 2 : 6 4 0

, 115 ! 670
580 2530
900 ' 5530

K

1.9

i 1.9
1.3

1.5
i 1.6

i 1.2

1.5

1.5

: 1.2

! 2.4
1.9
2.4

| 15
18

, 23

, Sr LI

'0.07! 0.01
10.07' 0.01
0.02

,0.04
'0.04

0

0.03

0.01

0.01

0.01
I0.04I 0.01

l 0
JO. 03 0.01
0.70I 0.02

0
I0.70I 0.02
10.50
iO.70

1.1
110J 5.0
140

, 885 57001195
•'1065 74101220
111601 8100
11200! 8100

240
21 1

11190! 8710!260
!

17 75
21 67
21 65
21 68
22 68
21 64
21 ' 68
23 ' 73
54 | 180
67 ' 195

345 815
650 ! 2100
720 ; 2410
875 4280

'

6.0
9.0
9.0
10
7.2
10

0.14

0.31
1.7

2.2
2.5
2.4

2.5

Alk *» CI
C«CO3

! 58

: 59
59

: 45
45
50

32
! 33
i 43

33
32
37
33
34

! 42
40

53
' 81
; 74

80
! 87

97
94

3.9|0.15| 0.090
3.3
3.1

0.16
0.1

3.510.16
3.3
3.1
3.3
3.5
8.8
8.9
30
60
79
112

910 53001135
960 , 5700

116016850,

1300i 7700

1000l1340| 7770

150
185
150
200|

0.16
0.1

0.16
0.20
0.4

0.50I
3.5
4.9
6.0 '
8 .0 ,
6.0 :
9.0

1 1 ;

0.090
i 52

49
! 52

0.094
0.097

0.097
0.109

0.241
1.1

2.3
2.4

2.8

3.0

8.0 !

1 4 ! 3.9
PACIFIC

Lat! Long.
21°30'00" NM57°58

6/1/92 21°30'00" N 157°58
6/1/92 !

12"
12"

21°30'40" N 157°57'30"
6/1/92 J21°30'45" Nil57°58'08"

Depth

48
47
47
48
45
28
29
34
47
50
61
68
67
79
85
85

34
32

20
! 20

1——20
: 1 9

21
; 21

1 9
20
58
43
60

650
; 1310

1420
5930

11100
11840
14380
15800
16000
16850

158
160
157
165
160
153
160
185
476
560

2550
5490
5920
9840
10900
11870
14450
15310
16340

OCEAN 21*24'20'
13C

w ' i
W
W
W

6/2/92 Î21°26'42" NH157°52'08" W !

29Qm
500m

1000m
1900ml

14C
pmC

-7.1 1103.0 t O.e
-10.1 92.8 ± 0.5
-5 5 83.5 * 0.6
-7.6 88.3 ± 0.5 !

SO4

; 8 1
7.6
4.7
5. 0

i 5.0
! 4.1

3.3
1 3.3

2.9
3.2

1 8.0
' 5.4
1 8.0
' 88
' 176

200
790

1290
1630
2000
2010
1820
2150

i
i 22

22
21

| 22
' 21
! 20

21
24
58
75

350
650
980

13651
1500
1600!
1960
2200J
220ÔJ
N 138«

2H 1

Br

1 0 18
0.16

: 0 10
i 0.12
! 0.10
! 0.09
1 0.08

0.09
0.07

i 0.10
I 0.27

0.15
0.27
3.3
4.7

! NOS
i

6.2
1 3.5

4.3
! 2.4
i 3.2

3.0
<0.01

H4SIO4 pH

' 105 '7.36
105 7.37

1~ 90 7.92
95 ,7.56

95 7.51

88 !?.S3

70 J7.85

<0.01 70 7.97
0.27

<0.01
74 17.85

70 .7.91
<0.01| 65 17.89
<0.01
<0.01

66 ;8. 15
i 60 !7.80

<0.01i 55 7.99
<0.01 , 61 (7.88

6.9 l<0.01| 60 '7.86
28 <0.01 60 '7.59
38 !<0.01| 70 I7.45
54 <0.01l 65 17.61
62 (<0.01
64 i<0.01
54
70

0.82
0.80
0.80
0.69

| ————————————— ,

0.70
0.80
0.68 .
0.83'

•
2.4 •
1 1

32 ;

43 i

65 17.52
65 '7.33

<0.01| 45 ,7.50
<0.01

<0.1
0.22
1.3

65 7.39

14 8.22
85 7.62
78 7.54

3.5 ! 85 7.48
1.28
5.1

2.47
2.14

<0 .01
<0 .01
<0 .01
<0 01i

<o.or
<o.ov
<0.01

56 KO 01

62 :

71 ;

«0.01.
cO 0V
eO.01,

85 7.50
77 '7 56
85 I7.53
85 '7.51
67 7.54
70 '7.56
75 7 36

67 7 35

70 7 36
70 '7.31
34 -7.32

70 7.31

75 7.26
70 7.35
75 7.22

18'40"W
18O I ,

1
3.9
1.1 I
1 4 i

0.09J , !
-0.12
-0.15

0.9 '-0.04
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TABLE 1 (continued)
Sample ID : Depth

mBSL
PIQ-410 0
PIO-4M 25
PIO-577 50
PIO-577 50
PIO-659 75
PIO-741 ' 1 00
PIO-741 100
PIO-823 125
PIO-905 1 50
Pl 0-905 ! 150
PIO-987

PIO-1069
PIO-106»
PIO-1151
pra-t23s
PIO-1233
PtO-1315

175
200
200
225
250
250
275

PIO-1397 i 300
PIO-1387
PIO-147Ö
PIO-1561
PIO-1627
PIO-1627

AHU-28
AHU-110
AHU-182
AHU-192
AHU-274
AHU-35«
AHU-356
AHU-438
AHU-520
AHU-520
AHU-602
AHU-S48
AHU-648
AHU-766
AHU-848
AHU-848
AHU-930

AHU-1000
AHU-1000 j

300
325
350
370
370

DbMolved
•olW»

186
181

144

137
137
130
107
108
113
106
171

DO ' TOC - Temp.

7 5 1 2

2.0
l

5.0 2.2
3.2 1.8

3.0 14
2.8 i 3.8

j

2.8 ! 2.5
3.4 j 9.2

144
173

1231
2414
2585

10501
19648
20992 '
25839
28146
28193
30001 ,

2.6 ; 5.7
3.1 5.4

2.4
2.2

,
1.0 i
1.0 l
1.2

0.6

0
25
50
50
75
100
100
125
150
150
175
200
200
225
250
250
275
296
296

334
370 i
365
379
372
360
372
408
891 :

1035
4478 !

9577
10794
17237 !
19479
21088
25531 '
27734 ,
29027 l

1.0 1.2
2.2 : 0.54

l
l

2.3 i 0.85

•c
, 21.3
1 21.0

20.7
20.7
20.7

l 19.9
' 19.9

20.0
: 20.0

20.0
20.1
20.1
20.1

• 20.9
; 21.2
• 21.2
' 21.8

22.3
i 22.3

; 22.7
23.1

i 23.2
23.2

Density
«t 20*0
0 9981
0 9981

!
! 0.9982

0.9981
0.9979
0.9981
0.9981

' 0.9980
0.9981
0.9981
0.9988
0.9982
0.9986

0.9996
1.0057
1.0129
1.0132
1.0165
1.0188
1.0189
1.0201

24.8
22.5

23.1
2.2 : 0.54 22.5

2.3 ' 0.47 i 23.0
2.5 0.46 23 5

2.3 0.44 i 23.0
2.1 '

1.7 ;
1.4

1-0 ',
1.0 '

1.0

1 23.2

23.0

23.5

. 24.5

. 24.0

' 24.0

0.9981
0.9981
0.9985
0.9980
0.9981
0.9985
0.9981
0.9983
0.9980
0.9986
1.0015
1.0052
1.0061
1.0105

1 0139
1.0170
1.0196
1.0195

dot 2H

' -10.5
' -14.0

-13.5
i -10.5

-9.0
-15.0

| -8.5

-10.5
-10.0
-9.5
-9.0

-10.0
-9.5
-7.0
-9.0
-6.5
-5.0
-3.5
0.5
0.0
3.0
1.5
1.5

del 18O dal 13C

-2 90 '
-3.15
-3.15 -18.9

, -3.05
' -3.00 '

-3.20 -19.3

-3.00 ' -16.4

-2.75 -2t . 8
, -3.30 -21 2

-2.80 -21.1
-2.95 -22.0
-3.10 ' -20.8
-2.90 -22.0
-2.60 • -19.7
-2.95 , -19.3
-2.60 -20.9
-2.00 ! -17.2
-1.10 ; -9.5

-0.65 -12.5
-0.60 ; -11.4

-0.10 .' -9.6
-0.35 • -7.3
-0.05 ; -11.9

, Tritium 14C
TU proC

•0.39 ± 0 1V
.0.36 ± 0.1 11

'0.03 ± 0 17' 112.7* 2.7
0.08 ± 0.14l
0.37 ± 0.131
0.21 * 0 17l 96.4 ± 2.3
0.04 ± 0.13! 73.4 ±.58

0.13 ± 0.131 80 ± .61

0.27 ± 0.17i 96.4 ± 2.3

l 82.7 * .63
i 79 * .59

0.12 * 0.111 84.9 ± 2.3
79.2 i 1.29

' 75.6 ± .59
0.11 ± 0.13i 76.6 ± 1.8

. 70 ± .84
• 53.4 ± .56

0.11 * .13 58.3 ± 1.5
68.1 * .50
40.7 * .59

i 41.2 * .38
0.14 ± 0.16l 26.0 * 1.0

64.4 ± .60

•6.0
-10.5
-11.0
-10.5
-11.0
-13.0
-10.0
-10 5
-9.5
-9.5
-7.5
-7.0
-2.5
-1.5
-3.5
-0.5
2.5
-2.0
2.5

-2.35
-2.90 .
-3.25 j -16.7
-2.65 >
-3.00 '
-3.30 : -16.7
-2.90 !
-2.80
-3.15 : -22.2
-2.85 -19.4
-2.45 -22.0

0.72 ± 0.11
0.32 ± 0.101
0.19 ± 0.17rl09.4 ± 3.8

0.22 ± 0.10:
0.22 ± 0.16 99.2 ± 4.1
0.42 ± 0.1l!
0.30 ± 0.12'
0.05 ± 0.17: 94.4 ± 2.1

88.3 ± 1.35
75.1 ± .68

-2.30 -17.2 !0.04 ± 0.13 60.5 ± 15
-1.75 -17.3
-1.15 -14.0
-1.30 -11.1 '
-0.80 -12.3
-0 30 -14 1
-0.45 • -12.3 •
0.05 -12.8 '

58 ± .48
»•62.05 * .85

0.08 * 0.15 38.9 * 1.2
i 40.0 * .38

i 75.0 ± .63

003 ± 0.16' 34.9 4 1.0

59.6 ± .49
! |

1

l

———

' l l

; ' : :
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Figure 12 - Mixing diagram showing oxygen-18 and chloride for Waipahu monitor
well; based on two rounds of sample collection, 1990 and 1992.

300
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Differences between observed and calculated, In meq/L

Figure 13 - Cation imbalance depth profile for samples collected at Waipahu

monitor well in 1992.

in the freshwater zone are generated by carbonic acid weathering of the silicate
minerals in the volcanic rock. The result is a dilute sodium-calcium-magnesium-
bicarbonate type water and high silica with dissolved solids of approximately 110 mg/L
(milligrams per liter) (PIO-741 to PIO-987, TABLE 1). The low concentration of calcium
(~5 mg/L, TABLE 1) in the freshwater zone is consistent with weathering of piagioclase
and pyroxene and not calcite, as described below. The <S13C (PDB) of the freshwater
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(-20 %o) is in approximate equilibrium with the soil gas observed (-26 %o) in the probable
recharge zone, discussed below, suggesting the absence of calcite dissolution.
However, there is indication of dissolved organic carbon (TABLE 1) which may add old
carbon to the freshwater. Unfortunately, the 613C value does not allow discrimination
of this source from plant-respiration-derived carbon.

Delineation of recharge area is an important consideration in the hydrology of
aquifer systems. Because of the flat and high water levels it has been proposed that
the Schofield dike free area is a large reservoir from which water enters the Pearl
Harbor aquifer (Dale and Takasaki, 1976). However, it is not clear if most water is
recharged within the Schofield area or to dike compartments in the adjacent Koolau
Range which has a higher topographic position and higher rainfall. We attempted to
gain some insight into the location of recharge area by sampling the soil gas for <S13C.
The 613C of shallow (-0.5 m) soil gas in the Schofield area averages -19 %o on four
samples (SOIL GAS: C,D,E,F, TABLE 1, see FIGURE 4 for locations). Rainfall in this
area is approximately 2.5 m/y. A soil gas sample collected near the crest of the
Koolau Range has a $13C of -26.7 (SOIL GAS HEE-5 G, TABLE 1, see FIGURE 4 for
location). This sample is from an area that has approximately 4 m/y of rainfall. The
pristine-water zone at Waipio has <S13C values that average -20.6 (PIO-741 to PIO-1151,
TABLE 1). Because of the approximately 6 %o isotopic fractionation in 613C between
bicarbonate in ground water and soil gas, it is suggested that the water was recharged
in an area in which soil gas 513C is approximately -26 %o. This is consistent with water
recharged in the Koolau Range rather than in the Schofield area. Clearly, there is need
of further soil-gas reconnaissance in both areas to confirm this.

Additional support for the absence of calcite dissolution in the freshwater may
be obtained through evaluation of solutes, it is indeed possible to explain all of the
calcium (~5 mg/L) by the weathering of feldspars and pyroxens rather than by
dissolution of calcite. If we assume that chloride and an equivalent amount of sodium
enter the aquifer from rainfall, then approximately 0.18 meq/L (milliequivalents per liter)
of sodium comes from weathering of plagioclase. If we conservatively assume a
plagioclase composition of 0.5 Ca and 0.5 Na typical of tholeitic basalts (0.65 Ca and
0.35 Na may be more typical), then approximately 0.18 meq/L of Ca will be derived
from weathering of plagioclase. As the total Ca is 0.25 meq/L, then it follows that 0.07
meq/L of Ca must come from another source. It is likely that most of the additional
0.07 meq/L Ca is derived from weathering of pyroxene known to be present in the
rock. Thus, adjustment to the samples for the presence of dead carbon from calcite
dissolution is unnecessary.

A further argument for the lack of calcite dissolution based on consideration of
carbon mass balance in the system can also be made. Both the pristine and the
return irrigation water indicate significant thermodynamic undersaturation with respect
to calcite (determined with PHREEQE, Parkhurst and others, 1980) and calcite would
dissolve if present (see FIGURE 15). Analyses of a fresh sample of basalt from the
island of Hawaii indicate approximately 75 ppm (parts per million) of carbon present
(USGS Rock Standard BHVO-1, from the June 1919 lava flow in Kilauea crater, Island
of Hawaii, Flanagan and others, 1976) thus suggesting low initial concentration of
calcite. If we assume that the ground-water hydrology of the Pearl Harbor aquifer has
been active for approximately a million years at the present rate and composition, it
can be readily shown that the small amount of calcite present originally (based on 75
ppm carbon) would have long since been dissolved. Thus, we conclude from the
above discussion, that weathering of calcite is not a likely source of calcium or carbon
in this system and no adjustment from this source is necessary for carbon-14 dating
of the core of the freshwater lens.
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Figure 14 - Bicarbonate imbalance depth profile for samples collected at Waipahu

monitor well in 1992.
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Figure 15 - Saturation index depth profiles for calcite dolomite and gypsum, for
samples collected at Waipio monitor well in 1990. Saturation indices calculated
using PHREEQE (Parkhurst and others, 1980).

In the saltwater, probable dissolved carbon sources to the Pearl Harbor area
aquifer are: bicarbonate from calcite equilibrium in seawater, and organic carbon in
sea-bottom sediments and within the caprock though which recharging seawater flows.
In the saltwater, a small amount of calcite precipitation results from the ion exchange
mentioned above. The addition of calcium to the solution from exchange caused
precipitation of calcite, thereby removing calcium and an equivalent amount of
bicarbonate from solution, as seen in FIGURE 14. The actual amount of calcite
precipitated is small, as only a few milliequivalents per liter of bicarbonate are lost from
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solution. The expectation of calcite precipitation is supported by thermodynamic
calculation using the code PHRQPITZ (Plummer and others, 1988). FIGURE 15 shows
that the log of the saturation indices for calcite is near zero, indicating equilibrium. The
613C of saltwater reaching both the Waipio and Waipahu wells is isotopically lighter (-6
%o) than seawater. It is hypothesized that this results from dissolution of organic
material in the caprock (with a <S13C value of about -25 %o) through which the seawater
is believed to infiltrate.

5. CARBON-14 CHEMISTRY AND DATING

Ideally we would like to obtain different residence times in this hydrologie
system: 1) time required from saltwater to move from the ocean to each of the wells,
2) time required for freshwater to move from the recharge area to each of the wells.
These times would also provide: 3) time for freshwater and saltwater flow between the
two wells which are approximately on the same flow path. Based on an initial
hydrologie model of the system, our belief was that carbon-14 dating of the dissolved
bicarbonate would be a suitable method by which to attempt dating for items 1 and 2
above. It was felt that difference in freshwater residence time between wells might be
so low as to preclude obtaining a freshwater time for item 3 from carbon-14.
Additionally, the lack of a clearly-defined pristine-water zone at the Waipahu well
precludes any chemical or isotopic dating technique for freshwater travel time between
the wells.

The SrC03 precipitate, described earlier, was analyzed for carbon isotopes. The
samples collected in 1990 were analyzed using a specially designed miniature cell and
long counting times (Mebus Geyh, NLB, Hannover, Germany, personal communication)
and those collected in 1992 were analyzed using accelerator mass spectroscopy
(AMS) methods at the University of Arizona. Accuracy of analyses are about ±2 pmC
for samples dominated by freshwater and about ± 1 pmC for samples dominated by
seawater for both methods. 613C values were obtained from the same samples.

Unfortunately the 1992 AMS carbon isotope data (both S13C and pmC) show a
large degree of scatter relative to the traditional counting method and depth. Our AMS
control sample, an Ordovician age marble, was dissolved in acid under nitrogen
atmosphere and precipitated at the same time with the same reagents as the other
samples, gave the expected values of greater then 45,000-year age and <S13C of
+ 1.6 %o. We would expect as smooth a change in carbon isotope values with depth
as exists with chloride and other species concentrations. Moreover, all other species
measured gave nearly identical results at the same depth and chloride concentration
in 1990 as in 1992. (Note that we found a slight but consistent upwards shift of the
transition zone of roughly five to ten meters between 1990 and 1992 in both wells
based on most species, which may be indicative of a shrinkage of the freshwater lens.)
At this time, we are unable to explain the carbon-isotope AMS data scatter as the
samples were collected and treated in exactly the same way for both methods.

In the freshwater, we find no evidence of calcite dissolution based on 513C
values and thus carbon-14 values do not require adjustments for apparent age
determination. We must keep in mind, how ver, that there may be a component of old
organic carbon causing an increase in apparent age in the freshwater that we cannot
quantify using 613C values.

Saltwater carbon-14 content is not altered significantly by the calcite precipitation
resulting from ion exchange because of the small amount of calcite precipitated and
the relatively small fractionation factor (2 %o). Thus, no carbon-14 correction for
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apparent age determination is necessary for calcite precipitation and there can be no
dissolution of the caprock to add dead carbon to the system. However, assuming that
the organic carbon added during seawater recharge is dead and seawater has a <S13C
of 0 %o, the pmC values for carbon-14 in the saltwater must be increased by a factor
of 1.24 based on extrapolation of observed <S13C. It is assumed that the small amount
of calcite precipitation occurs after the addition of organic carbon and does not
significantly affect the isotopic ratios.

6. AGE RELATIONS

The objective here is to date the three water types and to determine travel times
of these waters between the points where the two profiles were collected. As is
common in hydrologie systems, each sample is a mixture of water types (or 'end
members'), in this case, up to three types. To date each water type occurring in a
mixture, it would be necessary to theoretically unmix the sample, a calculation that
would require knowledge of a number of unknown quantities. To avoid this dilemma,
an assumption can be made that every sample collected is a simple mixture of distinct
water types, or end members, and that samples collected along each observation well
differ only by the relative amounts of each water type in the mixture. In the Pearl
Harbor area, a different set of end members may be defined for each of the two
profiles. This may be motivated as follows.

Of the three water types, only irrigation-return water contains finite (but small)
amounts of tritium. Simultaneously, this water has high carbon-14 levels (up to 110
pmC). Thus, the water contains post-bomb carbon and tritium, and must be less than
50 years old. The low tritium content in this young water may be due to the use of
already-old ground water as irrigation water (Hufen and others, 1972) which is
imprinted by modern carbon during percolation through the soil zone.

The second water type, the core of the freshwater lens, contains no tritium. This
implies that the water must be greater than 50 years old. However a hydrologie
calculation based on accepted values of recharge and pumping records implies that
water must travel through the entire lens in only a few tens of years. Rough calculation
with recharge of 106 m3/d, aquifer width of 26 km, lens thickness of 300 m, and
porosity of 10%, gives a freshwater velocity of 1.3 m/d, where: velocity = recharge
/ (porosity x width x thickness). The resulting travel time through a 10 km long aquifer
is only about 20 years and some tritium activity would be expected in this water. This
hydrologically-determined residence time in the freshwater lens conforms with the brief
residence time of the irrigation-return water determined geochemically. A similar
velocity of irrigation-return water and lens water would indeed be expected because
the hydraulic gradient affecting both is the same. This apparent contradiction between
isotope dating (age of more than 50 years) and hydrology (residence time less than
20 years) is resolved when the significant storage of ground water in high-level dike
compartments is recognized. Ground-water flow through a large compartment could
take hundreds or thousands of years, resulting in a large component of old water
recharging the freshwater lens. Moreover, acceptance of a brief residence time of
freshwater implies that the carbon-14 content of freshwater is practically constant
throughout the lens.

Inspection of carbon-14 values for deep samples predominantly composed of
seawater (20 to 30 pmC), indicates residence times up to about two half-lives, or 104

years. Thus, the saltwater ages as it moves inland, and for the purposes of a simple
mixing model is assumed to move inland in a uniform manner, with depth-independent
age.
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For the simple mixing model applied to carbon-14 content, there is only one end
member for irrigation water and for freshwater for both profiles. For saltwater, a
different end member must be allowed for each profile, as a significant travel time
between the points would result in a different carbon-14 value at each location. Based
on the mixing fraction defined by chloride content of each sample, the carbon-14
content as pmC of a binary mixture is defined as follows:

where:
A CI 4 =

Cl-Clf,
û)= cis-ciF

AC=CS-CF

and pmC, pmCF and pmCs are the mixture, freshwater and saltwater end-member
percent modern carbon, respectively, CF and Cs are the freshwater and saltwater end-
member inorganic carbon concentrations. <•> is the saltwater end-member fraction in
the mixture, CIF and Cls are the freshwater and saltwater end-member chloride
concentrations, 20 mg/l and 19,350 mg/l, respectively, and CI is the chloride
concentration of the mixture. Because pmC is a relative concentration and the total
carbon of the mixture depends on seawater fraction, a mixing line on a plot of pmC vs.
o> is non-linear (FIGURE 16a).

This mixing relation is used to estimate end-member carbon-14 concentrations
for each profile collected. To do this, alkalinity profiles in each well are first
extrapolated to obtain freshwater and saltwater end members. Because of the pH of
these waters, the alkalinity is assumed to be equivalent to the total inorganic carbon
concentration. Thus, total inorganic carbon values for Waipahu are CF=3.1 mg/l and
Cs=12.0 mg/l, and for Waipio are CF=4.0 mg/l and Cs=12.4 mg/l. Then the mixing
curve for each well is moved upwards on the carbon-14 vs. saltwater fraction plot
(FIGURE 16ab) by adjusting end-member pmC values in the above mixing relation, until
the curve rests against the largest possible number of the lowermost data points. This
results in end-member carbon-14 values for Waipahu of pmCF=100 and pmCs=30,
and for Waipio of pmCF=80 and pmCs=23.

Use of only the lowermost points may be justified as follows. The scatter relative
to the simple mixing curves may be due to contamination of samples with atmospheric
carbon dioxide, as all of the other isotopic and chemical species collected in the same
water samples closely follow simple mixing lines between end members, and did not
vary significantly between the 1990 and 1992 sampling rounds (TABLE 1) except for
the small upwards shift in 1992 described earlier. Rather, the variability may be due
to contamination of samples during handling by modern carbon which would raise
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14C vs. Saltwater Fraction
Waipio and Waipahu Wells - April 1990 and May 1992

0.2 0.4
Saltwater Fraction

0.6 0.8

Figure 16a - Carbon-14 (pmC) relation to saltwater fraction for Waipahu monitor

well profi le (X is 1990, inverted-Y is 1992) and for Wa ip io monitor well (Square

is 1990, and Triangle is 1992).

values above 'true values' which would fall close to the simple mixing curve in FIGURE
16ab. Indeed, in this system, there does not appear to be a reasonable mechanism
for lowering carbon-14 measurements below actual aquifer values; thus, interpretation
may be most soundly based on the lowest values in relation to the mixing curve.
Considering the addition of dead carbon by oxidation of organic carbon indicated by
end-member carbon-13 values for saltwater, the maximum possible adjustment to
carbon-14 of the saltwater end members is the increase in pmCs by a factor 1.24, as
discussed earlier. This adjustment results in values for Waipahu of pmCs=37 and for
Waipio of pmCs=28.

Using a half-life of carbon-14 of 5730 years, the Waipio freshwater carbon-14
has undergone decay from 100 pmC at recharge to 80 ±2 pmC, giving an apparent
age ranging from 1600 to 2100 years. The Waipahu freshwater end member (FIGURE
16) has a higher carbon-14 content of about 100 pmC, which would suggest that
waters are getting 'younger' along the flow line from Waipio to Waipahu. However, as
discussed earlier, the freshest water at Waipahu is a mixture of irrigation-return water
and pristine freshwater; thus, this high value is due to irrigation-return component of
the mixture and is not a true freshwater end member.

In contrast, the saltwater end-member carbon-14 content at Waipahu is relatively
well-constrained by data (FIGURE 16b) to be 30 ±1 pmC within the binary-mixing
model. Seawater recharge to the aquifer system occurs offshore likely through the
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Waipio and Waipahu Wells - April 1990 and May 1992
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Figure 16b - Carbon-14 (pmC) relation to ToglO of saltwater fraction for Waipahu
monitor well profile (X is 1990, inverted-Y is 1992) and for Waipio monitor well
(Square is 1990, and Triangle is 1992).

caprock, which is at a depth of about 500 m south of Oahu. An initial seawater
carbon-14 content is required in order to estimate the age of saltwater under Oahu.
In order to characterize the recharging seawater, a vertical profile of seawater was
collected for this project at the Kahe-1 station roughly 25 km west of Pearl Harbor by
GOFS (Global Ocean Flux Study) in October 1992. Carbon-14 and other isotope
analyses are presented in TABLE 1 (carbon analyses by AMS at University of Arizona,
stable isotopes by USGS, Reston, Virginia). A deeper oceanic GEOSECS profile
(Östlund and others, 1979) collected about 1000 km southwest of Oahu (FIGURE 17)
may give additional guidance regarding an initial carbon-14 content of seawater that
entered the aquifer thousands of years ago. In the GEOSECS profile, the minimum
ocean carbon-14 value is about 80 pmC and we may guess that in the pre-bomb
profile, this value may have existed up to a depth as shallow as 500 m (which is the
approximate submarine depth of the caprock, see FIGURE 3). The greatest possible
value at 500 m depth at the time of recharge would be the present value, about 90
pmC. Thus the range of possible initial seawater activities at recharge is roughly from
80 to 90 pmC based on both the GEOSECS profile and the GOFS profile. The
resulting apparent saltwater age at Waipahu is between 7800 and 9400 years. Using
«S13C values and adjusting for dead organic carbon input, the resulting saltwater age
at Waipahu is between 6200 and 7600 years.
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Figure 17 - Profile of carbon-14 in open ocean south of Oahu, Hawaii (Station
235). After Ostlund and others (1979).

The end-member saltwater carbon-14 content at Waipio (23 ±1 pmC) is less
than at Waipahu (30 ± 1 pmC) consistent with an inland flow of the saltwater. Because
the change in carbon-14 content is due to radioactive decay only, the associated
saltwater travel time between the wells is between 1600 and 2800 years. This travel
time is unaffected by the saltwater $13C adjustment which only changes both end-
member carbon-14 values by the same fraction.

The associated estimate of saltwater velocity to travel 4.5 km from the Waipahu
well to the Waipio well is between 1.6 m/y and 2.8 m/y. Note that this velocity actually
describes conditions in the aquifer before development began 100 years ago.
Considering that the age of the saltwater is much greater, the difference in radiocarbon
age between the two profiles was established well before aquifer development began.
Present-day saltwater velocity may be as much as five times greater than before
development (Voss and Souza, 1993) due to the ongoing shrinkage of the lens. The
simple assumption that the predevelopment velocity was constant between the
Waipahu well and the recharge area for seawater allows estimation of a distance to the
recharge area. Using the above saltwater age range at Waipahu, the distance is
between 14 km and 24 km (or with the adjusted ages, between 11 km and 19 km).
From Oahu's southern coast, the seawater recharge area is therefore 1 km to 9 km
offshore (or 4 km to 14 km offshore using 513C-adjusted ages).

The 1800-year radiocarbon age of freshwater in the Pearl Harbor area lens is
in apparent contradiction to the brief residence time spent in the lens of only a few tens
of years. A possible explanation for a freshwater age greater than the residence time
in the Pearl Harbor area is that the high-level ground-water compartments contain large
volumes of fresh ground water which is impounded for long times before the water
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enters the freshwater lens. This water becomes a significant amount of the total lens
recharge, quickly flows to the coast and discharges. This idea is not without
precedent.

Dale and Takasaki (1976) evaluated the possible effects of increased pumpage
in the Schofield high-level water body in reducing recharge to the Pearl Harbor area
aquifer. Takasaki and Mink (1985) evaluated the water resources of the Oahu dike
zones and discussed significant discharge to adjoining basal aquifers. Hufen and
others (1980) found in an areal sampling program of shallow waters that some Pearl
Harbor area waters in the western portion of the aquifer were a few-hundred years old.
They suggested that some older recharge water may derive from the Schofield high-
level water body. They also found waters in some Honolulu aquifers separated by
valley fills with apparent ages of nearly 1000 years and suggested that some recharge
may have been impounded in dike compartments. Lacking vertical profiles through the
freshwater lens, however, Hufen and others (1980) were led to conclude that most
ground water in the Pearl Harbor area had experienced short residence times and was
young water, in contrast with the older freshwater lens found in this study.

The total compartment volume available to impound ground water before it
enters the Pearl Harbor area freshwater lens does not, according to a simple
calculation, suffice to create a delay as long as 1800 years. The largest possible
volume of the Koolau rift zone that may contribute recharge to the Pearl Harbor area
begins alongside the Schofield high-level water body and continues southeast along
the upstream boundary of the area. The total length of this maximal zone is about 20
km and width is about 10 km. A maximum thickness of subaerial basalts intruded by
dikes in this area is about 2 km. Allowing that the maximum possible volumetric
porosity of vesicular basalts, about 50 %, can participate in water storage, gives a total
absolute maximum stored water volume of about 2 x 1011 m3. With the earlier-
mentioned natural recharge rate to the Pearl Harbor area aquifer of about 9 x 105 m3/d
(240 Mgal/d), the mean residence time in the rift-zone compartment would thus be, at
most, 600 years. This is equivalent to a considerable ground-water recharge rate of
about 1.7 m/y over the rift-zone area. Considering an additional compartment volume
in the Schofield high-level water body in an 8 km by 4 km area, 2 km deep, provides
only an additional 100 years to the maximum compartment residence time should all
rift-zone water flow through the Schofield area before entering the Pearl Harbor area
lens. The two to three times discrepancy between apparent freshwater radiocarbon
age (1600 years to 2100 years) and maximum possible residence time in the
compartments (700 years) may be presently explained in two ways. Either the natural
recharge to the Pearl Harbor water body is less than assumed by up to a factor of two
to three, or the carbon-14 activity in the freshwater lens has been decreased by an
undetermined source of old carbon during recharge. A possible carbon source is
addition of old organic matter in recharge areas discussed earlier. We have not, at this
time, further considered this discrepancy, elucidation of which requires additional field
reconnaissance in recharge areas to determine initial carbon-14 activity and carbon
sources.

7. COMPARISON WITH MODEL

The numerical model of the system was discussed by Voss and Souza (1993)
and by Souza and Voss (1987) to which the reader is referred for details on the model
development. Only a brief review sufficient to demonstrate model results applicable to
the present geochemical and age relationship analysis is given here. The 20 km long

170



two-dimensional cross-sectional model (based on the finite-element method) represents
the entire Pearl Harbor area aquifer from the dike-zone boundary and Schofield high-
level water body boundary to the inland edge of the caprock (10 km) and an additional
distance into the ocean south of Oahu (10 km). The width of the section is 26 km, and
depth is 1.8 km. The numerical model simulates variable-density ground-water flow
and solute transport (of total dissolved solids) in the section. Note that the rift zone
and Schofield water body are not included in this model.

The inland and bottom model boundaries are impermeable (FIGURE 18), and
the vertical sea boundary is held at hydrostatic seawater pressure allowing either inflow
of seawater or outflow of aquifer water. The upper boundary is a water table with a
specified amount of recharge inland of the caprock, and is held at a specified pressure
of zero above the caprock to reflect the presence of the Pearl Harbor water and the
ocean with concomitant inflow or outflow. Along the inland portion of the water table,
time-independent natural recharge (from rain or compartment spillage) is specified as
increasing linearly towards the inland boundary. The natural recharge is assigned a
seawater concentration (dissolved solids) of zero. Between this area and the caprock
edge, spatially-constant recharge from irrigation is specified to occur on a time-varying
schedule from 1880 to 1990 as determined from pumping records. In a departure from
the previously-published modeling results, the irrigation recharge is arbitrarily assigned
a non-zero concentration in order to track the movement of this water in the section.

-300 f

LU
C/3

otr

o13
LU

-1200h

-1500h

-1800

RECHARGE
l i P""—-, FROM IRRIGATION

t i t t i t « « t t f t t t t t
ZONE OF
PUMPING

- 6 - 4 - 2 0 2 4 6

DISTANCE, IN KILOMETERS FROM CAPROCK BOUNDARY

10

Figure 18 - Pearl Harbor aquifer cross-sectional model showing finite-element
grid (schematic), boundary conditions, pumping region, basalt and caprock regions
(after Voss and Souza, 1993).
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Near the caprock edge at a depth of 40 m below the water table in the basalt aquifer,
the coastal band of wells is specified to pump water from the aquifer at a time-varying
rate from 1880 to 1990 as determined from pumping records.

The model structure is very simple. The layered-basalt aquifer is anisotropic
with horizontal conductivity of 457 m/d and 200 times lower vertical conductivity. The
caprock is isotropic with conductivity 104 times less than the basalt (horizontal).
Specific yield and porosity (and effective porosity) are 0.04, and there is considerable
compressive storage in the layered basalts (matrix compressibility of 2.5x10"9 Pa"1, or
equivalently, specific storage of 2.37x10"5 m~1). In the model, longitudinal dispersivities
for horizontal flow and vertical flow are respectively, 250 m and 50 m, while transverse
dispersivity is only 0.25 m. The following model results derive from new simulations
with the earlier-reported numerical model (Voss and Souza, 1993) without change with
the exception noted above to trace the irrigation-return water.

The modeled distribution of the three water types and the flow field for
predevelopment conditions (1880) and for 1990 is shown in FIGURE 19abcd. The
shrinkage of the freshwater lens in this period is apparent, and even given constant
recharge and pumping after 1990, the shrinkage would continue (Souza and Voss,
1989). In the 1990 simulation, the upstream monitor well (Waipio) intercepts all three
water types, while at the downstream monitor well (Waipahu) the irrigation-return water
and the saltwater overlap and mix across the freshwater lens (FIGURE 19c). This
conforms with the spatial distribution found in the geochemical analysis.

To further compare the field-measured age distribution and the model,
isochrones (lines of equal residence time) were calculated in the model. Using the
1880 steady-state flow field, an extra simulation was run at steady state for an
imaginary species having zero concentration at inflow, but with a zero-order production
of this species in the fluid (see Voss, 1984, for definition of this source) with a value of
one per year. This numerical trick produces isochrones directly from the transport
model, accurately indicating residence time in the model section for regions with low
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Figure 19a - Modeled cross-section of Pearl Harbor area aquifer showing seawater
distribution in 1880. Contours are in percent seawater. Upper half of model
section is shown.
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Figure 19b - Modeled cross-section of Pearl Harbor area aquifer showing velocity
distribution in 1880. Upper half of model section is shown.

9098
7595

Figure 19c - Modeled cross-section of Pearl Harbor area aquifer showing seawater
distribution (lower set of contours), and irrigation recharge water distribution
(upper set of contours) in 1990 in units of percent of irrigation water, and
location of monitor wells. Contours are in percent seawater. Upper half of
model section is shown.
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Figure 19d - Modeled cross-section of Pearl Harbor area aquifer showing velocity

distribution in 1990. Upper half of model section is shown.

solute dispersion. The result (FIGURE 20) in both the freshwater lens and the deep
saltwater gives model residence times. Isochrones within the zone of mixing between
freshwater and seawater are ignored. Total residence time of water in the freshwater
lens is less than 20 years, in conformance with the tritium findings for irrigation-return
water, and the freshwater would exhibit a constant carbon-14 age throughout. The
saltwater takes approximately 6000 years to flow 20 km from the sea boundary to the
inland boundary in the model, equivalent to a velocity of about 3.3 m/y. This is
somewhat greater than but similar to the carbon-14-based saltwater transit velocities
from the Waipahu well to the Waipio well of between 1.6 m/y and 2.8 m/y.

The inland flow of saltwater in a steady-state system is driven by the amount of
salt entrained in and subsequently discharged with the freshwater flow towards the
coast. This, in turn, depends on two factors, the flux of freshwater and the dispersion
process. To slow down the modeled saltwater inflow to better conform with the
isotope-based velocity would require either a decrease in the model recharge to the
aquifer by up to one half, or a decrease in the model dispersion coefficients used to
reproduce the seawater transition zone. Another factor, not considered in the model
calculations, is that the effective porosity experienced by the slow-moving saltwater
may be greater than the value of 0.04, assigned to the entire aquifer, a value which
had been determined mainly by data on the freshwater zone. In slow-moving saltwater
the entire volumetric porosity, up to about 0.40, may participate in solute transport by
both solute diffusion and advection through blocks of basalt alongside the well-
connected conductive rubbly beds for which the regional effective porosity is
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apparently only 0.04. In the case of an effective porosity of 0.40, the same saltwater
flux as determined in the simulations can be obtained with a ten-times lower saltwater
velocity. Thus there is ample flexibility in this process to account for the discrepancy
in modeled and isotope-determined saltwater velocities even with only a small portion
of the less-conductive basalt porosity participating in saltwater zone solute transport.

-10.0 -8.0

Figure 20 - Modeled cross-section of Pearl Harbor area aquifer showing contours

of equal travel time (note: NOT absolute ages) from entry into model area for

conditions in 1880. Upper half of model section is shown. Travel times are in

years.

8. CONCLUSIONS

Sampling in vertical profile in two wells along a regional ground-water flow line
and geochemical and isotopic analysis has resulted in proposal of a hydrologie model
of the Pearl Harbor area aquifer in southern Oahu, Hawaii. The hydrologie model
includes ages and flow velocities of the three major water types found. These have
been compared with the predictions of a numerical variable-density ground-water
solute transport model developed independently of the present geochemical analysis
from hydraulic data and from vertical profiles of salinity through the freshwater lens and
into seawater. Within margins of uncertainty in the chemical data and age
interpretations, the flow behavior represented by the numerical model is in good
agreement with the geochemically-derived model. This agreement was not necessarily
expected at the outset of the study, as our experience was that most numerical models
need to be revised significantly as new data becomes available. Perhaps most
interesting is the similarity in the velocity of saltwater moving inland as determined by
carbon-14 dating (about 2 m/y) and that occurring in the numerical model (about 3
m/y). While this agreement may at worst be only a coincidence, to our knowledge,
it is the first time that a numerical variable-density ground-water model prediction of
saltwater circulation in a coastal aquifer has been independently corroborated by
geochemical field data.
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The uppermost water consisting of recharge from irrigation is found to be only
a few tens of years old and moves through the aquifer at a velocity on the order of 1
km/y. The freshwater core of the freshwater lens has a great apparent age of about
1800 years. From hydrologie considerations, once this water enters the coastal system
from the compartments, it must move through the aquifer as quickly as the irrigation
recharge water. The great apparent freshwater age may be satisfactorily explained as
being due to long storage in ground-water compartments in the recharge areas of the
island. Simple volumetric calculations show, however, that this storage can account
for considerably less than one-half of the apparent age. The excess apparent age may
be partly due our present inability to quantify and remove any possible contribution of
old dissolved organic carbon added during recharge, which would tend to make the
water appear older than it is. The deepest water is intruded seawater with an apparent
age of about 6000 years to 9000 years near the inland edge of Pearl Harbor. Older
saltwater is found further inland, and from the difference in ages, the approximate
velocities mentioned above were calculated.

It would have been difficult to propose a quantitative model of the hydrologie
system on the basis of an areal geochemical distribution of vertically-mixed or shallow
samples collected from springs and active pumping wells. Mixed samples would have
obscured much of the primary information on water type, recharge area and age, while
shallow samples would only characterize the uppermost layer of water. This points to
the importance of vertically-stratified geochemical sampling through the entire aquifer
section.

In our view, it is of utmost importance to understanding of regional aquifer
systems to collect hydrogeologic, geochemical as well as hydraulic information.
Further, we believe that these data must be analyzed simultaneously, with the objective
being the discovery of a descriptive model that gives a consistent description of all data
types in as simple but quantitative a manner as possible. In the present investigation,
the corroboration of hydrogeologic, geochemical and isotopic data with predictions of
a numerical ground-water flow model has lent credence to the viability of a simply-
structured quantitative model to describe the Pearl Harbor area aquifer system.
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Abstract

Environmental isotope studies and computerized groundwater flow modelling and radioisotope
transport modelling have been applied to the large system of reservoirs in the sedimentary
deposits of southwestern Scania, Sweden.

The stable isotopes 2H, 18O and 13C and the radioactive 3H and 14C have been measured
and the results obtained can improve the estimations of the periods of recharge and the average
circulation times of the groundwater reservoirs studied.

A groundwater flow model based on finite difference techniques and a continuum approach
has been modified by data from traditional hydrogeological studies. A calibration against
piezometric records has been made for 1970, assuming steady-state conditions, and also for the
transient evolution from 1840 to 1988. The computer code NEWS AM has also been used to
simulate steady-state and transient isotope transport in the area studied, taking into account
advective transport with radioactive decay. The interacting groundwater reservoirs studied have
been represented by a three-dimensional grid in the numerical model.

A major merit of this combination of isotope hydrogeology and regional flow and transport
modelling is that the isotope transport simulations help to demonstrate where zones particularly
vulnerable to pollution are situated. However, there are several difficulties concerning the
detailed, quantitative interpretations of the results, and these difficulties must be the focus of
future work. Even if the aquifer system studied here can be classified as unusually
homogeneous and well-defined, the number of isotope measurements is small compared to the
extension of the system. Furthermore, the calculated concentrations are similar over large areas.
Therefore, it is at present not possible to calibrate the isotope transport model by measured
isotope concentrations in order to verify or reject the results of the underlying groundwater flow
model.

1. INTRODUCTION

Environmental isotope techniques and computerized mathematical flow and transport modelling
have become relatively widespread and frequently used. Yet, these tools have been developed
side by side with very little interaction. Recent years, however, have witnessed a tendency
towards greater collaboration and interaction among the different techniques and disciplines
dealing with groundwater. One major reason for this is an expectation that the knowledge about
a system of aquifers will often increase and become more reliable if the results from many
independent methods of investigation and interpretation are used in combination. This is of
particular interest when little information is available. Data from one method can then be
expected to compensate to some extent for the lack of data from another method.

It follows, therefore, that it would be of special interest to try to use environmental isotope
techniques together with computerized distributed parameter, conceptual flow and transport
modelling of regional aquifer systems. To the author's present knowledge, Robertson (1974) is
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the only one who has published a scientific paper on the application of such an approach. In
addition, Markussen, Möller, Villumsen, Mortensen & Selchau presented a report founded on a
similar idea in 1991.

2 . PURPOSES AND DELIMITATIONS

The main purpose of this work is to investigate whether a combination of the results from
deterministic flow and advective transport modelling with observations of environmental
isotope contents can improve the understanding of a chosen regional groundwater system. The
investigation should be carried out with the overall objective to improve the basis for
maintaining a quantitatively and qualitatively safe long-term use of the groundwater resources
studied. The main purpose can be broken up into a few interacting and subordinate aims.

It should be investigated whether comparisons between observed temporal and spatial
isotopic variations and corresponding calculated values can be used as an independent way of
verifying the results of the numerical, groundwater flow model, which underlies the isotope
transport model used. Another aspect of this combination of results is that isotope data might
improve estimations of the properties relevant to the flow and transport processes which are
active in the groundwater system modelled. Therefore, the potential contribution of
environmental isotope data to the identification of the physical parameters of the
hydrogeological system to be studied, should also be investigated.

A second subordinate aim is to obtain a better knowledge concerning the hydrogeological
system chosen for the application of the methodology outlined. The selected system is situated
in the sedimentary rocks and glaciofluvial sediments of southernmost Sweden (see figure 1) and
includes the Alnarp valley aquifer. The major reasons for choosing this system are that it has
been the subject of comparatively thorough investigations and observations over more than a
century, that all parts of it are situated at moderate distances from Lund and that the volumes of
groundwater withdrawn for this region are substantial (see for example Brinck, Leander &
Winqvist, 1969, and Hydén, Leander & Voss, 1980).

Financial and temporal restrictions have set limits also for this work. In general, priority has
been given to equipment and techniques which were easily available and cheap, but which
satisfied basic requirements of quality and performance. The following is an account for the
most decisive delimitations.

The use of only one hydrogeological system obviously implies an important restriction
concerning the generality of the conclusions. In principle, it is possible to draw conclusions
related only to this particular system or to very similar ones. Though a great amount of
information exists about the groundwater system of southwestern Scania compared to other
aquifers, only a small and unequally distributed number of useful data in relation to the
extension of the system have been to hand for the calibration work. This is of course a general
and realistic situation, but it limits the possibility of drawing methodological conclusions
concerning the combination of environmental isotope investigations with regional flow and
transport modelling.

The deterministic flow and transport model applied assumes an environment equivalent to a
porous medium. Moreover, the main modelling work has been done by means of only one
computer code, NEWSAM (Ledoux, 1986b). This finite difference computer code has its limits
in simulating groundwater flow and isotope transport phenomena as quasi-three-dimensional
and only taking into account advective transport with radioactive decay. Thus, the numerical
representation of the regional hydrogeological system used does not admit an accurate
simulation of the isotope concentration in every point

3. PREVIOUS WORKS

In this work a deterministic continuum approach with distributed parameters is followed to
combine environmental isotope data with a numerical flow and transport model for a regional
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system of aquifers. This approach comprises a very conceptual representation of isotope
transport through hydrogeological systems. All physical and/or chemical phenomena which can
occur can be included and are described as being continuous and deterministic. That is,
advection, molecular diffusion, hydrodynamic dispersion, adsorption, ion-exchange and other
forms of retention as well as chemical reactions and radioactive decay can be considered.
In many real, field situations the spatial variations of the properties of the studied groundwater
system make the mathematical representation too complex to be solved analytically. Instead a
numerical method for solving the transport equation has to be applied. There exist several
numerical methods which are suitable for solving the governing equation for solute transport,
i.e. the advection-dispersion equation. For instance, finite differences, finite elements, the
method of characteristics, including the methods of particle in cells (PIC) and random walk, and
also combinations of these, have been most commonly used. A large number of computer codes
for application of these methods have been developed during the past two decades. However,
only a few results of the application of these models for comparison with environmental isotope
data have been published.

Robertson (1974) seems to have been the first to document an isotope-verification of a two-
dimensional, deterministic groundwater flow and transport model based on numerical
techniques. He solves the flow equation by means of the finite difference method. The
calculated groundwater velocities are subsequently used to simulate advective transport, two-
dimensional dispersion, radioactive decay and ion exchange by the method of characteristics.
The results of the model were compared with measured concentrations of tritium, strontium-90
and chloride in the Snake River Plain aquifer and proved to be satisfactory. The isotopes and
solutes studied originate from a radioactive waste disposal and are thus not environmental.

Herweijer, van Luijn & Appelo (1985) have applied a similar approach to calibrate a one-
dimensional vertical flow and transport model with measured concentrations of environmental
tritium. They used the random walk method for the solution of the transport equation instead
(see, e.g., Kinzelbach, pp. 227-245 in Custodio, Gurgui & Lobo Ferreira, 1987). The
calibrated model was subsequently used for the simulation of contamination originating from
heavily manured areas.

Markussen, Möller, Villumsen, Mortensen & Selchau (1991) have applied the computer
code SHE, European Hydrological System, to simulate the three-dimensional flow and
transport of environmental tritium in a system of aquifers below Copenhagen, Denmark. This
code solves the flow and transport equations by means of finite difference techniques and the
version applied has been developed by the Danish Hydraulic Institute. Markussen et al. have
compared the simulated and the measured tritium concentrations in the main aquifer of the
studied area and they have adjusted the porosity values of the model to obtain a better fit. The
resulting average circulation times of the groundwater in the vicinity of some wells producing
drinking-water have subsequently been used to estimate the propagation of various pollutants
threatening the groundwater quality in the Copenhagen area.

4. HYDROGEOLOGICAL CONDITIONS

The investigated area is situated in southwestern Scania (see figure 1) at the edge of a geological
border zone between archaean rocks in the north and thick layers of sedimentary rocks in the
south. The Fennoscandian Border Zone, as it is called, forms a tectonic buffer zone between the
essentially rigid Fennoscandian Shield and a large area of subsidence, which comprises the
Danish-Polish Trough. The border zone crosses Scania in a north west-southeast direction and
includes several crystalline horsts. One of them, the Romeleâs hörst, constitutes the
northeastern limit of the area of interest.

The geological evolution of southwestern Scania has been characterized by considerable
tectonic movements. Most of the faults and flexures follow the northwest-southeast trend of the
border zone. Faults in other directions do also occur and the bed-rock can be divided into
blocks, defined by tectonic zones of weakness. In general, the blocks southwest of the
Fennoscandian Border Zone have subsided as a consequence of alternating downward tectonic
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Figure 1:

GERMANY

The hatched domain in southwestern Scania, the southernmost province of
Sweden, is the area being investigated.

movement, marine transgression and sedimentation. Today, these sediments have been petrified
and form a sequence of sedimentary rocks up to three kilometres thick. This sequence is
dominated by deposits from the Upper Cretaceous, probably due to a comparatively rapid
subsidence and sedimentation during this period (Bjelm, Haïtien, Röshoff, Bennet, Bruch,
Persson & Wadstein, 1977). The upper bed-rock consists mainly of Danian limestone.

The morphology of the upper bed-rock, shown in figure 2, is almost completely masked by
Quaternary deposits. These deposits are only a few metres thick at the Romeleâs hörst and
along the coasts. Towards the Alnarp valley the Quaternary deposits become thicker and the
observed maximum is 183 m at Lemmestrotorp, situated in the southeastern part of this
depression (Gustafsson, 1978).

The deep sediments within the Alnarp valley consist mainly of fluvial deposits, called Alnarp
sediments. At the bottom of the depression they consist predominantly of gravel and sand. The
sediments become progressively more fine-grained upwards and the main part of the Alnarp
sediments is made up of fine sand and silty fine sand. It is assumed to have been deposited by a
big river flowing from the south-east in the Alnarp depression (Hoist, 1911). This happened
about 25000 to 30000 years ago, during an interstadial, a warmer substage, of the latest glacial
period (Weichselian). At that time the sea-level is assumed to have been about 60 m lower than
today, which would explain the position of the sediments. Later, silt and clay have been
deposited on top of the layers of fine sand (Ringberg, 1980).
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Figure 2: Map showing the relief of the upper surface of the bed-rock in southwestern
Scania (after Gustafsson & Teeling, 1973). All values in metres above sea-
level.

The Alnarp sediments, as well as the bed-rock on both sides of the Alnarp depression, are in
general overlain by Late Weichselian tills (see figure 3). The composition of the different beds
of till and the total thickness of till vary markedly, both vertically and horizontally. This
variation is an effect of the complex glacial history in this area. Ice masses probably arrived
from the north as well as from the east and the south only during the last part of the
Weichselian, approximately 25000 to 13000 years ago. Furthermore, there are sometimes
fluvial or glaciofluvial sediments between the different beds of till. These sediments have been
deposited during ice-free periods when temporary déglaciation occurred.
The main groundwater reservoir within the hydrogeological system of southwestern Scania is
formed by the uppermost part of the limestone bed-rock, which is relatively fissured. The
comparatively coarse-grained Alnarp sediments are hydraulically connected with the limestone
reservoir and they are therefore also included in this confined aquifer. The principal inflows to
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Figure 3: Simplified geological cross-section (SW-NE) in the northwestern part of the
Alnarp valley close to Staffanstorp (after Ringberg, 1980).

and outflows from the main aquifer of the area of investigation are shown schematically in
figure 4. The aquifer is chiefly supplied by:

1) Infiltration on and along the Romeleâs hörst. It is probably the relatively high altitude, the
thin cover of comparatively permeable till, the fractured nature of the rocks and the steeply tilted
sedimentary layers which together make this area one of the major zones of recharge.

2) Vertical leakage from small and shallow aquifers situated in the uppermost deposits of the
hummocky moraine region in the centre of the area of interest. Here, the altitude is relatively
high, the hummocky morphology reduces the surface run-off and the uppermost Quaternary
deposits consist mainly of comparatively permeable sandy or clayey sandy tills. All these
features facilitäte the recharge of the main aquifer in this region.

3) Vertical leakage from small and shallow aquifers in the lowlands outside the two zones of
recharge mentioned above. However, in these areas the rate of infiltration towards the main
aquifer is very sensitive to changes in groundwater exploitation and it has therefore varied
greatly with time. Nevertheless, most of the recharge of the main aquifer seems to occur here
today.

The principal aquifer chiefly discharges by:
1) Groundwater extraction in wells situated in the Alnarp sediments and in the upper part of

the limestone bed-rock. Apart from a few fluctuations, the exploitation has increased since the
beginning of this century. Today, this exploitation causes the biggest outflows of groundwater
from the main aquifer.

2) Upward leakage from the main aquifer towards shallow, phreatic aquifers, which gives
rise to marshy tracts or springs in local depressions. This phenomenon was relatively common
in large parts of southwestern Scania at the beginning of this century. Today, this type of
outflow occurs only in small zones of the flat lands north, west and south of the hummocky
central area.

3) Groundwater discharge into the Baltic Sea and the Sound, as the gradient of the hydraulic
head in the main aquifer causes a flow directed towards the coast and the semipervious layers
overlying the aquifer are usually relatively thin in off-shore coastal areas.

As mentioned above, the size of some of the inflows to and outflows from the main aquifer
have varied a lot with time. The major reason for this is the increase of groundwater extraction
last century, which has resulted in a corresponding decrease of the hydraulic heads.
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However, the head of the main reservoir has chiefly been lowered in the vicinity of the wells
exploited, that is, in particular around the northwestern part of the Alnarp valley, but also in the
western and southern lowlands. About one hundred years ago, there was mainly upward
leakage from the main aquifer in these areas. Today, most of the recharge of the aquifer in the
Alnarp sediments and the uppermost Danian limestone seems to occur here. The lowered
hydraulic heads have probably also reduced the groundwater discharge into the sea.

In the central parts of the area of investigation the long-term piezometric records concerning
the main aquifer display only relatively small fluctuations. Consequently, the recharge
conditions have probably not changed very much here.

Hummocky
moraine
region

Romele
hörst

Extraction

25

In/Outflows in Mm3/year

Figure 4: Schematic representation of the principal inflows to and outflows from the
main aquifer in southwestern Scania, approximating the situation in about
1970.

5. ENVIRONMENTAL ISOTOPE CONCENTRATIONS

5.1 Oxygen-18 and deuterium

37 samples of groundwater from 32 wells have been analysed with respect to the stable isotopes
of oxygen-18 and deuterium (Barmen, 1989). 25 of the sampled wells yield groundwater from
the main aquifer.

Burgman, Galles & Westman (1987) and Calles & Westman (1989) have studied the
isotopic composition of precipitation in Sweden. They have recorded mean annual values of
about -9.7%c for 518O and -69%o for 52H at Arup, some ten kilometres northeast of the
investigation area. The major part of this area has a more maritime climate than at the sampling
station. Therefore, the isotopic composition of the precipitation in the area of interest is
probably slightly heavier than at Arup.

Burgman, Eriksson & Westman (1983) claim that the isotopic composition of the
groundwater in southern Sweden should essentially reflect that of the mean annual precipitation.
The major recharge in the area of interest is assumed to take place during the autumn, when the
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isotopic composition of precipitation is usually close to the annual mean and the
evapotranspiration loss is relatively small.

The isotope contents of the analysed groundwaters agree very well with this argumentation.
Almost all 8i8Q values are close to -9%o (see figure 5) and the Ô^H values are about -65%o. The
spatial variations and the differences between the reservoirs are very small. Therefore, the stable
isotope contents do not seem to be very suitable for regional groundwater flow modelling in
southwestern Scania. This was to be expected as there are comparatively small variations in the
area of interest as regards climate and altitude.

OXYGEN-18

Figure 5: Distribution of the oxygen-18 contents in groundwaters sampled by Barmen
(1989). Figures in boxes represent shallow aquifers, while figures in italics
represent groundwater from the Alnarp sediments. Two very low values are
underlined and discussed in section 5.4. The other values are for water from
the rest of the main aquifer. All values are given as &S()SMOW in per mil.

5.2 Tritium

There are very few measurements of the natural tritium contents in precipitation from before
1952. Since that year, the tritium from nuclear weapon tests has overshadowed the natural
production by some orders of magnitude. However, it can be assumed from the general data
presented in Fritz & Fontes (1980) that the background level in southwestern Sweden should be
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about 20 TU. Perers & Johansson (1980) and Sevel, Kelstrup & Binzer (1981) have carried out
hydrogeological investigations in or in the vicinity of the area of interest. They claim that the
tritium concentration in precipitation was probably relatively constant before 1952, with an
average close to 10 TU. Saxena (1990) is of the opinion that these pre-bomb values might have
been as low as about 2-4 TU, according to estimates based on analyses of old wines.

In this study an average tritium concentration of 18 TU in precipitation before 1952 has been
adopted. In a few cases an alternative value of 10 TU has also been used. According to the
references mentioned, both of these values might be somewhat too high. However, whether 4,
10 or 20 TU is adopted as an average for the period before 1952 has a comparatively small
influence on the interpretation of today's tritium concentrations in the main aquifer.

Also as regards the tritium contents in precipitation after 1952 in the area being studied,
unfortunately only relatively few measurements exist. The only ones available for this work
have been undertaken on precipitation collected at Skurup in the southeastern part of the
investigation area. Nevertheless, it is usually possible to make highly valid extrapolations from
other sampling sites with similar geographical conditions. By means of such extrapolations the
annual average tritium concentrations in precipitation in southwestern Scania have been
estimated. The estimations are based on correlations between records from the sampling stations
Skurup and Huddinge in Sweden and Taastrup and Odum in Denmark. Values for years
without measurements in those places have been extrapolated from the long tritium records in
Ottawa and Vienna.
Groundwaters in the area being studied have been sampled and analysed with respect to tritium
since the early sixties, as reported by Nilsson in 1966. The general results of these analyses and
the detailed results of some 100 other tritium analyses have been available for this work. Most
of the latter data have been collected in the hydrogeological mapping of southern Sweden
(Gustafsson, 1972,1978,1981 and 1986) or as a part of the groundwater monitoring program
of the Swedish Geological Survey (SGU). In addition, a further 22 wells in southwestern
Scania have been sampled for tritium content (Barmen, 1989). Finally, samples from three
wells at Grevie, taking groundwater from the Alnarp sediments for the Malmö water-works,
were analysed in 1991. As before, the conditions within the main aquifer were the main focus
and the vast majority of the sampled wells yield groundwater from this aquifer.
A comparatively large number of samples for tritium analyses were collected in about 1971. The
results of the analyses regarding groundwater from the main aquifer are shown in figure 6.
Tritium data also from shallow aquifers are available in the archives of the Swedish Geological
Survey. 24 samples were collected in 9 wells in the southeastern part of the investigation area
over the years 1973-1975. In most of the samples the tritium concentration exceeds 50 TU. The
maximum tritium content is 209 TU and the average of these samples is about 75 TU.
Furthermore, the Danish Geological Survey (DGU et al, 1975) have also collected samples for
tritium analysis around the Danish part of the Alnarp valley. They have found no measurable
tritium in groundwater from the Alnarp sediments and the limestone below it. On the other
hand, the tritium concentration in the water of Lake Esrum has been determined to be 104 TU.
The data on the distribution of tritium in groundwater may be summarized^ and interpreted as
follows. The outlines of this interpretation are more or less in accordance with the opinions of,
among others, Nilsson (1966), Gustafsson (1972,1978,1981 and 1986), Perers & Johansson
(1980) and Brinck & Leander (1981). The mentioned average groundwater circulation times are
roughly estimated by a one-dimensional piston flow model, usually leading to under-estimates.
The concentrations are comparatively high in samples from lakes and shallow aquifers. High
tritium values have also been found in groundwater from the main aquifer along the coasts and
along the northeastern boundary of the area in question. In these zones the Quaternary deposits
are comparatively thin and in the southwestern coastal district the extraction of groundwater
from the main aquifer is extensive. Some samples from the central zone southwest of the Alnarp
valley also showed somewhat enhanced tritium contents, in particular in 1971, but also in 1982.
At most of these sampling points the Quaternary deposits were locally comparatively thin and
also permeable. In the cases mentioned the tritium concentrations were at least 5-10 TU and
often more than 20-30 TU.
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Figure 6: Tritium contents measured in ground-water from the main reservoir in
southwestern Scania in 1970 and 1972 (from Gustafsson, 1972 and 1978).
Four values from 1974 and three from 1975 are also included (data from
Gustafsson, 1978 and 1981, and also unpublished data from the Swedish
Geological Survey). The interval 3-24 TU, marked for a sampling site in the
southwestern part of the area, indicates that the tritium contents have varied
between these values in seven samples taken between 1970 and 1975.

The conclusions to be drawn from observations of enhanced tritium contents in the main
aquifer may be developed further at places where the local hydrogeological conditions are well
known. In certain zones, it is plausible that the high tritium values indicate that groundwater
withdrawals have led to a more rapid turn-over due to a stimulation of recharge from shallow
aquifers and surface waters.

5.3 Carbon-14

There are many processes which can affect the carbon budget of a groundwater. Consequently,
it is usually not a straight-forward and trivial task to interpret the results of carbon-14 analyses
of groundwater samples. Several attempts to overcome these problems have been made during
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the past thirty years and a number of possible correction procedures have been presented by
different authors.

Methods for carbon-14 corrections are usually applicable on either "closed-" or "open
system" conditions and in some cases also on mixed conditions, which is perhaps the most
realistic description of many real systems. In an open system with respect to CC>2(g), carbonate
dissolution occurs while the solution remains in contact with an abundant gaseous environment
of constant pCU2, such as the atmosphere. In contrast to this, the dissolution proceeds in the
absence of CO2(g) in a closed system. Consequently, the equilibrium pCC>2 of the groundwater
will decrease, when carbonic acid is consumed in this latter case.

The main aquifer of south westernmost Sweden can generally be characterized as a closed
system consisting of, or in close contact with limestone. According to Fontes (1985), the
correction methods presented in Pearson & Hanshaw (1970) and in Fontes & Gamier (1979)
should be the most suitable ones in this type of situation. The two methods give similar results
for most samples collected in the area of investigation. 14C activities estimated by the method of
Fontes & Gamier with feasible input parameters are presented in figure 13. A few values from
wells penetrating deep into the limestone and with very high carbon-13 contents have been
calculated by the correction process outlined by Wigley, Plummer & Pearson (1978). More
information on the input values for these figures, as well as some alternative results, are
presented in Barmen (1992).

Some of the sampled wells penetrate deep into the limestone of the main reservoir and show
high contents of 13C. These features may indicate that incongruent dissolution and
reprecipitation of calcite occur in very slowly circulating groundwater. In such a situation the
correction procedure presented by Wigley, Plummer & Pearson (1978) would be adequate and
a slightly simplified version of it has been applied to the samples here. To estimate the effects of
incongruent dissolution and reprecipitation better, more detailed geochetnical information on the
groundwater system being studied is needed. If the influence of such processes is substantial,
many of the corrected 14C activities presented in figure 13 are likely to be too low.

The effect of fractionation on the isotopic composition of the CO2 in the soil and the carbon
dissolved in the groundwater has probably not reached equilibrium in the water recharging the
main aquifer, according to general descriptions by Pearson & Hanshaw (1970). As a
consequence, the activities obtained by the method of Fontes & Gamier (1979) and presented in
figure 13 may be slightly too low.

Finally, another few words of caution. The increased exploitation of the main aquifer in
southwestern Sweden over the past century has in general changed the direction of flow
through the aquitardeous layers. Therefore, the groundwater extracted may first have been
moving slowly upwards for a very long time and then increased withdrawal has caused a
principally downward migration towards an exploitation well. This means that the measured
14C activities in the sampled groundwaters do not reflect today's hydrogeological situation. The
activities are lower and the estimated "ages" are older than they would have been had they
represented the actual average circulation times of the main aquifer. This problem is most severe
for the interpretation of radioisotopes with relatively long half-lives, a point which has been
well described by Geyh & Backhaus (1978) and Sudicky & Frind (1981).

These authors also treat the related difficulty that water with very low 14C activities in
stagnant groundwater bodies may diffuse into a relatively young groundwater. Such relatively
old water might reside in the smallest pores or fissures of the clay tills and limestones. Thereby,
the groundwater velocities will seem to be lower than what could be assumed from the
hydrodynamic conditions and the kinematic porosity.

However, these problems should not affect the comparisons between the corrected,
measured 14C activities and the simulated ones discussed in the following. The simulations of
the transient evolution of the flow and transport phenomena will start by calculating a steady-
state situation in 1840, prior to any exploitation of the main reservoir. Furthermore, the
simulations should use property sets with porosities higher than normally estimated as being
kinematic ones, to compensate for diffusion effects from groundwater residing in the smallest
pores and fissures of the clay tills and limestones of the area being studied.

189



5.4 General results from the isotopic investigations

Very shallow aquifers are likely to have short, mean turn-over times, perhaps of a few years,
and contain recently recharged water. The average circulation times in aquifers in imer-morainic
sediments are estimated to be somewhat longer, of the order of a few hundred years.

The groundwaters in the main aquifer in the upper part of the limestone outside the Alnarp
valley and in the Alnarp sediments usually seem to have a much lower rate of renewal. Mean
turn-over times range from more than 40 years, estimated from tritium measurements, to 500 -
2500 years, according to corrected carbon-14 activity. Nevertheless, in coastal zones, along the
northeastern boundary and also in a few other localities in the area being investigated, where the
Quaternary deposits are relatively thin and permeable, recently recharged groundwaters have
been detected in the major aquifer. These high contents of radioisotopes may indicate that
groundwater withdrawals have led to a more rapid turn-over due to a stimulation of recharge
from shallow aquifers and surface waters and that the risk of pollution of the main aquifer has
increased. Conclusions based on data from locations where the hydrogeological conditions are
better known could obviously be further elaborated.

Groundwater sampled in deep wells, penetrating at least several tens of metres of the Danian
limestone, often seem to represent reservoirs with very long circulation times. The chemical
contents are high and the concentration of radioisotopes is very low. Estimates based on 14C
activity indicate average turn-over times of 4000 -12000 years. Moreover, two samples from
this type of reservoir below the Alnarp valley have very low contents of 2H and 18O (see figure
5). This feature indicates that these groundwaters, at least partly, have been recharged during a
period with generally colder climate. The number of observations is too small and the
interpretation tools are not accurate enough to make these observations convincing.
Nevertheless, one can speculate whether groundwater influenced by recharge during the final
stage of the latest glaciation might have been retained in hydrogeological "pockets" within the
main aquifer.

The contrasts between the 2H and 18Q concentrations in the groundwater from different
parts of the aquifer system are too small to be suitable for the following regional transport
modelling. There is not even an indication of an admixture of sea-water, rich in these stable
isotopes, in groundwater from wells situated close to the coasts.

As regards tritium, there are significant contrasts between the different parts of the
investigated groundwater system. However, the contrasts within large areas of the main aquifer
are small. Due to the short half-life of tritium and to the usually, long mean turn-over time of
this aquifer, most samples from it show very low contents of tritium. This may reduce the
possibilities of drawing reliable conclusions from a comparison with the results of the transport
modelling. Furthermore, it would be very valuable to collect samples for tritium analysis from
several different levels within the aquitardeous layers. Such results could probably elucidate the
recharge processes in the main aquifer.

Finally, it has been emphasized that it is not a trivial task to interpret 14C contents from a
system including limestones and clay tills comparatively rich in lime. In spite of the many
uncertainties related to such an interpretation, contrasts in the concentrations of the same type as
for tritium may be detected. Using both of these radioisotopes in comparisons with the
subsequent isotope transport modelling is probably the best way to benefit from the results of
isotope investigations.

6. GROUNDWATER FLOW MODELLING

The computer code NEWSAM is founded on a classical phenomenological, macroscopic
description of groundwater flow through porous media. It is assumed that the flow within an
aquifer takes place only in a quasi-horizontal plane, and that water passes aquitards only in the
perpendicular direction. With this approximation one can avoid treating a real three-dimensional
flow problem, which is a much more laborious task. NEWSAM may be used to obtain an
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approximate solution by means of finite difference techniques. The code utilises nested squares
of variable size for the subdivision of the area of interest into discrete cells. The mean value of
the hydraulic head is calculated for each cell or mesh and for each time step considered. For a
given distribution of aquifer properties and defined initial and boundary conditions, there exists
only one solution to the flow equation above. The reader is referred to Ledoux (1986a and b)
and Marsily, Ledoux, Levassor, Poitrinal & Salem (1978) for a more detailed description of the
principles behind the finite difference computer code NEWSAM.

6.1 Subdivision into layers and discrete meshes

The major aquifer of the studied hydrogeological system is confined and situated in the upper
part of the limestone bed-rock and in the Alnarp sediments. This groundwater aquifer is in
general separated from surface water and local, shallow aquifers by thick layers of till, which
function as aquitards. The shallow reservoirs are represented by layer no. 1 of the model, while
the bottom layer, no. 2 of the model, corresponds to the main aquifer. The elements of layer no.
2 are assigned leakage coefficients, which govern the vertical exchange of water between the
two strata. In this manner the variable thickness and vertical hydraulic conductivity of the
almost impervious clayey tills and clay tills are taken into account.

The two superposed layers of the model have been subdivided into meshes of up to four
different sizes. In general, the small mesh sizes have been used in zones where the available
information is relatively dense and/or where it is of particular interest to obtain comparatively
detailed and reliable results from the model calculations. The big meshes, on the other hand,
have chiefly been positioned in zones where the existing hydrogeological data are relatively
scarce and/or where it is less important to obtain detailed results from the model calculations.

As regards the bottom stratum, the grid-net has been designed with the situations of wells
with big groundwater withdrawals and wells with long piezometric records as a basis. In the
first case, big piezometric gradients in the vicinity of the pumped wells motivate small elements.
In the second case, the meshes have to be small to make possible relatively reliable comparisons
between the measured piezometric levels and those derived from the model. Areas without the
above types of wells are subdivided into big meshes (see figure 7).

6.2 Assumptions and boundary conditions

Average values of transmissivity, the leakage coefficient and storage coefficient concerning each
mesh in the model are required for the numerical calculations. In addition, an estimate of the
real, mean piezometric level of each mesh and for each time step considered is necessary for
comparison with the corresponding, calculated values and to make possible the calibration of
the flow model. However, the number of measurements of hydrogeological properties and
variables of state is very small compared to the number of elements in the model. Therefore, it
is necessary to make considerable assumptions and approximations so as to be able to estimate
the mentioned input data for each mesh. A general problem is that the size and complexity of the
hydrogeological system demands a dense subdivision of the model into small elements, while
the existing density of observations is not sufficient to permit such a high mesh frequency.

The estimations of input data for each mesh have mainly been done by hand in a somewhat
subjective manner. As the measurements of hydrogeological properties are relatively few, the
estimates have been based on qualitative hydrogeological information, mainly derived from
Gustafsson (1972, 1978,1981 and 1986). Another major source of information are the almost
3000 drilling records of wells in southwestern Scania, which are stored in the Well Archives of
the Swedish Geological Survey. They usually comprise a fairly good description of the
geological stratification along the bore-holes. Piezometric observations and results from well
capacity tests are also often included. Assisted by this additional information all meshes of the
model have been assigned tentative and approximate, but hydrogeologically reasonable values
of transmissivity, leakage coefficient, storage coefficient and initial piezometry. The
assessments of the boundary conditions have been made in a corresponding way.
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Figure 7: Subdivision of the bottom layer into 1238 meshes of four sizes. This stratum
of the numerical groundwater flow model represents the main aquifer in the
area of interest.

Another simplification in the model is that no seasonal variations of, for instance, pumping
rates, infiltration and piezometric levels are taken into consideration. Only annual averages have
been judged as relevant for this investigation, which mainly considers long-term
hydrogeological processes on a regional scale. In addition, detailed information about seasonal
variations is available only for a limited number of places and variables over relatively short
periods.

As will be discussed below, the recharge processes are highly simplified in this model. The
piezometric level of the uppermost layer is regarded as constant with time. Therefore, apart
from the leakage coefficients, it is only the difference between this constant value and the
calculated piezometric level of the main aquifer, which determine the amount of recharge to the
bottom layer of the model.

Interactions between surface water and groundwater is almost neglected in the flow model.
Nevertheless, the piezometric levels are prescribed where there are lakes and rivers.

It should also be mentioned that the bottom layer of the model does not have any hydraulic
contact with reservoirs situated below it. In reality, a certain groundwater exchange of this type
may take place, in particular along fissured fault zones. The reservoirs situated at great depths
have been neglected, as their global influence on the system of interest is most likely relatively
small. Moreover, there is hardly any information available on their hydraulic properties and
hydrogeological status.

One of the major boundary conditions of the groundwater flow model is that the water table
of the upper layer is prescribed in each mesh. The piezometric level of this layer varies spatially
but it is regarded as stationary. The average ground surface level of every element has been
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approximated by means of the topographical maps on the scale 1:50000. The mean piezometric
level has been determined somewhat subjectively to be located 1 - 6 m below the ground surface
level of the mesh. No horizontal flow occurs in the local phreatic aquifers due to the completely
prescribed piezometry of the upper layer.

In fact, the main purpose of layer no. 1 of the model is to simulate the recharge of the
principal aquifer. If the hydraulic head on the bottom stratum is situated below the water table in
a certain place there will be a downward vertical flow in the model, that is, recharge. The
prescription of the piezometric levels of the upper stratum means that a mesh of layer no. 1 will
be supplied with water from "outside" until flow and mass balance is obtained within the whole
system of meshes. If the hydraulic head on the bottom stratum is situated above the prescribed
water table in a certain position, groundwater will be transported upwards and leave the model
from the upper layer in the same manner. The magnitude of the recharge or discharge will be
proportional to the vertical piezometric gradient and also to the leakage coefficient representing
the aquitardeous layers between the two strata of the model.
While the piezometric levels of all the meshes of the upper layer are prescribed, there are no
meshes with completely prescribed piezometric head in the bottom layer. The northeastern limit
of the bottom layer is defined as a boundary where no horizontal groundwater flow may pass
the border. However, the area on and along the Romeleâs hörst is a preferred zone of
infiltration and recharge. The hydrogeological situation along this border, with a relatively big
vertical inflow to the main aquifer, is reproduced by the model by means of a high elevation of
the prescribed piezometric levels of layer no. 1. In addition, the meshes at the boundary are
assigned big leakage coefficients to take into account the fact that the aquitardeous layers are
comparatively thin and permeable there.

6.3 Results from groundwater flow modelling

Boundary conditions with prescribed piezometric levels and drainage meshes in accordance
with the previous description have been applied in the following. Furthermore, the storage
coefficients of the main aquifer were assumed to be uniform and equal to 5 • 10-4 in the
transient simulations. After various tests, an initial time-step of 168 hours has been found to
give a satisfactory convergence of the non-stationary numerical calculations. The time-step has
been increased progressively by the square root of two in the calculations for each period -
normally a year.

After some adjustments of the estimated tentative transmissivities and leakage coefficients,
the resulting distribution of values was assumed to represent the real groundwater system
relatively well, as a fairly good correspondence between model-derived and observed
steady-state and transient piezometric values was obtained in most parts of the area of the
investigation, as can be seen in figures 8 and 9. The difference between calculated and observed
values is usually less than two metres in these figures. However, as mentioned earlier, several
different distributions of transmissivities and leakage coefficients could probably have led to an
acceptable piezometric fit, due to the complexity of the modelled system and the relatively small
number of observations. Nevertheless, the alternating calibration procedure considering
steady-state as well as transient conditions, significantly limits the number of adjusted
combinations possible.

It is also interesting to compare the piezometric map representing steady-state conditions in
1970 derived from the model, with the corresponding one obtained after a transient simulation
of the piezometric evolution 1840-1970. The two maps are very similar, which strengthens the
conclusion that the groundwater flow model is fairly well adjusted.

Another way to try to verify the results of the flow model is to compare the different
components of the water balance of the groundwater system with the corresponding estimates.
However, these estimates are relatively rough and it is therefore not possible to make a very
accurate verification. Nevertheless, the figures presented in table I indicate that the adjusted
groundwater flow model gives reasonable results and also that the results from steady-state and
transient simulations are similar. The modelled outflows into the sea are perhaps slightly too
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small, while the modelled inflows at the northeastern boundary seem to be slightly too big. This
type of flow result can also be used to illustrate how the overall inflow-outflow pattern and
magnitude have changed over the past century.

Figure 8: Piezometric map of the main aquifer, corresponding to the situation in 1970.
The dashed lines with figures in italics show the results obtained by
steady-state calculations with the adjusted groundwaterflow model. They are
compared to the piezometric map based on observations (continuous lines).
All piezometric values are given in metres above sea-level. The calculated
piezometric curves are interrupted at the shore-line to make the presentation
clearer.
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Figure 9: Piezometric variations in some selected observation wells (thin lines)
compared with values obtained by transient model calculations (thick lines).
Measurements are marked as small filled squares.
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TABLE I
Calculated and estimated magnitudes of the different componenets of the water

balance concerning the main aquifer. All figures are given in Mm3/year.

Components of the
total water balance
of the main aquifer

Limhamn limestone quarry
Klagshamn limestone quarry
Outflow to the sea
Extraction from wells
Total outflows

Northeastern boundary
Net recharge elsewhere
Total inflows

Steady-state
model results
for 1970

1.2
0.3
5.3

26.8
33.6

8.0
25.6
33.6

Transient
model results
for 1970

1.2
0.3
5.4

26.8
33.7

7.9
25.8
33.7

Estimated
values

1.2 - 1.5
0.3
5-8
26.8

33.3 - 36.6

6 - 8
21-33
27-41

7. GROUNDWATER TRANSPORT MODELLING

According to the objectives of this work and the conclusions of section 5.4 our interest will be
focussed on the transport of the radioactive isotopes tritium and carbon-14 through a regional
groundwater system. It is reasonable to assume that commonly occurring concentrations of
tritium and carbon-14 neither change the density of the groundwater, nor modify the
groundwater flow. Consequently, the flow equation and the transport equation may be solved
one after the other and not with full interaction between the two phenomena.

In general, tritium is assumed not to be subject to any changes, exchanges, or reactions
during migration, other than radioactive decay. On the other hand, carbon-14 is known to be
influenced by several physical, geochemical, radiological and biological mechanisms. An
attempt to correct the measured 14C concentrations for these effects has been made as mentioned
in section 5.3.

Ala-Eddin & Magnusson (1991) have shown that in a hydrogeological environment like the
one of southwestern Scania, variations in the dispersivity have a relatively big influence on
solute transport on the local scale. However, the author's experience from preliminary tests
with the computer code METIS (Goblet, 1985) is that the sensitivity to variations in the
dispersivity is relatively small on a regional scale. Solute transport is more sensitive to
variations of such properties as hydraulic conductivity and porosity. Dispersivities are likely to
differ very much among the different geological materials in the area of interest Furthermore,
dispersion coefficients are very difficult to measure or estimate on a regional scale of tens of
kilometres. This is particularly true when the time span of interest covers more than 150 years
and the groundwater flow pattern has changed markedly during this period. As a consequence,
omitting explicitly dispersion from the transport equation will probably give a satisfactory
representation of the transport phenomena if our interest is focussed on the major characteristics
and behaviour of the regional hydrogeological system over the past century.
The simplifications mentioned will result in the following transport equation:

where
V
n
t
K

concentration, as mass of solute per unit volume of solution
Darcy velocity vector
porosity
time
radioactive decay constant
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According to this description, the transport of the dissolved substances will be in the same
direction and with the same velocity as the transport of the groundwater molecules, that is, via
advective transport. The isotopes will decrease by radioactive decay as they are transported.

The computer code used for the groundwater flow calculations may also be used for
simplified transport simulations. In principle, the code calculates solute transport in accordance
with the equation above, approximated by finite differences. Ledoux (1986b) argues that
NEWS AM gives a satisfactory representation of transport phenomena if the purpose is to study
regional hydrogeological characteristics. In general, it does not provide an accurate simulation
of the solute concentrations at every point of an aquifer system. Nevertheless, calculations with
this computer code may help to gain an understanding of the regional transport mechanisms. In
general, finite difference approximations of solute transport equations may cause a relatively
large numerical dispersion. Therefore, it should be emphasized once again that the results
presented in the following are to be regarded only as a first approximation of the regional solute
transport phenomena.

7 . 1 Subdivision into layers and discrete meshes

The subdivision used earlier has been extended to a somewhat more fully three-dimensional
representation in order to model the transport of isotopes through the groundwater system being
studied. The shallow reservoirs are represented by layer no. 1 of the model, in the same way as
in the previous sections, while the almost impervious clayey tills and clay tills are now modelled
as 14 strata, no. 2-15, each 5 metres thick. They are of various sizes to take into account the
variable total thicknesses of the aquitards in southwestern Scania. The bottom stratum, layer no.
16 of the model, represents the main aquifer. It is 30 metres thick, which corresponds to the
fissured, upper part of the limestone bed-rock and the sandy sediments at the bottom of the
Alnarp valley. The positions of some of the 16 layers are shown schematically in figure 10.

It must be emphasized that the model representation of the variable total thicknesses of the
aquitard layers is very much simplified and schematized. Only strata classified as clay, clay till
and clayey till from drill-hole records are taken into account, for the determination of the above-
mentioned number of layers. The transport through other geological materials situated within
and below these strata is assumed to occur instantaneously compared to the transport times
through the aquitard layers. This assumption is strengthened by the results of more detailed,
finite-element calculations executed by Ala-Eddin & Magnusson (1991) for a similar
environment. However, the dilution effects on the isotope concentrations of vertical transport
run the risk of being under-estimated, as the volume of "old" groundwater remaining in the
more coarse-grained layers is neglected by the model.

xWatertable

Semipermeabte

J
______ Aquifer

Figure 10: Schematic positions of the 16 layers of the numerical model of groundwater
flow and transport model.
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Leakage coefficients are assigned to all meshes of layers no. 2-16, regarding leakage from
or to the layer situated above. Their values have been chosen to give the same leakage through
the 14 aquitard layers as between the two aquifer layers used earlier. Furthermore, the
coefficients have been assumed to be equal in meshes overlying each other. Thus, vertical
variations in the leakage properties have not been modelled. However, zones with relatively thin
and/or permeable aquitardeous layers in the real geological environment have been represented
by few layers with big leakage coefficients in the numerical model.
In addition to the prescribed piezometric levels of the uppermost layer, also the isotopic
concentrations are prescribed when simulating transport. The tritium concentrations in the
meshes of the uppermost layer have been fixed at 18 TU before 1952. As regards the period
after 1952, the tritium concentrations of the uppermost layer have been set equal to the average
concentrations in precipitation as estimated in section 5.2. The carbon-14 concentrations in the
meshes of the uppermost layer have been fixed at 100 pmc in most of the simulations.

The simulations of isotope transport in the aquifer system of interest have been done under
more or less identical conditions as were applied in the groundwater flow simulations. In
general, the "adjusted" property set mentioned in section 6 has been used. A situation
corresponding to long-term steady-state conditions in 1840 has been estimated. The steady-state
calculations have been initialized with zero-concentrations of isotopes in all meshes except for
those of the uppermost layer. From the resulting situation the changes until 1988 have been
simulated by transient calculations. After 1952 the prescribed isotopic concentrations in the
uppermost layer have been changed annually.

7.2 Results from transport modelling

When simulating isotope concentrations in accordance with the equation given above, only the
porosity and the radioactive decay constant will be additional input properties compared to the
groundwater flow simulations. The latter is in general determined satisfactorily. On the other
hand, the porosity values of interest as regards isotope transport are usually much more difficult
to determine.

Most porosity measurements concern the total porosity. However, it is the kinematic
porosity which is often judged to be the most adequate for solute transport. Unfortunately, it is
more complicated to determine this porosity. For instance, it is plausible that the kinematic
porosity varies with the hydraulic gradient.
In principle, there is a big difference between the total porosity and what is usually assessed as
the kinematic porosity of clay till. The groundwater flow crosses this material relatively slowly.
Thus, there will probably be time for equilibration between the truly mobile water and those
water molecules, which are, for instance, fixed to the surfaces of geological material or are
stagnant in dead-end pores. Consequently, a much bigger fraction of the porosity than the
strictly kinematic one will probably be "effective" in the migration of substances. This latter
porosity value is believed to be the one which is most reasonable for use in simulations of
isotope transport.
On the whole, this discussion shows that it is very difficult to assign porosity values to the
meshes of the transport model. Therefore, the sensitivity of the model to variations in the
porosity has been investigated. Due to the lack of detailed information and also for simplicity,
the porosities have been assumed to be uniform within both the aquitards and the main aquifer.
Values within a comparatively wide interval have been tested in the simulations of isotope
transport in the area of interest

Moreover, the calculated tritium contents are close to 0 TU and the calculated carbon-14
contents are between 80 and 100 pmc at almost all sampling points. Therefore, plots of the
calculated isotope values against the observed ones give very little information (see Barmen,
1990).

Due to these difficulties, the results of the transport model will be presented mainly as maps
of the calculated tritium and carbon-14 distributions in the main aquifer for the selected years.
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The corresponding, observed values will also be shown for general comparison. The maps will
concern the years around 1971 and 1988, when the isotope measurements were comparatively
frequent (see figure 11 and 12).
The general patterns are very similar in the tritium distributions presented in figures 1 la-c. Both
the calculated and the measured values are enhanced in certain zones along the coasts and along
the northeastern boundary, where the aquitard layers are thin. The tritium values are also
relatively high here and there in the central areas. However, in the latter case the positions of the
high, measured and of the high, calculated concentrations, do not correspond very well. The
majority of both the measured and calculated values are much lower than 2 TU. Due to these
features, the figures do not make it possible to determine which of the sets of effective
porosities used, best correspond to reality. Nevertheless, results from simulations with other
sets of properties make it likely that effective porosities of 30% in the clay till and 15% in the
main aquifer are the smallest ones which would result in relatively reasonable simulated tritium

TRITIUM CONTENTS
CALCULATED
§ >10 TU
S 3-10 TU
D <3 TU
OBSERVED
.4 contents in TU

+ «2 TU

Figure lia: Calculated and observed tritium contents in the main aquifer corresponding to
the situation in about 1971. The effective porosities in the calculations are
30% in the clay till and 15% in the main aquifer.
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Figure lib: Calculated and observed tritium contents in the main aquifer, corresponding
to the situation in about 1971. The effective porosities in the calculations are
30% in the clay till and 30% in the main aquifer.

concentrations. However, there are also some clear differences between the results presented in
figures lla-c. When any of the effective porosities is increased, the zones with enhanced,
calculated tritium contents in the main aquifer become smaller and less numerous.
The general patterns in figure 12 are very similar to those in figures 1 la-c. However, the zones
with enhanced, calculated tritium contents in the main aquifer have become larger and more
numerous in 1988. The smaller the porosities are, the stronger this tendency is.

Similar conclusions can be drawn from the results of simulations for the transport of carbon-
14 with varying effective porosities. Both calculated and measured isotope concentrations are
enhanced in certain zones along the coasts and along the northeastern boundary. Increased
effective porosities in the numerical model imply that the areas of the zones with high isotope
concentrations in the main aquifer decrease.
It is also difficult to determine which of the porosity sets used in the simulations result in the
best agreement with observations. The main reason for this problem is once again the small
number of measured isotope concentrations. In particular, there are hardly any measured 14C
values in the large areas southwest of the Alnarp valley with enhanced, calculated activities.
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Figure lie: Calculated and observed tritium contents in the main aquifer, corresponding
to the situation in about 1971. The effective porosities in the calculations are
50% in the clay till and 30% in the main aquifer.

These peculiarly high concentrations may at least partly be due to an overestimation of the
leakage coefficients and/or transmissivities in the numerical model.

On the other hand, the measured contents of 14C in the central part of the Alnarp valley are
much lower than any of the calculated values. Here it should be repeated that the measured
activities have been corrected for various dilution effects. These figures may thus be unreliable,
especially the very low ones. The reason for the discrepancy may also be that the leakage
coefficients and/or transmissivities are overestimated in this area.
There are very small differences between the simulation results concerning 14C activities in
1840 and in 1988. Figure 13 has its origin in a flow and transport situation before any
exploitation of the main reservoir had started in southwestern Scania. In other words, the low
isotope concentrations in large areas probably do not reflect the present circulation times in this
groundwater system.
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Figure 12: Calculated and observed tritium contents in the main aquifer, corresponding
to the situation in about 1988. The effective porosities in the calculations are
30% in the clay till and 15% in the main aquifer.

8. GENERAL CONCLUSIONS AND RECOMMENDATIONS

A major merit of this combination of isotope hydrogeology and regional flow and transport
modelling is that the isotope transport simulations help to demonstrate where zones particularly
vulnerable to pollution are situated. These locations are chiefly the result of hydrogeological
characteristics traditionally examined, but they are revealed by means of the transport model.
Subsequent, more detailed investigations can then be focussed primarily on these vulnerable
zones.

The groundwater flow and transport model applied can be updated progressively as results
of further investigations become available. The deterministic model can at any time be used to
judge the quantitative and qualitative effects of, for instance, increased groundwater extractions
or an inflow of a pollutant, on the basis of the present state of knowledge about the
groundwater system of interest.

There are also several difficulties concerning the detailed, quantitative interpretations of the
results, and these difficulties must be the focus of future work. Even if the aquifer system
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Figure 13: Calculated and observed carbon-14 contents in the main aquifer,
corresponding to the situation in about 1988. The effective porosities used in
the calculations are 50% in the clay till and 30% in the main aquifer.

studied here can be classified as unusually homogeneous and well-defined, the number of
isotope measurements is small compared to the extension of the system. Furthermore, the
calculated concentrations are similar over large areas. The concentrations observed in sampling
wells often represent mixtures of groundwaters from different depths and with different average
circulation times, while the calculated concentrations correspond to the average in an element of
the model at a certain level. Occasionally, the measured isotope contents may represent a smaller
portion of the groundwater reservoir than the calculated mean value for an entire element. Peak
concentrations will be smoothed out during the vertical transport due to the relatively rough
subdivision into layers. Therefore, it is at present not possible to verify or reject the results of
the flow model by a calibration of the isotope transport model.

Furthermore, the isotopic investigations included in this work can improve the general
estimations of the properties relevant to the flow and transport processes, but it is not possible
to make any reliable, detailed quantitative determinations. The contrasts between the 2H and i«O
concentrations in different parts of the aquifer system are too small to be suitable for transport
modelling. As regards 3H, there are significant contrasts between the different parts of the
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investigated groundwater system, but within large areas of the main reservoir the concentrations
are usually very small, due to a long, average, circulation time. The measured 14C values have
to undergo a substantial correction before they can be compared with the simulation results. In
spite of the many uncertainties related to such an interpretation, contrasts of the same type as for
tritium can be detected.

It is recommended that the combination of isotope hydrogeology with regional flow and
transport modelling should be developed further to improve the fundamental knowledge and the
investigation methods essential for maintaining a quantitatively and qualitatively safe, long-term
use of groundwater resources. Other modelling concepts and techniques and also other areas for
application should be tried.

In general, the applied combination of various investigation methods will result in a wider
understanding of the flow and transport conditions within a studied groundwater system. Zones
which seem to be particularly vulnerable to pollution or where a small amount of additional
information could improve the hydrogeological survey substantially, can easily be identified.
Detailed investigations with measurements and more accurate modelling should be conducted at
these locations. The information gained from the detailed studies should be used for
adjustments of the regional flow and transport model. The recalibrated regional model will serve
to detect other zones in which additional, detailed investigations should be carried out, etc. This
iterating procedure will gradually lead to improved knowledge about the groundwater system
studied.

The treatment and interpretation of the available data, concerning, among other things,
geological logs from drill-holes, groundwater hydraulics and hydrochemistry, have been
undertaken mainly without automatization. The spatial and temporal distributions have been
determined by hand and by means of simple statistical methods. It is recommended that data are
treated by more advanced methods, such as computerized kriging and factorial analysis, to
obtain a starting-point for the calibration of flow and transport models more swiftly. However,
the results of such operations have to be checked against qualitative information from
stratigraphie descriptions, drill-hole logs, local hydrogeological experience, etc.

Most samples from the main groundwater reservoir of southwestern Scania show very low
contents of tritium, reducing the possibility of drawing reliable conclusions from a comparison
with the results of the transport modelling. It would be very valuable to collect samples for
tritium analysis from several different levels between the shallow aquifers and the major aquifer
to better elucidate the vertical transport processes in this groundwater system.

It is also recommended that future research should be devoted to estimations of porosities
suitable for isotope transport simulations, in general as well as in southwestern Scania in
particular. The relationship between the isotope composition of precipitation and water
recharging the main aquifer must be studied further. Additional attempts to estimate the 14C
contents of the water recharging the main reservoir after all types of dilution mechanisms and
processes should also be carried out.
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Abstract

This work examined the hydrogeochemical evolution of Tucson basin groundwater, including isotope
hydrology, geochemistry and age determinations. Results of minéralogie investigation on basin fill constrain
water-rock geochemical reactions. Examination of 45 years of water quality data shows that groundwater mining
has affected water quality. Stable isotopes of carbon, oxygen, hydrogen, sulfur, and chlorine and radiocarbon,
tritium [1] and radon determinations [2] refine the interpretation of hydrogeochemical evolution of Tucson basin
groundwater as modelled with NETPATH [3]. Two distinct sampling periods, the first in 1965 [4] and the
second between 1984 and 1989, resulted in the determination of groundwater ages for water mined two decades
apart. Isotope hydrology and geochemical modelling suggest that much of the water presently mined from the
Tucson basin has a component recharged during the last 50 years. Increased sulfate concentrations suggest that
heavy pumping in the northeastern basin induced increased leakage from lower units. Results of geochemical
modelling indicate an average of 5 percent mountain-front recharge to the Ft. Lowell fm. along the northern
aquifer margin. An increase in dissolved solids along the basin margin implies that this component to recharge
has increased in the past decade.

The radiocarbon age of the basin groundwater was compared with the temporal movement of water as
modelled with MODFLOW and PATH3D [5]. In general, the hydrologie simulation agrees with both the
distribution of tritium and the exponentially modelled water age, as determined with bomb-derived radiocarbon,
for areas of the Tucson basin that contain water less than 50 years in age. Hydrologie modelling failed to predict
the antiquity of recently sampled water in the central basin but is similar to age determinations on waters
collected in 1965.

INTRODUCTION
Groundwater chemistry is determined by the initial chemistry of water entering a groundwater system

and subsequent chemical reactions with minerals comprising the aquifer materials. It is possible to model
chemical reactions (water-rock) that control the chemical composition of groundwater if the following are
known: A) basic knowledge of the hydrology of the aquifer system, B) initial chemistry of recharge waters,
C) knowledge of minerals most prevalent in the aquifer and D) chemical analyses of major and minor chemical
constituents in groundwater.

Tucson City, Pima County and Arizona State planning is based on estimates of population growth,
economic growth, national trends and other factors such as availability of an ample water supply. The
metropolitan Tucson area will continue to depend on ground water as a natural resource. The Central Arizona
Project (CAP) can supply up to an estimated 18 million m3 of Colorado river water to Tucson annually, but the
long-term master-plan for Tucson projects continuous growth, and consequently, the use of CAP water will only
be a stop-gap solution to the mining of Tucson basin groundwater.

The quantity of water recharged to the Tucson basin from infiltration of local precipitation has been
estimated at 6.3 million m3 per year [6]. The volume of water recharging the basin as leakage along the
mountain front has been estimated by Davidson [6] at 13,000 to 25,000 m3 per kilometer of perimeter per year.

Marra [7] applied the finite difference model MODFLOW to movement of groundwater in the Tucson
basin. Mathematical models are based on estimates of aquifer parameters and may not fully represent the actual
hydrology. This study of the hydrogeochemical evolution and isotope hydrology of Tucson basin groundwater is
used to validate our understanding of the movement of water in the subsurface independent of hydrologie
modelling.
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SIGNIFICANCE OF HYDROGEOCHEMICAL MODELLING
The Tucson basin is well studied with both hydrological and geochemical methods [6 - 57], yet a full

understanding of the temporal and spatial flow of water in the Tucson basin is not fully realized. This is due, in
part, to a high degree of large-scale inhomogeneity of the aquifer, chemistry of the water and boundary
conditions as well as severe anthropogenic impact on the hydraulic system.

Understanding the chemical evolution of groundwater requires identification of chemical reactions and
subsequent mass-transfer. Use of mass-balance calculations in conjunction with water-mineral equilibria
calculations allow identification of controlling geochemical reactions along a flow path. Knowledge of reactant
and product phases constrains geochemical reactions. Proposed mass-transfer reactions are examined to
determine which reaction path best predicts the mass of dissolving and precipitating phases occurring.

Isotope balances are used to validate mass-balance calculations. Isotopes are particularly well suited for
this problem because of the almost unique solutions required to reproduce the measured values. These isotopic
constraints can be applied to the mass-transfer models of Wigley et al. [58] and Plummer et al. [3] to calculate
the I3C/12C and 14C of the original water, place limits on the possible admixture and reactions along the flow path
and to accurately estimate of the age of the water.

PHYSIOGRAPHIC SETTING
The Tucson basin, southeastern Arizona, USA (Figure 1) is part of the Basin and Range geological

province of the southwestern United States [59]. It is a broad northwest trending alluvial valley. The basin is
bounded by mountains that range in elevation from 900 to 2800 meters (mean sea level, m.s.L). The elevation of
the basin floor ranges from 610m in the northwest to 1070m m.s.l. in the southeast. The entire Tucson basin
covers approximately 3600 km2.

The Tucson basin drains to the northwest. Major rivers consist of the Santa Cruz river, which flows
generally northward along the western edge of the basin; the Pantano river, which drains the eastern basin
mountain-front along the Rincon mountains and joins Tanque Verde creek and Rillito river which drains the
Catalina mountains along the northern basin edge (figure 1). All major drainage features are currently
intermittent but may have been perennial during the Holocene [60,61],

Recharge to the basin occurs mainly as leakage through riverbeds (figure 2). Additional recharge to the
groundwater system occurs as recharge along the mountain-front. These components of recharge flow toward the
basin center. Water leaves the aquifer system through evapotranspiration, flow out of the basin to the northeast
and by mining of groundwater. Mining of groundwater is defined here as an excess of water removed over
water recharged resulting in a net loss of water in the aquifer.

Modern precipitation consists of 2 major rainfall patterns. Winter rainfall arrives as frontal storms that
pass eastward over Arizona from October to May. Summer precipitation occurs as intense local convective
"monsoon" storms that form as moist air moves into Arizona from Mexico. Periodically "cut-off" lows, intense
low pressure storms that form in the low latitudes of the pacific ocean, move across Arizona and bring
significant rainfall. The occurrence of these events may be related to the El Nino/Southern Oscillation (ENSO)
[62].

Rainfall average is 300 mm per year over the basin and as high as 650 mm of rain and snow (water
equivalent) on the surrounding mountains [63,64]. The potential evaporation, ca. 2000 mm per year [19,45],
currently far exceeds precipitation in the basin.

Metropolitan Tucson lies within the north-central one third of the basin. Tucson's population is
continuously growing (Table 1) and is expected to exceed 1.5 million by the year 2025 [46-49]. Tucson
presently depends on groundwater as a water supply. Groundwater mining has resulted in water table declines
exceeding 50 meters in some portions of the Tucson basin. As the aquifer is dewatered, there is the potential for
basin subsidence [50]. The arrival of CAP water can offset groundwater mining but will not provide all of the
water resources needed.

The Tucson Water Resources Plan [17] calls for a decrease in groundwater withdrawals from 123
million m3 in 1991 to approximately 18 million m3 in 1995. With population growth, groundwater mining will
increase to 56 million m3 per year by the year 2030. Fifty percent of Tucson's water needs are expected to be
met by CAP water. Non-potable effluent is presently used for irrigation of parks and golf courses to offset water
demands. Effluent is presently recharged to the groundwater system and, with recharged CAP water, is expected
to be recovered, treated and used as drinking water before 2050. These plans have been made without detailed
evaluation of the fate of recharged water or the temporal movement of water in the Tucson basin aquifer system.
Results of this study should be used to consider the fate and reclaimation of recharged water.

GEOLOGY AND HYDROGEOLOGY
The basin consists of Oligocène to Pleistocene age alluvium [65-69] deposited in the deep grabens

produced from high-angle normal faulting during Basin-and-Range crustal extension (figure 2). The most
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centrally-located grabens within the Tucson basin extend to over 3000 meters depth below land surface. The
location of these graben faults as mapped by Anderson [68] are in figure 3.

The lowest unit of Tucson basin sediments is the Pantano formation [66]. This formation is
consolidated and contains few clasts of Catalina gneiss suggesting that the uplift of the Catalina and Rincon core
complexes is post-Oligocene [65]. It is interbedded with volcanic flows which have potassium-argon dates
ranging from 31.4 to 24.9 million years (m.y.) [67]. The Pantano fm. outcrops on the periphery of the basin as
up-thrown blocks of the Basin-and-Range faulting.

Santa Catalina, Tanque Verde
and Rincon Mountains

Figure 1. Geographical location of study area
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Figure 2. Idealized hydrologie system of Tucson basin and cross-section of aquifer system

Table 1. Projected population for the Tucson Metropolitan Area after
Arizona Department of Economic Security, December 1981

Year

2000

2010

2020

2030

2040

2050

Population Projection [46]
Low Growth - High Growth

829,000 - 851,600

1,019,700- 1,101,000

1,176,000- 1,316,600

1,318,600 - 1,624,100

1,433,600 - 1,891,700

1,525,600 - 2,146,060

Projected Water [46]
Use (millions m3)

183.3 - 1883

225.5 - 243.5

2600-301.1

291 6 - 359.1

317.0-418.3

337.4 - 474.6
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Catalina and Rincon Mountains
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Figure 3. Estimated location of graben faults in the Tucson basin and east-to-west cross section

The central units of sediments, the Tinaja beds [18,68], are Miocene to Pliocene in age and range from
100 meters thickness along the basin perimeter to 600 meters thickness in the basin center. The sediments
comprising these units include clasts from the Tucson Mountain volcanic and the Catalina and Rincon
metamorphic core complexes interbedded with clay-rich anhydrite/gypsum beds. Andersen [68] subdivided the
Tinaja fm. into three unconformable units, the upper Tinaja, middle Tinaja and lower Tinaja beds. Some
production wells penetrate the upper Tinaja fm. but few penetrate the middle and lower units.

Most wells in the Tucson basin draw water from the upper geologic unit, the Ft. Lowell fm., which
unconformally overlies the upper Tinaja beds [68]. The Ft. Lowell fm. was deposited during the early to mid-
Pleistocene. Sediments of the Ft. Lowell fm. range between 60 and 125 meters thick and consist of gravel to
clayey silt. Overlaying the Ft. Lowell fm. is a veneer of Pleistocene and Holocene alluvial sediments which are
generally above the water table. These deposits are typically very coarse sand and gravel and therefore can
allow significant recharge along the intermittent rivers.

Rogers [25] reported the hydraulic conductivities of the Middle and Upper Tinaja beds at between 0.3
and 10 m/d while transmissivity ranges between 16 and 1500 m2/d. The average saturated thickness of the Ft.
Lowell fm. is 30m. The reported hydraulic conductivity of this formation ranges between 0.3 and 60 m/d [25,7]
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with traiismissivities between 270 and 15,500 m2/d. Regions of high transmissivity and "shoestring" aquifers act
as recharge conduits of mountain-front recharge water [9] and are hypothesized here as paleo-alluvial channels
and fans from the streams and rivers that drain the surrounding mountains. Figure 4 shows the percent clay for
the Tinaja and Ft. Lowell fms. respectively (after Anderson [68]). It is envisioned that during the closed-basin
formation of the Tinaja beds, a series of alluvial fans stretched across the northern basin (Agua Caliente, Tanque
Verde, Bear Canyon, Sabino Canyon and Ventana Canyon) depositing sediments of high transmissivity. This
trend can also be seen in the Ft. Lowell fm. which contains very little clay at the pediment-basin interface,

Tucson Basin Groundwater Study
The University of Arizona

Catalina and Rincon Mountains
N
A

Tucson Basin Groundwater Study
The University of Arizona

Catalina and Rincon Mountains
TV
A

>80
60-80
40-60
20-40
<20

Figure 4. Percent clay in Tinaja (lower confined) and Ft. Lowell (upper unconfined) aquifers
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suggesting a high-energy depositional environment. The hydrogeology and hydrogeochemistry suggest that water
presently recharging and flowing in these zones of higher transmissivity travel at greater velocity than in regions
of lower transmissivity. This boundary must be taken into consideration when choosing the flow path for
geochemical reactions. Mixing of older with younger waters should be considered along these boundaries.

Figures 5 shows the head distribution in the Tucson basin for the years 1940 and 1988 respectively.
The effect of pumping can be seen in the west-central portion of the basin where hydrologie head has lowered
significantly in the last 50 years of population growth and expansion of water mining. This extensive

Tucson Basin Groundwater Study
The University of Arizona

Catalina and Rincon Mountains
N
A

Tucson Basin Groundwater Study
The University of Arizona

Catalina and Rincon Mountains
N
A

Figure 5. Potentiometric surface of unconfined aquifer during 1940 and 1988
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perturbation of the natural groundwater system increases the complexity of groundwater resource analysis by both
hydro-geological and hydrogeochemical methods. However, this strong transient state also provides the
opportunity to examine changes in the hydrogeology and hydrogeochemistry of the system as it accentuates
changes in recharge sources, mixing and the groundwater flow characteristics near transmissivity boundaries.

ISOTOPIC COMPOSITION OF BASIN PRECIPITATION
The stable isotopic composition of water can be used for identification of different sources of water [70-

87]. Samples of most precipitation events in Tucson have been collected by A. Long and R. Kaiin during the
time period 1981 until present. The majority of these samples were analyzed for stable oxygen and hydrogen
isotopes [88-94] through the combined efforts of many individuals, most notably Christopher Eastoe. The
number of samples represented in this data set are far greater than those in the work of Simpson et al. [33], but
the same basic interpretation of the seasonality of recharge applies.

Figure 6 plots the summer (May through October) precipitation events and winter (November through
April) respectively. The average 8D values of these samples are -58%c SMOW for winter and -38%o SMOW for
summer. These values are close to the values of -61%o and -42%c reported by Simpson et al.. [33] in 1970.
Oxygen and hydrogen isotopic information defines local meteoric water lines for winter and summer
precipitation.

Figure 7 plots the d-parameter [95] of these samples against the rainfall amount. A value of d = 10
indicates a sample population that lies on the globally averaged meteoric water line. A d-parameter greater than
10 may indicate, among other effects, a source of precipitation that originated as a solid precipitate (snowfall).
Values of d less than 10 indicate local/regional evaporative processes acting upon the precipitation. The sources
of moisture for the Tucson basin are winter cyclonic storms that are expected to produce precipitation with d-
parameters equal to or greater than 10, and for the summer, local convective storms that are expected to produce
precipitation with d-parameters less than 10. The average d-parameter for summer rainfall is 4.98 and for
winter rainfall is 11.14. These results confirm the hypothesized range of values. The coefficient of fit (r2) for
both graphs suggest no relationship of d-parameter with precipitation amount.

ISOTOPIC COMPOSITION OF MOUNTAIN PRECIPITATION
Summer and winter precipitation samples from the Santa Catalina mountains are plotted in figure 8.

The values measured in this study compare favorably with those of Simpson et al. [33 ]. The summer mountain
precipitation is similar to that at the basin floor with the exception that most of the mountain events lie near or
above the global meteoric water line. The average d-parameter (12.6 +/- 5.3) of summer rainfall on the
mountains is near the global average of 10. The apparent distribution of the d-parameter near the global average
suggests that moisture for summer convective storms does not undergo exchange with local evaporative moisture.
The discrepancy between the d-parameter of high elevation precipitation and the low d-parameter of rainfall on
the basin floor may reflect "below cloud" evaporative effects that occur as raindrops evaporate during their travel
to the basin floor. This distribution may also reflect the sparse nature of rainfall events collected on the
mountains. The winter precipitation is isotopically lighter than summer precipitation and has an average d-
parameter (24.0 +/- 4.4) above the global meteoric average, consistent with the source of moisture.

The seasonality of the sources of precipitation, and the effect of the El Nino - Southern Oscillation
Index SOI on regional precipitation patterns [62] prompted an investigation of seasonal differences reflected in
the stable isotopic composition of rainfall. Figure 9 shows a spline-fit to the 5D of the monthly averaged
precipitation, and the monthly average values for ÔD, 818O and d-parameter. An annual cycle in the data shows
the effect of differing sources of moisture. Figure 10 shows the frequency distributions of the oxygen and
hydrogen stable isotopic compositions of rainfall events. The distribution of values suggest 4 different
precipitation patterns for the rainfall events. Pattern 1 is cyclonic storms that originate in the North Pacific and
are swept across Arizona by the jet stream. Months that represent this pattern are October, November, February,
March, April, and possibly May. The isotopic composition of these events is characterized by light isotopic
values and an average d-parameter near 10.

Precipitation pattern 2 is dominated by "cut-off" low pressure systems that originate in the low latitudes
of the Pacific and move across Arizona from the southwest. These storms generally occur during the months of
December and January. Figure 9 shows distinct differences for precipitation during these months. The average
8D and 818O are heavier and the d-parameter for this pattern averages 7.5.

Pattern 3 is from local convective systems that begin to appear in June and are fully represented during
the months of July, August and September. The SD and o'8O are isotopically heavier and the average d-
parameter, 4.98, is lower than other precipitation. The source of this moisture is the lower latitudes of the
Pacific and/or the Gulf of California.
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Pattern 4 is represented as a series of precipitation events during the summer months that are
isotopically lighter than most summer convective events. These events also have d-parameters near and above
10. The isotopic signature of this pattern is similar to the precipitation events of pattern 1. The source of
moisture for these events is cyclonic storms that move across Arizona during the summer months.
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ISOTOPIC COMPOSITION OF RIVER WATER
River water samples were aperiodically collected from major rivers in the Tucson basin. The results of

these samples are plotted in figure 11. The findings of this study are similar to those of Simpson et al. [33] for
the Rilhto River system that drains the Santa Catalina, Tanque Verde and Rincon mountains along the eastern
and northern boundary of the basin. Winter precipitation and snow on the mountains provide most of the water
sampled from the Rillito River and its tributaries. The result is isotopically light waters with an average d-
parameter slightly above the global meteoric water line. The Santa Cruz River samples are significantly more
enriched in heavy isotopes than those of the Rillito, and have an average d-parameter below the global meteoric
line. This suggests that summer rainfall and precipitation from lower elevations comprise the greater proportion
of water sampled from the Santa Cruz River. Infiltration through river bottoms is the primary mechanism of
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recharge to the Tucson basin aquifer. From these data, the stable isotopic composition of groundwater recharged
along the Rillito River and its tributaries is expected to average 518O = -9.2 and OD= -64, and for groundwater
that recharged along the Santa Cruz River, 5180 = -8.6 and ÔD = -56.

STABLE ISOTOPES OF OXYGEN AND HYDROGEN IN GROUNDWATER
Simpson et al. [33] reported 8D values of groundwater samples in the Tucson basin and concluded that

most recharge to the system was from winter precipitation. An additional 142 samples of Tucson basin
groundwater were analyzed for this study. Figure 11 also shows a plot of 818O vs ÔD of groundwater along
with the global meteoric water line. Figure 12 shows the distributions of oI8O and SD in the basin groundwater.
The isotopic composition of groundwater is in general agreement with the mean isotopic signatures of River
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Figure 12. Spatial distribution of ÔD and 518O in Tucson basin groundwater
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waters recharging the basin. Isotopic values are heaviest along the lower Santa Cruz River, 518O = -8.0 and
OD= -57, where summer precipitation and precipitation from lower elevations dominate recharge. Some distinct
zones of groundwater are isotopically lighter than River waters. These zones either represent a relatively large
proportion of mountain-front recharge (high elevation mountain precipitation) or represent paleowaters. Only
samples used for determining the geochemical evolution of groundwater are plotted. The least-squares line
calculated through these points is similar to the local meteoric water line of all precipitation events analyzed.

Figure 13 plots of the frequency and cumulative frequency of these values. The distributions imply that
for most wells sampled, recharge is derived from winter precipitation. There is, however, a small group of
values indicative of summer precipitation or isotopically heavy "cut-off" low precipitation possibly related to
ENSO activity [62], These isotopically heavy values generally parallel the Santa Cruz River along the western
edge of the Tucson basin. The Santa Cruz River has a large drainage system that extends into Mexico. It is
plausible that summer rainfall does not greatly contribute to recharge of the basin groundwater system, but rather
large-scale ENSO related storm events during October, November, and December produce significant recharge
during high flow in the Santa Cruz drainage system.
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RECHARGE ESTIMATES VIA TRITIUM
Figure 14 summarizes the results of Lindquist [1] and depicts the areal extent of detectable tritium in the

near-surface groundwater of the Tucson basin. Areas of the basin suspected of having modern water containing
detectable tritium, but for which we have no measurement, are represented with question marks in figure 14.
Tritium is a naturally-occurring radioactive isotope of hydrogen with a half-life of 12.42 years. The
concentration of naturally-produced tritium in precipitation prior to 1954 was estimated to be 5 to 24 tritium units
(TU) [118]. (1 TU is defined as 1 3H in 1018 H atoms) During the 1950's and early 1960's, thermonuclear
bomb testing injected tritium into the atmosphere. This "bomb pulse" increased tritium in Arizona precipitation
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Figure 14. Spatial distribution of tritium and 222Rn in Tucson basin groundwater

225



to levels as great as 4,400 TU. The average tritium concentration in Arizona precipitation for the period 1962-
1965 was 1140 TU [119]. During the period since the cessation of atmospheric thermonuclear testing, the
tritium concentration in precipitation has decreased due to radioactive decay and mixing in the hydrosphere. The
tritium concentration in southwestern North American precipitation for the period 1983 - 1988 averaged 10.6 +/-
3.8 TU [119]. Post-1954 recharge to groundwater can be distinguished from older waters by the presence of
measurable tritium.

Recharge rates were calculated from location of the post-1954 recharge front (samples containing
measurable quantities of tritium) [3] using the following equation:

R = V * W * T | * (b*Cm/Ci)
where R is the average annual recharge rate (m3/yr), V is the average linear flow velocity in the hypothetical
flow tube leading to the well (m/yr), W is the width of flow tube (m), r\ is the effective porosity of the aquifer
(0.30), b (m) is the thickness of the aquifer sampled along the flow tube (total saturated thickness sampled as a
results of perforations in the production well), Cm is the measured tritium concentration at the well and Q is the
40-year decay corrected average input concentration of tritium (24 TU) (table 2). Burkham [12] estimated
recharge rates (table 2) along the rivers in the Tucson basin using flow-duration curves that related infiltration
rates to recharge during the period 1936 to 1963. Anderson [8] developed an electrical-analog model of the
Tucson basin hydrologie system. Anderson's recharge estimates for the 1940 steady-state modelled period are in
table 2. Hadj-Kaddour [54] calculated recharge rates along the Rillito Creek through deconvolution of the well-
response function for 1960 data (table 2).

Table 2. Comparison of Recharge Rates from rivers in the Tucson basin Arizona

River Recharge

Study

Lindquist [1]

Burkham [5]

Anderson [1]

Hadj-Kaddour [61]

Average Recharge Rate ( x 106 m3 yfl km'1 )

Rillito
River

0.92

0.63

0.15

0.92- 1.9

Tanque Verde
River

0.69

0.33

0.14

-

Pantano Wash

0.84

0.18

0.11

-

RADON IN TUCSON BASIN GROUNDWATER
The results of 222Rn analyses [2] of basin groundwater are plotted in figure 14. The processes by which

222 Rn enters the groundwater from aquifer minerals are weathering, diffusion, indirect radioactive recoil and
direct radioactive recoil. The effect of these processes are referred to as the emanation power of a radium-
bearing mineral, defined by Tanner [120]. The relationship between the hydrogeology and radon concentrations
in groundwater has been documented [120-133]. Semprini [128] and Kalin [2] focused on the relationship
between radon concentration in groundwater and the hydrogeology of an alluvial aquifer. They concluded that
radon concentrations in groundwater are derived directly from aquifer minerals and that radon concentrations
increase with decreasing particle size of aquifer material. Fine grained sediments have greater surface area and
shorter pathways of radon to the groundwater. Therefore, fine grained sediments have an enhanced potential that
direct radioactive recoil will result in radon exiting the mineral and entering the groundwater. The spatial
variability of radon in Tucson basin groundwater is most likely controlled by differences in lithology. Lithologie
changes in the Tucson basin represent changes in the depositional environment, from high energy along the basin
edges to low energy in the central basin. Graben faults have up-thrown lower stratigraphie units along the
western and far eastern basin margins, and are suspected of producing very fine-grained fault breccia and gouge.

The interior well field of mid-Tucson represents background concentrations of 222Rn, ranging from 125
to 483 pCi/1. The anomalous 222Rn concentrations, approaching 2,000 pCi/1, along the western basin are
hypothesized by Kalin [2] to be due to changes in lithology associated with the Santa Cruz graben fault. These
results suggest that regional lithologie compositions control radon values. The chemical composition of
groundwater will be in-part controlled by the lithology of the aquifer system. Therefore, the chemical
composition of Tucson basin groundwater can be expected to change in the western basin.
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STABLE ISOTOPES OF SULFUR AND OXYGEN IN DISSOLVED SULFATE
The distribution of the measured 534S values is presented in figure 15. The results of these analyses

suggest multiple sources of sulfate in basin groundwater. The 634S values along the Rillito River show variable
mixing between SO4 sources. As the ground waters evolve down-gradient, geochemical reactions and admixture
of shallow water with water from deeper stratigraphie units progressively increase the 634S isotopic value.

An attempt was made to collect end-member sulfate phases from drill cutting archives, but during
drilling of production wells in the basin, the cuttings are washed and contaminated with drilling mud, yielding
samples of questionable value. The 034S values of the sulfate sources were estimated empirically using results
on dissolved sulfate. Figure 15 shows the results plotted as S34S vs 1/[SOJ. There are three hypothesized
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mechanisms that produce the distribution of data, 1) reactions of river water or mountain-front water (534S = 6
CDT estimated for both) with sulfate phases in basin minerals (534S = 13 estimated); 2) mixing of recharge
water (low sulfate 534S = 6 CDT) and mountain-front recharge water (high sulfate 834S = 6 CDT); and 3)
values between the previous trends due to mixing of the two water types, either intrawell or along flow paths.
The hypothesized values of 534S will be used when modelling the geochemical evolution using NETPATH.

Figure 15 also plots 534S vs 818O in dissolved sulfate for 6 groundwater samples. These waters were
selected based on the results of the 534S analyses. These samples represent 818O in sulfate values of the sulfate
mineral phases in the basin, recent recharge water to the basin, waters that may have anthropogenic sulfate and a
water sample which is a mixture of 634S end-members. The 018O of sulfate is directly correlated to 834S and
therefore, further study of the 518O in dissolved sulfate species may not enhance interpretation of the
geochemical evolution of basin groundwater. 018O values of sulfate may help in tracking potential
anthropogenic sources of sulfate for specific regions within the basin. Further study of this is warranted.

STABLE CHLORINE ISOTOPIC DATA
Six samples were collected for analysis of stable 637C1. Christopher Eastoe performed the analysis of

these samples at the University of Arizona, Laboratory of Isotope Geochemistry. The results of these samples
have an uncertainty of 0.09%o and have been published by Long et al. [134] without interpretation.

The average chloride concentration of the groundwater in the basin is low, <30 mg/1. The sources of Cl"
are initial meteoric chloride in recharge water, fluid inclusions in minerals, stratigraphically controlled evaporite
deposits and recharge of secondary treated effluent and CAP water. There is no compelling evidence that
suggests what source produces the small increase in chloride during the hydrogeochemical evolution in the
Tucson basin. If any halite existed in the Ft. Lowell fm., it has long since been dissolved. The selection of
samples, representing different sources of chloride, was based on the preliminary geochemical model of the basin
ground waters. Three samples were selected that represented post-bomb recharge waters. These waters all have
either meteoric chloride or anthropogenic sources of dissolved salts and are all positive with respect to the Sea
Water Standard defined as 0 permil 837C1. Three waters were selected and that represent waters in contact with
lower stratigraphie formations. All of these water samples have negative S37C1 values. Long et al. [134]
suggested that the isotopically light values for brines could potentially be used to identify leakage into potable
groundwater supplies. It is inferred that 837C1 of recently recharged meteoric or anthropogenically derived
chloride may be isotopically different from 837C1 of chloride in the mineral phases or deep, high TDS water.

Figure 16 shows a plot of S37C1 vs. 1/[CI] and S37C1 plotted against 034S. Given the uncertainty of +/-
0.09%o 837C1 for these measurements, it is hypothesized that the data represents only two sources of chlorine
isotopes, one isotopically heavier than sea water (meteoric or anthropogenically derived) and one isotopically
depleted with respect to sea water (lithological source). The results of figure 16 generally support this
hypothesis. The lighter values for 837C1 coincide with heavier values of 834S. 837C1 isotopic values may be
potentially useful when interpreting the geochemical evolution of groundwater in alluvial basins and the effects
of anthropogenic contamination, but due to the high cost of analysis and small difference in values between
chloride sources, other isotopic data should first be examined.

STABLE AND RADIOACTIVE CARBON ANALYSIS RESULTS
Over 100 analyses of 14C from various groundwater and unsaturated zone studies in the Tucson basin are

now available. The samples were collected and analyzed according to published methods [135-140].
The distributions of 813C and 14C in the basin are presented in figure 17. The results of the stable

carbon isotopic analyses of the DIG show the influence of active recharge/carbonate dissolution zones along the
Rillito River system. As water moves down-gradient, the stable carbon isotopic value of groundwater approaches
an average value between -10 and -11 permil PDB. This is due to reactions between recharge water and the
carbonate and dissolved CO2 phases in the recharge zone. Concentrations of dissolved organic carbon (DOC) in
Tucson basin groundwater range between 0 and 7 mg/1. The influence of oxidation of DOC on 14C and 813C
values of DIG is estimated when modelling with NETPATH, but DOC has little effect due to the small mass-
balance of carbon from this source in down-gradient wells. Further study of DOC in Tucson basin groundwater
is needed. The distribution of radiocarbon in DIG is, in-part due to dilution with depleted carbon through
reactions with carbonate phases and, in-part to radioactive decay of 14C.

Constraint of end-member carbon phases is crucial for reconciliation of both radiocarbon and stable
carbon isotopes during geochemical modelling of groundwater. Table 3 summarizes radiocarbon and stable
carbon isotopic results on solid and gas phase carbon. The data are results of unpublished carbonate analyses
from samples collected in recharge zones throughout southern Arizona. The average value of the 813C in
recharge zone carbonates was -4.5 +/- 1.0 %0. There is a large range of values in the'4C content of carbonates
from recharge zones. This study assumes a conservative estimate of 10 percent Modern Carbon (pMC), 1950
atmosphere = 100.0 pMC, for carbonates in regions in the Tucson basin where rapid groundwater velocities and
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geochemical evolution under open conditions exist. A value of 5 pMC was assigned to the carbonate phase in
regions of the Tucson basin where groundwater ages are suspected to be less than 100 years and for where the
movement of water parallels the recharge zone. Measured values of carbonate phases from well cuttings in the
central basin have an average of -2.5%o 513C and 1 pMC.

MINERALOGY OF BASIN SEDIMENTS
In an attempt to constrain controlling hydrogeochemical reactions in the Tucson basin groundwater the

author reviewed the literature [4, 18, 21, 65-69, 142-157] and performed experimental analysis on basin fill
sediments using X-ray diffraction, X-ray fluorescence, microscopic and pétrographie analysis. Quartz,
plagioclase, calcite, orthoclase, muscovite, biotite, chlorite, and clay are the dominant minerals in the bulk
fraction. Garnet, epidote, pyroxenes and amphiboles were detected in some samples and x-ray florescence data
suggested the presence of apatite, ilmenite and dolomite in some samples. Minerals identified in thin section are
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plagioclase, biotite, quartz, and calcite. Microscopic investigation of sand-size grains shows the presence of
quartz, plagioclase, ferrihydroxides, orthoclase, chlorite, ilmenite?, biotite, and garnet. X-ray diffraction mineral
identification on the less than 2-micrometer fractions of basin fill used the standard procedure of Dixon and
Weed [156]. The samples were mounted on quartz slides and scanned at a rate of 2 degrees 2 theta. The
samples were then treated with ethylene glycol and reanalyzed. Peaks that shifted after treatment with ethylene
glycol indicate montmorillonite. Other peaks correspond to micas, calcite, illite and kaolinite [157]. As
suspected, the major clay component was smectite.
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Figure 17. Spatial distribution of 0BC and MC in Tucson basin ground water DIC
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Table 3. Values of carbon phases used to constrain reaction path modelling.

Carbon Phase

Recharge Zone Carbonates11411

Mixing Zone Carbonates

Deep basin Carbonates

Soil Gas CO2
11401 Deep Tucson

basin

Soil Gas CO2
[1401 Recharge

Zones

Soil Gas COj11411 Recharge
Zones Southern Arizona

River Water 1965

513C Measured

Average Value = -4.5%o

Estimated Value = -3.5%o

Average Value = -2.5%o

Average Value = -18%o

Average Value = -19.1%o

Average Value = -20.3%o

N/A

14C PMC Measured

Average Value = 10 pMC

Estimated Value = 5 pMC

Average Value = 1 pMC

Range 115.9- 61.6 pMC
Surface - Depth

Estimated Value = Modern

Estimated Value = Modern

142.6 pMC

The author performed X-ray fluorescence analyses on 14 samples of both 120 mesh and less than 62
micrometer size fractions. The stoichiometric composition of each mineral is constrained by the X-ray
florescence results, and is used in NETPATH when modelling water-mineral reactions.

CONTROLLING GEOCHEMICAL REACTIONS
Table 4 shows stoichiometrically determined plausible reactions that control the geochemical evolution

of the basin groundwater based on the major minerals in basin-fill and the thermodynamic stability of each
mineral. Selection of mineral phases and stoichiometry must agree with the chemistry of the groundwater,
because the water chemistry is controlled, in part, by the chemistry of water-rock interactions. In the recharge
zones, high pCO2, ca. 10"20 [24], is a source of H* for the dissolution of calcite and the incongruent weathering
of silicate minerals. Silica concentrations in the recharge zones are oversaturated with most silica mineral
phases. The geochemical evolution of groundwater chemistry is controlled both thermodynamically and

Table 4. Plausible chemical reactions occurring during the geochemical evolution of groundwater in the Tucson
basin.

(1) Congruent dissolution of Tucson basin high-magnesian calcite:
Ca, 3Mg0,(C03)2 + 2H20 « 1.3Ca*2 + 0.7 Mg*2 + 2HCO3' + 2OH"

(2) Formation and dissociation of carbonic acid:
CO2 + H2O « H2CO3« H+ + HCO, * H* + CO/

(3) Incongruent dissolution of Oligoclase and formation of Tucson basin smectite clay:
Ca05Na90Al2Si3Os + 12H2O -» [(Ca.167>Mg«,K,,Fe05)]Al2Si367O10(OH)2H2O + (Ca*2 )+ (Na+ )

(4) Incongruent dissolution of Biotite:
K(MgFe)3(AlSi30,0)(OH)2 + 3H2O + 8H* -> K* + 3-*Mg+2 + xFeOOH + A1(OH)3 + 3H4SiO4

(5) Incongruent dissolution of Orthoclase and formation of Tucson basin Smectite clay.
KAlSi3Os + 7H2O + H* -> K(Ca.167,Mg45,K,,Fe05)Al2Si367O10(OH)2H2O -f JVH2O + K*

(6) Hydrolysis of silica:
SiO2 + 2H2O « H4SiO4

(7) Congruent dissolution of Gypsum/Anhydrite:
CaSO4° 2H2O * Ca" + SO4

=

(8) Formation of Goethite orFerrihydroxides:
Fe + O2 + H20 --> FeO(OH)2

(9) Ion Exchange:
(Na,K)2 - clay + (Ca,Mg)t2 -> (Ca.Mg) - clay + 2 (Na,K)*
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stoichiometrically. Reactant and product phases modelled in the groundwater system are constrained by the
solubility of each phase. The speciation of dissolved constituents and the fugacity of gas phases are calculated to
determine the mineral saturation index.

If SI is less than 0 the measured IAP is thermodynamically undersaturated with respect to the given phase.
Conversely, if SI is greater than 0 the IAP is thermodynamically oversaturated. The IAP, K^ or SI of a phase
does not predict the reactions that will occur, but rather a potential for a given reactive phase. Kinetic
hindrances or competing reactions may inhibit a phase from taking part in a chemical reaction.

Data required for the accurate determination of SI include accurate chemical analyses of major and
minor dissolved constituents, field pH, temperature, alkalinity, and when electro-chemical reactions are expected,
accurate Eh.

CHEMISTRY OF TUCSON BASIN GROUNDWATER
The City of Tucson, Water Department provided 45 years of chemistry data for many of the wells in the

Tucson basin. The Flowing Wells water company, which operates a small nest of wells in the Tucson basin,
provided this study with chemical analyses of wells sampled over the last decade. These data, with data from
the literature [4,10, 16, 17, 20, 21, 23, 24, 26, 27, 33 ] were compiled for geochemical modelling. Rose [158]
and Cheng [159] present descriptive discussions of the general chemical trends of Tucson basin groundwater.
Complete discussion of the chemistry of all data is beyond the scope of this work. In general, the basin
groundwater is rather dilute, suggesting that most water presently mined from the basin has undergone water-rock
reactions in the unconsolidated Ft. Lowell fm; a minor amount of water mined has reacted with the Tinaja bed.
The Tinaja fm. contains evaporites in lower stratigraphie units, but the Ft. Lowell fm. contains no evaporites.

The chemical composition of Tucson basin groundwater is controlled by the weathering reactions listed
in table 4. These reactions refine our understanding of the source of dissolved constituents [160].

Hydrogen ion, H+, required for the incongruent dissolution of silicate minerals and congruent dissolution
of carbonates, derives from the dissociation of carbonic acid that is in equilibrium with the partial pressure of
CO2 in the unsaturated zone. Oxidation of pyrite/marcasite and the hydrolysis of Fe+3 to Fe(OH)3 also produces
H* in groundwater systems but is not a major contributor for the Tucson basin.

Sodium and calcium ions in Tucson basin groundwater, Na* & Ca*2, originate from the incongruent
dissolution of plagioclase to form clay minerals. Cation exchange of divalent cations for Na+ and evaporite
deposits are additional potential sources of Na+. Where carbonate minerals exist, Ca+2 is controlled by the
solubility of calcite or high magnesium calcite. Gypsum/anhydrite is also a source of Ca+2.

Mg+2 and K+ , magnesium and potassium ions, result from the incongruent weathering of biotite.
Additional sources of Mg*2 include ferromagnesian minerals (pyroxenes and amphiboles) or dolomite/high
magnesium calcite. Some K+ originates from the incongruent weathering of feldspar.

Dissolved silica species derive from the incongruent dissolution of silicate minerals. Quartz, because of
its near inertness, contributes insignificant dissolved silica even with the ubiquitous nature of quartz in basin fill
material. Solubility constraints may be controlled by clay formation or perhaps chalcedony.

Naturally occurring chloride, Cl", is controlled by the concentration of chloride in meteoric precipitation,
river water, release of fluid inclusions during the weathering of minerals and from discharge of waters in contact
with evaporite minerals.

Sulfate, SO/2, ions derive from meteoric precipitation, dissolution of gypsum/anhydrite or other sulfate
minerals, and from the oxidation of sulfide minerals.

Bicarbonate, HCO3", forms from the dissolution of calcite and other carbonate minerals as well as the
dissolution of CO2 gas and the dissociation of carbonic acid, H2CO3.

The concentration of aluminum in groundwater is kept low by the solubility constraints of gibbsite and
other aluminum hydroxide species. The pH range of Tucson basin groundwater is between 6.7 and 7.9. The
dissolved aluminum will be between 10"7 and 10"6M. Measured aluminum concentrations were between 6 x 10"5

and 2 x 10"4 M. This range lies within the gibbsite stability field. Therefore, aluminum is considered
conservative in the solid phase for all chemical weathering reactions that involve aluminum.

Likewise, the concentration of iron (Fe+3) in Tucson basin groundwater is controlled by the stability of
goethite and ferrihydroxides. Dissolved oxygen is ubiquitous in basin groundwater [158]. The Eh of Tucson
basin groundwater is between 0.3 and 0.9 volts and the pH range is between 6.7 and 7.9. This places the water
in the stability field of the mineral goethite. This concentration of iron, between 10"7 and 10"8 M, is in the range
of values presented in tables 5a and 5b. Therefore, the dissolution of iron from biotite and ferromagnesian
minerals can also be considered conservative as iron will stay in the solid phase.
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SELECTED WATER CHEMISTRY
Table 5a gives typical chemical concentrations for different waters in the Tucson basin. Well C85

represents recharge water. Two chemical analyses of water from a well drilled by the USGS in 1966 were
provided by Frederick Robertson of the USGS. These two analyses represent water from the unconsolidated Ft.
Lowell fm. and the consolidated Tinaja fm. There is a difference in water chemistry between the two
formations. Austin Long collected water from the Keim well and the water was analyzed at the Laboratory of
Isotope Geochemistry and the University Analytical Center.

Table 5a. Chemistry of selected waters in the Tucson basin

Well

Calcium (mg/1)

Magnesium (mg/1)

Sodium (mg/1)

Potassium (mg/1)

Alkalinity (mg/1)

Sulfate (mg/1)

Chloride (mg/1)

Fluoride (mg/1)

Iron (mg/1)

Silica (mg/1)

pH

Ft. Lowell
fm. 40- 160m
Screen Depth
60m

37

5.2

40

4.2

174

41

10

0.4

0.02

30

8.6

Tinaja fm.
200-235m
Screen Depth
220m

488

3.0

482

N/A

30

2010

105

5.4

0.06

17

7.9

Tucson Well
C85
Recharge
Water

30

2.7

32

1.4

110

37

10

0.3

40

7.4

Mountain
Front Keim
Well

13.6

2.6

155

7.51

146

317

34.3

-

-

29.8

8.1

Santa
Cruz
River
[194]

25

2

20

0.95

98

9

7.9

0.4

0

0.5

7.0

Table 5b. Chemistry of selected waters in the Tucson basin

Well

Calcium (mg/1)

Magnesium (mg/1)

Sodium (mg/1)

Potassium (mg/1)

Alkalinity (mg/1)

Sulfate (mg/1)

Chloride(mgA)

Fluoride (mg/1)

Iron (mg/1)

Silica (mg/1)

pH

Flowing
Wells
#70 11/02/89

90

7.4

57.9

-

117

336

139

0.13

0.07

-

7.61

Flowing
Wells
#70 06/16/86

108

10.0

61

-

112

154

124

-

ND

-

7.7

Flowing
Wells
#70 08/25/83

88

6.6

56

-

68

155

118

ND

0.15

-

7.9

Flowing
Wells
#70

08/06/80

75

5.0

46

-

90

81

77

0.12

0.16

-

7.9

Effluent
Recharge
Ponds

53

5.0

120

12.0

150

105

111

0.6

ND

-

7.1
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Table 5c. Chemistry of selected waters in the Tucson basin

Well

Calcium (mg/1)

Magnesium (mg/1)

Sodium (mg/1)

Potassium (mg/1)

Alkalinity (mg/1)

Sulfate (mg/1)

Chloride (mg/1)

Fluoride (mg/1)

Iron (mg/1)

Silica (mg/1)

pH

Rillito River

32

5.0

11

0.5

119

9

4

0.3

-

-

6.9

Tanque Verde
River

18

3.0

20

0.5

59

11

10

0.3

-

-

6.8

Santa Cruz
River

47

7

28

-

137

65

16

0.5

-

-

7.1

Pantano
River

74

15

46

-

218

143

14

0.6

-

-

7.1

CAP
Water

53

27

88

6

100

252

70

0.4

-

-

8.4

Table 5b presents changes in the chemistry of Flowing Wells Irrigation District well #70 over a decade
of groundwater mining as well as chemical analyses of effluent presently infiltrating along the Santa Cruz River
(Pima County Wastewater Management). The increase in dissolved sulfate and chloride over the decade 1980 -
1989 may represent a decreasing proportion of dilute water from the Ft. Lowell fm and an increase in higher
TDS water from the Tinaja fm. (table 5a). The depth of this well, 230 m., suggests that the chemical
composition of water from this well is a product of intrawell mixing between water from the Ft. Lowell fm. and
the Tinaja fm.

Table 5c presents the average chemical composition of water infiltrating the groundwater system through
riverbeds in the Tucson basin and the average chemical composition of Central Arizona Project (CAP) water
delivered to Tucson. The major source of recharge to the basin aquifer system is the Rillito River and its
tributaries. The composition of river water defines the chemistry of infiltrating water prior to water-rock reaction
and modelling with NETPATH. The present chemical composition of water in the Pantano River suggests a
component of anthropogenic sources of dissolved constituents. The CAP water has higher TDS than natural
recharge water but is similar in chemistry to reclaimed effluent.

Mining of groundwater in the Tucson basin has affected the chemistry. Figure 18 shows the spatial
distribution of SO4

= in groundwater measured in 1983 and 1992 along with contours of increased sulfate
concentrations between 1983 and 1992. Three distinct areas of increase in sulfate are evident. Three
hypothetical sources of increased sulfate concentrations are; 1) In the eastern basin, draw-down of the water
table has increased the contribution of mountain-front recharge and water from the upper Tinaja fm. to water
mined in this region. Intensive water mining has reduced the head in the Ft. Lowell fm. and may have induced
increased leakage from the mountain-front. The structural geology also suggests that the Tinaja fm. is shallow
along the up-thrown side of high-angle normal faults in this area. The reduced hydrostatic head above this unit
may increase leakage of water upward from the lower units. The result would be an increased percentage of
high sulfate water entering the Ft. Lowell fm. flow system. 2) In the western basin, the mining of groundwater
continues to remove shallow waters from the Ft. Lowell fm. The deeper water that resides in up-thrown units of
the Tinaja fm would then be an increasing (over time) percentage of water mined. Recharge of reclaimed
sewage effluent at the City of Tucson Pilot Recharge Project ponds, at the Rodger road site, and in the Santa
Cruz Riverbed also increased during this time period. The combination of these effects probably accounts for the
observed increase. 3) In the southwestern extent of the study area, water residing in the Tinaja fm. may be an
increasing (with time) contribution to mined water as a result of dewatering the Ft. Lowell fm. This, along with
anthropogenic influence due to prescribed groundwater restoration, may account for the observed increased
sulfate concentration.
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Tucson Basin Groundwater Study
The University of Arizona

Catalina and Rincon Mountains
N
A

Sulfate Concentration 1983
Contour Inverval = 20 mgfl

Tucson Basin Groundwater Study
The University of Arizona

Catalina and Rincon Mountains
N
A

Sulfate Concentration 1992
Contour Inverval = 20 mg/l

Figure 18. Affects of groundwater mining on [SOJ in Tucson basin groundwater 1983 - 1989

GEOCHEMICAL MODELLING OF REACTION PATHS IN THE TUCSON BASIN AQUIFER
The conceptual model of hydrogeochemical reactions in the Tucson basin is similar to Robertson [142]

where rather dilute recharge waters react with primary silicate minerals and incongruently form secondary
mineral phases. This study differs from previous geochemical studies of Tucson basin groundwater [4, 10, 14,
16, 17, 18, 23, 26, 27, 34, 38, 158, 159] in that, for previous studies, either little minéralogie data was available
to constrain and define water-rock reaction phases or the composition of mineral phases was speculative. In
recharge zones, water-rock chemical reactions are controlled by the presence of soil CO2 and carbonate species
(open-system), and once water has moved down-gradient, there is no additional source of CO2, and CO2 is
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consumed in the process of silicate weathering (closed-system). Though water in the Tucson basin ultimately
enters a phase of geochemical evolution closed to CO2, much of the water presently mined has not evolved to a
aluminasilicate mineral phase boundary. Through examination of basin sediments and the chemical nature of
water along selected flow paths, this study determined stoichiometrically correct reactions occurring in the
subsurface that produce the observed changes in water chemistry from point to point along the flow path.

MASS TRANSFER MODELLING WITH NETPATH
Geochemical reaction paths and controlling geochemical reactions were modelled for 55 groundwaters,

analyzed during 1984-1989 as part of this study. In addition, 13 groundwaters analyzed in 1965 were
reevaluated. Many studies have been dedicated to the geochemistry of groundwater and the correction of
radiocarbon ages on groundwater [167-193]. A number of models have been developed [3, 16, 166, 170, 172,
174, 175, 176, 184, 191] that can be used when correcting groundwater radiocarbon ages for geochemical mass-
balance, isotope mass-balance and mass-transfer.

Hydrogeochemical modelling in this study considers two chemical systems: open-system, in which the
aquifer chemistry is controlled by the availability of atmospheric gases, in particular, carbon dioxide down-
gradient from the recharge point: closed-system, in which the aquifer chemistry is controlled only by water-rock
interactions and is not influenced by atmospheric gases.

The new computer code, NETPATH [3], determines mass transfer between two waters when
stoichiometric constraints are placed on reactive phases and initial and final water chemistry. NETPATH
consists of 3 codes. The first, DB.EXE, is a database for the management of chemical and physical information
about each sample. The second, WATEQ, is an aqueous speciation model modified after Plummer et al. [171].
The thermodynamic database for this version of WATEQ does not contain as complete a database as WATEQ4F
[166]). This program was used in this study to determine the equilibrium state of aqueous solutes in water with
respect to mineral phases. The third program is the NETPATH code which is an extension of BALANCE [177].
This code determines potential mixing ratios and mass-transfer reactions between initial and final water chemical
and isotopic compositions. NETPATH is an interactive program that can be used to interpret the net geochemical
mass-balance reactions along a hydrologie flow path. The program uses defined chemical and isotopic data for
waters from a hydrochemical system to constrain the solution. NETPATH examines all possible geochemical
mass-balance reaction models between selected waters for a set of chemical and isotopic constraints, and a set of
plausible phases in the system. The results from NETPATH are useful in interpreting geochemical reactions,
mixing proportions, evaporation and dilution of waters and mineral mass-transfer in the chemical and isotopic
evaporation of groundwater. Rayleigh distillation calculations are applied to each mass-balance model that
satisfies the constraints to predict carbon, sulfur and strontium isotopic compositions at the final water, including
radiocarbon age calculations.

The chemical and isotopic data to be modelled were entered into DB, the equilibrium state with respect
to mineral phases was determined automatically with WATEQ, and NETPATH was used to model reasonable
hydrologie flow paths (constrained by the 1910, 1940 and 1988 potentiometric surfaces) in the basin. This
entailed a series of permutations that resulted in the analysis of hundreds of potential reaction path models.
Results of these models, coupled with the results of preliminary modelling efforts with WATEQ4F constrained a
series of flow paths and resulted in convergence of reaction pathways.

HYDROGEOCHEMICAL EVOLUTION OF THE TUCSON BASIN
The flow of water across the entire basin is controlled by the potentiometric surface. The general flow

path follows from recharge in the east basin to exit in the northwest basin. Riverbed infiltration and mountain-
front recharge along the upper reaches of the Tanque Verde River flow between the confluence of this river and
the Pantano River, under the Pantano River, to the center of the basin and then to the northwest exit of the basin.
Hydrogeochemical modelling of this flow path included both open-system reactions, where carbon chemistry is

controlling the geochemical evolution of water and closed-system reactions, where recrystillization reactions with
carbonate phases and incongruent dissolution of silicates become the controlling reactions.

Figures 19 to 21 plot the chemical and isotopic trends that support the conceptual model of this flow
path. A four-staged system (opened - closed - opened - closed) is evident along the flow path and is supported
by figure 19. The pCO2 and total carbon in groundwater at each point along the reaction path shows change as a
result of the availability of soil CO2. The open stages of the reaction path are zones of active recharge where
water with high pCO2 infiltrates through the soil zone to the groundwater system. pCO2 values are highest in
water from well C75 and decrease down-gradient as dissolved carbon dioxide is used as a source of protons
during the incongruent dissolution of primary silicate and carbonate phases. These reactions consume available
CO2 and the dissolution of calcite continues until saturation with respect to calcite is achieved at Well D-34 (1.0
km up gradient from Pantano wash). Between well D34 and D30, recharge to the groundwater system occurs
from infiltration along the Pantano River. The influence of open-system conditions near the Pantano wash is
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Figure 19. Changing carbon chemistry and isotopes during geochemical evolution of Tucson basin groundwater
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Figure 20. Changing sulfur chemistry and isotopes, and the staturation index of calcite, gypsum and dolomite
during the geochemical evolution of Tucson basin groundwater
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Figure 21. Changing ion ratios and mass-transfer during the geochemical evolution of Tucson basin ground water
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evident from the increase of pCO2 in well D-30 (150 meters down-gradient from the Pantano wash). Down-
gradient from the wash, the saturation index of calcite again falls below 0 and calcite dissolves as consumption
of CO2 takes place. The influence of the high-magnesian calcite discussed previously is evident in figure 20.
Slow reaction kinetics produce hydrogeochemical controls on calcium and magnesium concentrations acting on
the decade to century time scale.

This geochemical pathway has a striking influence on the 14C and S13C as seen in figure 19. Plotting
5I3C values against 14C values relate three reactions that control one or both of the isotopes. First, in open-
systems, the dissolution of CO2 in the gas phase controls the 14C of the water (here, bomb carbon) and the
dissolution of carbonate mineral phases controls the 813C of DIG. This results in a nearly constant 14C of DIG
and an increasingly heavy 513C trend. Second, in the closed-system, the dissolution of silicate minerals controls
the carbon chemistry. The pH of water evolving in a closed-system increases, thereby oversaturating the water
with respect to calcite and precipitating carbonate phases. Reactions in the closed-system have little effect on the
o'3C of DIG. As groundwater moves down-gradient, radioactive decay of 14C occurs with time and decreases the
14C of the water. Third, the effect of "recrystallization reactions" in a closed-system is a concurrent enrichment
of the 513C due to exchange with the carbonate phase and a decrease in the14C content due to dilution with
carbon with much lower 14C activity.

Three wells, C-75, C-85 and D-37, define the bomb pulse, open-system dissolution of calcite and
consumption of CO2. Wells D-37 to D-34 show evidence of 14C decay. A trend toward heavier 513C values
suggests that true closed-system conditions do not exist, but rather wells C-75, C-85 and D-37 represent a
transition phase between open and closed. At well D-30, open-system conditions reappear, the pCO2 increases
and water infiltrating at the Pantano River adds CO2 with modern levels of 14C and lighter 813C to the
groundwater system. The increased pCO2 provides H+ for additional dissolution of calcite. The 513C becomes
heavier as a result. Water flowing down-gradient undergoes the transition from open to close system reactions in
the vicinity of well D-l, and when it reaches well B43, the system is essentially closed to pCO2.

The relationship of 834S with distance along the reaction path suggests that the initial 634S of water
averages 6.0 %o CDT (figure 20). Intrawell mixing of water from deeper stratigraphie units or dissolution
reactions with sulfate mineral phases (S34S = 13%o CDT) along the flow path increases the 634S. The dissolved
sulfate component has been diluted with isotopically lighter sulfate from active recharge (from the Pantano River
at well D34 to well Dl). The final 534S of the reaction path is a result of additional dissolution of sulfate
mineral phases or again from intrawell mixing of water from lower stratigraphie units.

Chloride is conservative, increasing slightly along this flow path. The fluctuations in Cl" concentrations
are assumed to be due to variation in the mixing ratio of mountain-front recharge water, variable inputs of Cl"
from precipitation and rivers, or from possible leakage from lower stratigraphie units. The trend of increasing
C1/SO4 along the flow path before the Pantano River indicates an increasing mountain-front component in more
recently recharged groundwater (figure 21). Cl/Ca tracks the dissolution of carbonate phases during open-system
conditions and is nearly constant in locations where closed-system reactions prevail. The large increase in Cl/Ca
at well A35 indicates that this water has either a input from lower stratigraphie units or has undergone significant
Ca/Na ion exchange.

Ca/Mg (figure 21) is low in active recharge zones due to the influence of the initial Ca/Mg of river and
mountain-front waters. Dissolution of calcium carbonate phases in an open-system results in an increased
Ca/Mg. This may be the mechanism affecting the Ca/Mg in well D34 near the recharge zone of the Pantano
River. During closed-system reactions, the precipitation of calcite again decreases the Ca/Mg. The high ratio at
well A35 again suggests a change in lithology or an increased input of water from lower stratigraphie units.

The Na/K is problematic (figure 21). Na is controlled by two reactions along the flow path;
incongruent dissolution of oligoclase and Ca/Na and Mg/Na ion exchange on clays. The sources of K are
incongruent dissolution of orthoclase, river water, mountain-front recharge water and intrawell mixing of water
from deeper stratigraphie units. Illite and smectite clays are sinks of potassium. The interpretation of Na/K
ratios is dependant on the reactions controlling [K]. Recently recharged water has a Na/K indicative of a
substantial mountain-front recharge component. Na/K values decline to well D35. The rise in Na/K between
wells D34 and D30 suggests an influx of river water, low in Na. Well A35 is again anomalous further
substantiating potential intrawell mixing between two stratigraphie units.

Figure 21 also presents the mass of dissolving and precipitating mineral phases along the flow path in
Case Study Four. The geochemical reactions involving groundwater between the confluence of the Tanque
Verde and Pantano Rivers (well C75 to well D34) progress from an open-bicarbonate buffered system to a closed
silicate-weathering controlled system. This is evident as change in mass-transfer of the Ca-Mg carbonate phase
from dissolution to precipitation. Influx of recharge at the Pantano River changes mass-transfer reactions to
open-system conditions at wells D30 and Dl. Mass-transfer reactions are again controlled by silicate-weathering,
closed-system conditions down-gradient. The mass-transfer of silicate phases increases when closed-system,
silicate-weathering geochemical reactions dominate.
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DETERMINATION AND DISTRIBUTION OF TUCSON BASIN GROUNDWATER AGES
35 of the 55 groundwater samples analyzed for I4C and 613C resulted in values that contain water that is

modern (<50 years) after carbon mass-balance modelling with NETPATH. A full description of the equations
used to determine corrections to the'4C of DIG using the mass-balance approach are presented by Plummer et al
[3]. Analysis of 14C and 813C involves considerable time and effort; therefore, this study will attempt to use all
results of 14C and o'3C to place the recharge of each sample in time. Modelling of groundwater ages using
bomb-derived 3H has been used extensively in hydrology. The use of the exponential model has proven effective
for the interpretation of ages from tritium. The application of the exponential model to bomb-derived
radiocarbon has been problematic due to the complex chemical reactions that affect the'4C of DIG. The use of
isotopes for validation of mass-transfer modelling and determination of geochemical evolution of groundwater
has increased confidence in corrections to 14C values. We present a simplified exponential model based on
groundwater 14C corrected with mass-transfer and geochemical modelling. This approach essentially simplifies
the influx of 14C into groundwater during the 1950's and early 1960's and the subsequent decline in this function
after the atmospheric levels described by MacKay et al. [196].

To define the 14C input function for recharge water, a minimum of three 14C values are needed to
represent groundwater 14C in the recharge zone over time. The three years chosen to define the groundwater
input function are 1956, 1965 and 1989. The 1956 value of 14C in recharged groundwater was defined as 100 +/-
4 pMC. This represents an average 14C of the atmosphere between 1954 and 1957. The maximum 14C in
recharge waters occurred during 1964 - 1965, the height of above-ground thermonuclear testing. Bennett [197]
measured a sample of river water for 14C during the early part of 1965. The result of this analysis was 142.6 +/-
4.0 pMC.

NETPATH was used to confirm the use of this value for the predicted maximum 14C of recharge water
in 1965. I4C and 5I3C used for this prediction include: 14C = 180 pMC and 813C = -20.3%«, PDB for soil CO2
[141, 195]; 14C = 10 pMC and 8I3C = -4.5%o for carbonate mineral phases (table 3); I4C = 180 pMC and 013C
= -19 %o for river water and 14C = 16.5 pMC and 813C = -10.7%o for mountain-front recharge to the Ft. Lowell
fm (table 3) and well C75-1984 chemistry. The 14C of mountain-front recharge is considered valid because the
source, Keim Well, is less than 1km from the Agua Caliente Wash. These values are defined with the data of
Bennett [197], Robertson [141], and results from this study. The 14C of groundwater recharged in 1965 as
predicted with NETPATH mass-transfer reaction modelling is 148.7 pMC.

The radiocarbon activity of DIG in groundwater recharged during 1989 was measured at well C75 as
115.9 pMC. This well is less than 500 meters from the Tanque Verde creek and represents open-system
groundwater that receives infiltration from the Tanque Verde creek.

To determine the bomb-derived excess I4C at each well, the carbon isotope values for NETPATH
modelling of mass-transfer reactions were assigned pre-bomb values of I4C =100 pMC and 513C = -19%o for
river water, 14C = 100 pMC 813C = -20.3%o for soil CO2 and 14C = 100 pMC and 813C = -25%0 for dissolved
organic carbon (DOC). The 14C and 8I3C of carbonate mineral phases were previously defined. The 14C
concentration in the atmosphere for the year 1950 is assigned a value of 100 pMC by convention, thus 1950 is
year 0 for radiocarbon ages. NETPATH was used to model the carbon mass-transfer during hydrogeochemical
evolution of each groundwater sample based on the constraints described in Case Studies One to Four. The
mass-transfer of carbon and the final carbon isotopic composition of each water sample was validated using the
measured 813C of DIG. NETPATH uses mass-transfer, Rayleigh distillation and exchange reactions to predict
the 14C of water. All the wells that contain measurable tritium contain bomb-derived 14C. The difference
between the predicted pre-bomb 14C value as determined by NETPATH and the measured 14C content of the
water is assumed to equal the excess bomb-derived 14C above 100 pMC. Two lines through the three points
define the bomb-derived 14C input function to Tucson basin groundwater (figure 22). Parallel lines at +la and -
1er represent the uncertainty of the input function. The predicted bomb-derived 14C for each well results in two
potential recharge years. The intercept year selected for each sampling point was based on a uniform
relationship of increasing age down-gradient. Tritium values in figure 22 confirm the exponential radiocarbon
function. Tritium measurements on water sampled for radiocarbon follow the same trend, and represent bomb-
pulse tritium in basin groundwater.

Re-evaluation of samples analyzed in 1965 by Bennett [197] and interpreted by Wallick [4] were
modelled with NETPATH using the same assumptions and mineral phases as for the 1989 data set. This set of
data is interesting because it was collected before severe anthropogenic effects on the hydrological system had
occurred. It is suspected that water in the Tucson basin aquifer system not only increases with age down
gradient, but also increases in age with increasing depth in the basin. This vertical stratification of ages increases
the complexity of interpretation of the isotope hydrology of the Tucson basin system. 13 of the samples
collected by Bennett [197] were used for further study. Other samples were not evaluated due to a lack of S13C
data, reproducible results, questionable laboratory notes or lack of complete chemical analysis of the water for
the year 1965. The predicted I4C of 8 of the 13 water samples suggests a component of water with bomb-
derived radiocarbon. These water samples are considered recently recharged water (<50 years).
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Figure 22. Exponetially modelled radiocarbon and tritium in Tucson basin groundwater

RADIOCARBON AGE ESTIMATES OF WATER
Figure 23 presents isochrons for water collected in 1989 that contained bomb-derived 14C, isochrons of

the radiocarbon age of groundwater collected in 1989 and the ages of water collected in 1965 respectively.
Comparison of these figures suggests that groundwater withdrawals have increased the age of water mined
parallel to recharge zones (rivers) in the basin. Vertical stratification of groundwater ages is consistent with this
observation. The interpretation of these results may also be an artifact of sampling. Present groundwater mining
extends over 100 meters into the aquifer resulting in less than ideal samples for age determination. The antiquity
of some groundwater ages may reflect intrawell mixing between pleistocene and holocene groundwater. The
distribution of young water, ages less than 50 years, determined from the 1989 dataset reflect the rapid turnover
of this water component with time.

Hydrogeochemical modelling of samples yielded radiocarbon ages ranging from modern to 6300 years.
Any inconsistencies between young (<50 years) and older water results from the effect of kriging data spaced at
a decadal scale and data spaced at millennial scale. From figure 23 it is evident that much water in the basin is
less than 250 years old. The antiquity of some water presently mined from the basin cannot be disputed given
the results of the hydrogeochemical model. Potential intrawell mixing of younger and older waters suggests that
water with the oldest radiocarbon age would have a component of mixing greater than the determined value.
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Figure 23. Isochrons of Tucson basin groundwater, 1989 radiocarbon ages

Reviewing figure 4 shows that the particle size distribution and transmissivity in the Tucson basin
aquifer decreases from east to west. This change in transmissivity will slow water movement in the central
Tucson basin. Shoe-string aquifers of high transmissivity run parallel to the Rillito River and act as high-
velocity conduits for groundwater flow, bypassing the central basin. Recent recharge has not replaced water
mined from the Ft Lowell fm. in the central basin. Thus, groundwater mined in the central basin will continue to
increase in radiocarbon age. This hypothesis is supported by re-evaluation of samples analyzed by Bennett [197]
and reinterpretation of Wallick [4] for groundwater for 14C and 8I3C samples in 1965. Figure 24 presents
isochrons of the radiocarbon age of water mined in 1965. Comparison of the 1989 data and 1965 data shows
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that the radiocarbon age of groundwater mined in the central Tucson basin has increased 5000 years during the
last two decades. The influence of vertical stratification of ages is further supported by measured radiocarbon
ages at well A31 in 1965 and 1989, where the radiocarbon age for water mined during 1965 was 1000 years and
in 1989 was 1500 years. These values represent a trend of increasing radiocarbon age of mined water over time.
The result is that Tucson depends on water that was recharged many thousands of years in the past.

Parallel to the Rillito, Pantano and Tanque Verde Rivers, groundwater velocities are sufficiently high to
offset the mining of the young water component and replace it with recently recharged water. However, in the
central and southern basin, lower groundwater velocities and decrease in the potentiometric surface has depleted
young, shallow water from the aquifer.

DETERMINATION AND DISTRIBUTION OF TUCSON BASIN GROUNDWATER AGES BASED ON
MODFLOW AND PATHSD1™ HYDROLOGIC MODELLING

The program PATH3D [5] was used in conjunction with the MODFLOW results of Marra [3] to relate
the temporal flow of water as determined with 14C to the mathematically defined temporal flow of water. Marra
[7] chose MODFLOW, the Modular Three-Dimensional Finite-Difference Ground-Water Flow Model, to develop
an extensive two-layer computer model of groundwater flow in the north-central Tucson basin aquifer system.
The MODFLOW program, as released by the USGS, consists of many integrated packages that are used to
represent recharge, water removal, spatial head and transmissivity variations in three-dimensions,
evapotranspiration, rivers and boundary conditions. The model reported by Marra [7] used MODFLOW, as
published by the USGS, to simulate the movement of water in the Tucson basin.

This study reconstructed the 1940 steady-state modelling efforts of Marra [7] from appendices and
model output. Additional packages have been written for MODFLOW by both public and private organizations.
The version of MODFLOW used to define the head distribution for 1940 steady-state in this study was
purchased from S.S. Papadopolous and Associates. This version of MODFLOW overcomes some of the
weaknesses of the original version, including the ability to re-wet dewatered cells during transient analysis.

Marra [7] describes the refined MODFLOW model of the north-central Tucson basin as a "fresh look" at
layer geometry, aquifer parameters and previous hydrologie studies to reduce recycling of interpretations and
circular reasoning. This model has a finer grid (figure 24) than many previous modelling efforts. The finer grid
describes aquifer heterogeneities better and more specifically controls the locations of natural hydrologie
boundaries. The mountain-front recharge boundary was constructed to be hydrologically connected to the flow
system, but was placed a sufficient distance north of the Rillito River to dampen the effect on flux variations.
The scarcity of both hydrologie and geochemical data along the basin-pediment interface severely limits the
ability to model the hydrology and hydrogeochemistry of Catalina and Rincon mountain pediments. Two layers
were incorporated into the MODFLOW model of Marra [7]. The upper layer represents the unconsolidated
sediments of the Ft. Lowell fm. and overlying sediments. Layer two generally represents the consolidated
sediments of the upper Tinaja fm. and is under variable semi-confined conditions. Leakage from stratigraphie
units below the upper Tinaja fm. is considered negligible [7].

PATH3D was used to track the movement of particles in three dimensions and time based on the
velocity vector field calculated from the potentiometric surface results of MODFLOW. PATH3D includes the
hydrologie constraints used in the MODFLOW model and requires supplemental data arrays files needed for
particle tracking. PATH3D consists of two major segments. The first is a velocity interpolator used to convert
hydraulic heads calculated at nodal points into a velocity field for which the velocity in a given time step is
determined as a function of position (x,y,z). The second is numerical solving routines used when tracking the
movement of fluid particles in groundwater flow systems.

The effective porosity and saturated thickness of each layer/node is needed by PATH3D to calculate the
mass-balance of water. The effective porosity of the Ft. Lowell fm. was assigned a value of 0.25 throughout the
basin. The effective porosity of the consolidated upper Tinaja fm. was defined as 0.15 throughout the basin.
The saturated thickness of each of the 5670 nodes for both layer I and layer II were calculated from the results
of Marra [7]. Given these data, PATH3D was used to calculate the mass-flux passing each node with time as
constrained by the transmissivity, heterogeneity, potentiometric surface and stresses on the aquifer system. The
PATH3D model was based on the reconstructed MODFLOW model of Marra [7], with the revisions required for
the expanded version of MODFLOW and for PATH3D. The grid for the MODFLOW model of Marra [6] was
digitized at the same scale as all other work in this study. PATH3D was used to track the temporal movement
of water based on both the measured head distribution for 1940 (from Marra [7] appendix e) and the modelled
head distribution (from MODFLOW output) for the 1940 steady-state analysis.

The particles tracked with PATH3D in the Tucson basin flow system were introduced at the Santa Cruz,
Rillito, Tanque Verde, Agua Caliente and Pantano Rivers. A sub-set of particles was also introduced along the
southern boundary of the model to track the movement of water entering the grid from recharge sources not
represented within the MODFLOW grid. The particles are envisioned here as specific water molecules that have
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Figure 24. Isochrons of Tucson basin ground water, 1965 radiocarbon ages and hydrological model grid

infiltrated through the riverbed to the groundwater system at any given time = 0, and move down-gradient
affected only by hydrologie stresses defined by the mathematical model. Particle tracking represents forward
modelling of groundwater flow. The results of hydrogeochemical modelling and the corrected exponential model
of radiocarbon concentrations is an inverse model. To reconcile the two models, time = 0, is arbitrarily assigned
the year 1989. Isochrons representing both the radiocarbon age and the movement of the recharge front over
time are defined as years before 1989.

To represent the movement of water modelled with PATH3D, the location of each particle in three-
dimensional space was projected onto the X-Y plane. The location of each particle was saved for each year the
particle moved along flow paths constrained from MODFLOW and PATHS D. The isochrons resulting from
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recharge along the Rillito, Tanque Verde and Agua Caliente Rivers and isochrons for water recharged in the
Pantano and Santa Cruz Rivers are presented in figure 25. Different contour intervals denote spatial differences
in groundwater flow-rates in the Tucson basin aquifer. Each isochron defines the front, in X-Y space, of
recharge water in the Tucson basin system. The high-transmissivity regions that extend along the northern
aquifer margin present a conduit for groundwater flow. Hydrologie modelling results show that 63 percent of
water recharged (from mass-balance of particle tracking) along the northern aquifer margin has a residence time
in the aquifer of less than 50 years. Only 30 percent of water recharged in the Santa Cruz and Pantano Rivers
has a residence time less than 50 years (from mass-balance of particle tracking). Water recharged along the
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Figure 25. Isochrons of Tucson basin groundwater age modelled hydrologically
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Pantano River near the confluence of this river and the Rillito River, flows in the high-transmissivity zones that
parallel the northern basin margin. Water recharged in the Santa Cruz River flows parallel to the river and does
not extend more than a few kilometers into the basin.

Comparison of figures 23, 24 and 25 show remarkably similar groundwater ages from both hydrological
modelling and geochemical modelling. The front defining the spatial-distribution of groundwater recharged over
the last 50 years, as derived by geochemical modelling, lies within a couple of kilometers of the front derived
from hydrological modelling. The variations between the geochemical model and the hydrologie model may
only reflect the uncertainty when contouring the results.

The convergence of the two methods for modern (<50 years) recharge water suggests that the steady-
state hydrologie model reproduces the basic flow patterns of the basin flow system. However, MODFLOW and
PATH3D modelling efforts failed to predict any waters greater than 300 years in age. The age of groundwater
mined during 1989 approaches 6000 years as determined with radiocarbon dating. A more accurate undisturbed
representation of the age of groundwater in the Tucson basin aquifer is shown the 1965 radiocarbon data. This
data represents the spatial distribution groundwater radiocarbon ages on samples analyzed in 1965 and showed
the maximum age of groundwater mined during 1965 was 1000 years. Comparison of the 1965 geochemical
dataset with hydrological modelling of the temporal movement of water results in only a factor-of-three
difference. This comparison again suggests that the steady-state hydrologie model reproduced the pre-stressed
Tucson basin flow system.

Potential reasons as to why groundwater ages in the central basin did not completely converge include;
1) The MODFLOW model is an incomplete representation of the basin flow system. Extending the model to
include a larger area by adding a longer reach of the Santa Cruz River will enlarge the convergence zone
between flow from the Santa Cruz recharge and flow from the Rillito River recharge. At the convergence of
flow paths there is a stagnation of the water movement. The waters that show antiquity in the central basin may
reflect these stagnation points. 2) The mining of groundwater prior to 1965 removed groundwater originally less
than 500 years old, and continual mining of groundwater removes water that increases in age over time. 3) The
hydrogeochemical evolution model for central basin groundwater has flaws. The increasing radiocarbon age of
water mined from the same well over time suggests vertical stratification of groundwater age. Geochemical
modelling did not account for intrawell mixing of water having disparate radiocarbon ages. It is likely that a
combination of 1,2 and 3 resulted in the discrepancies between results of the hydrologie flow-model and the
hydrogeochemical model. The results of both modelling efforts suggest that a high degree of confidence can be
applied to the 1940 steady-state simulation of Marra [7], and that bomb-derived radiocarbon can be effectively
modelled if combined with a thorough geochemical investigation of the hydrological system.

SUMMARY AND CONCLUSIONS
This study included examination of isotope hydrology, hydrogeochemical changes in Tucson basin

groundwater, minéralogie investigation of basin fill, and the relationship between radiocarbon age of groundwater
and the temporal movement of water determined by hydrologie modelling. The collection of many new chemical
and isotopic data combined with an already extensive geochemical and isotopic dataset makes the Tucson basin
an intensively sampled aquifer system.

Tucson will continue to be dependant on groundwater as a water supply. The results of this study
suggest that some water now used as a water resource in the Tucson basin has a component recharged in the last
50 years. The dilute, pristine water presently mined from much of the Ft. Lowell fm. has a finite limit. Water
from deeper stratigraphie units has much lower water quality. Investigation of the change in water quality with
time has shown that as water continues to be mined from the Tucson basin, the TDS has increased. The most
plausible hypothesis for a rise in TDS is the gradual dewatering of the Ft. Lowell fm. and subsequent increased
percentage of water mined from the Tinaja fm..

The study of isotope hydrology in the Tucson basin confirmed the results of Simpson et al. [33]. The
new datasets of both stable isotopes in precipitation (1981-1992) and the stable isotopic composition of Tucson
basin groundwater have expanded previous interpretations of recharge to the basin. Isotope hydrology confirms
that recharge to the basin along the Agua Caliente, Tanque Verde, Rillito and Pantano rivers is dominated by
winter precipitation and run-off from the surrounding mountain ranges. The western basin groundwater has a
heavier isotopic composition than along the eastern and northern basin margins. These results reflect evidence of
recharge from either low-elevation, large storm events (potentially related to ENSO activity) or from summer
precipitation.

Evaluation of the mineralogy and stoichiometry of minerals that comprise the basin-fill has allowed for
detailed mass-transfer modelling of the hydrogeochemical reactions occurring in the Tucson basin aquifer. This
study was not conclusive in its investigation of the chemical composition, structure and spatial (3-D) distribution
of the clay mineralogy within the Tucson basin aquifer. Mineralogie investigation was sufficient to constrain the
major water-rock reactions occurring during the hydrogeochemical evolution of Tucson basin groundwater. As
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expected, the dominant clay component was smectite. Recalculation and réévaluation of previously published
activity diagrams substantiate this finding. The relationship of the cation exchange capacity with the structure of
the Tucson basin clay mineralogy may increase the understanding of the relationship of dissolved constituents
with particle size distribution in the basin. The clay mineralogy will also play an important role in the
movement and fate of organics in the subsurface. Further study on this may be warranted.

Isotopes are very useful tools for validation of the conceptual understanding of groundwater movement,
hydrogeochemical reaction-path modelling and as an age constraint on groundwater movement. Stable isotopes
of carbon and sulfur were used to constrain potential mass-transfer reactions modelled with the USGS program
NETPATH. The nearly unique solutions needed for convergence of mass-balance and isotope-balance
constrained mixing and mass-transfer reactions modelled in the Tucson basin. The chemical and isotopic
modelling indicated that groundwater mining may have increased leakage from lower stratigraphie units, or from
mountain-front recharge into the Ft. Lowell fm. along the northern-eastern basin margin. This result is most
apparent as an increase in sulfate with time. This trend may also result from an increase in intrawell mixing.
The large screened interval within production wells results in less than ideal sampling for isotopic and chemical
interpretation. This, combined with the inability of NETPATH to geochemically model a multi-component
mixing system, may affect the interpretation of the results of this study.

NETPATH was used to correct radiocarbon determinations on Tucson basin groundwater DIG. The
stable isotopic composition of carbon (DIG) and sulfur (SO4) together with the chemical composition of
groundwater, were used to constrain mixing and water-rock reactions. The stoichiometric composition of
minerals that comprise the basin-fill were well defined. Of the 55 wells sampled for 14C, 35 contained some
component of bomb-derived radiocarbon. Correction of mixing and isotope-dilution reactions with NETPATH
allowed the approximate year of recharge to be determined based on a simple exponential model. The spatial
distribution of groundwater with a "young" recharge component (<50 years) follows zones of high transmissivity
within the Tucson basin aquifer system.

The radiocarbon age of water sampled during 1989 from the central-basin approached 6500 years after
mass-balance and isotope validation with NETPATH. Thirteen groundwater samples were collected and analyzed
for 14C by Bennett [197] in 1965. These samples were reanalyzed using the results and interpretations of this
study. The radiocarbon age of groundwater mined during 1965 in the central basin only approached 1500 years.
Analysis of well A-31 in both 1965 and 1989 resulted in an increase of the age of mined water by 500 years.
Therefore, Tucson is becoming increasingly dependant on water that recharged many thousands of years in the
past, and that much of this water cannot be easily replaced by recharge.

The results of the Tucson basin hydrogeochemical modelling effort were compared to results of
hydrologie modelling of the same system. This allowed the evaluation of the temporal movement of water by
two independent methods. The MODFLOW finite-difference hydrologie model of Marra [7] was extended for
use with PATH3D, a particle tracking software package. Water-recharge was input along the Rillito, Pantano,
Agua Caliente, Tanque Verde and Santa Cruz Rivers and tracked along the steady-state (1940 estimate) velocity
vector field as determined from the results of the MODFLOW model. The movement of these recharge "fronts"
with time compared favorably with the spatial distribution of the recharge "front" determined with bomb-derived
14C. The age of water in the central basin determined with hydrologie modelling (1940 steady-state) and the
radiocarbon age of water mined in 1965 have only a factor of 3 difference. The convergence of radiocarbon age
and hydrologie age increases confidence in both the hydrogeochemical modelling effort and the steady-state
analysis of Marra [7]. No attempt was made to reconcile the transient modelling effort of Marra [7] with the
antiquity of groundwater ages for the 1989 isotopic dataset. This effort would require evaluation of a multi-
component mixing/mass-balance geochemical model. No hydrogeochemical model is presently available for this.
In addition, the results of Marra [7] suggest that transient modelling of the Tucson basin system is not well
defined using the MODFLOW model. Refinement of the MODFLOW model is required before any attempt is
made to reconcile both transient models. Further work to reconcile the transient data is warranted. Studies of
bomb-derived 36C1, fréons and noble gases, and the fate and movement of dissolved organic matter (13C and 14C
isotope balances) in Tucson basin groundwater should provide additional constraints needed to
hydrogeochemically model a multi-phase mixing system.

The hydrologie and hydrogeochemical modelling show that recharge along the rivers in the Tucson basin
may have a relatively short mean residence-time (<50 years). Any artificial recharge to the aquifer system
should consider the modelled movement and temporal fate of water in the aquifer. Artificial recharge may
increase the velocity of water in certain regions of the basin, ultimately resulting in the loss of the recharged
water frorri the basin system before it can be recovered.

Finally, climatic change will affect the present sources of recharge to the Tucson basin aquifer. A
comprehensive evaluation of the paleohydrology of the Tucson and Avra Valley aquifers should be considered to
assist in long-term planning of water resources. The results of this study should be further evaluated to provide
information on century-to-millennia time scale recharge to the Tucson basin aquifer.
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Abstract

The seasonal recharge and discharge of ground .and spring water
within a small experimental basin in humid zone near Lake
Valday (56N, 33E) was studied using environmental tritium. The
contribution and transit time of different sources of recharge
and discharge of ground and spring water were identified. The
sources appeared to be as follows: precipitation and
direct surface runoff with zero transit time, sandy layer
with a transit time of 0.25yr, the morain sandy loam with
water age of 20 yr, and the local swamp with time of water
exchange of 5 yr.
The process of seasonal recharge and discharge of ground and
spring water as a whole and by source components has cyclic
regime. In this connection the cyclic model for description
of the process is proposed and discussed.

1. Introduction
The problem of groundwater formation through infiltration
recharge is of permanent interest to hydrologists and soil
researchers because of its practical importance. The other
aspect of the task is the regime of groundwater discharge to-
wards surface springs and rivers. The consideration of both
the infiltration recharge and the surface spring discharge of
groundwater within a catchment area and elaboration of corres-
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ponding physical and mathematical modela setß up the complete
formulation of the problem. But there is no universal solution
of this problem because of the variety of natural hydrogeolo-
gical and climatic conditions. Therefore, an experimental app-
roach is searched for generalized but typical hydrogeological
and geographical conditions.
The present work was carried out on Valday experimental ..stati-
on of the State Institute of Hydrology. The station is situa-
ted near Lake Valday, at a distance of 350 km from Moscow, in
the direction to St.Peterburg, in a humid' zone typical for
the North-West Russia,
The scope and goals of experimental and analitical work are as
follows :

- to estimate seasonal infiltration recharge and dischar-
ge of groundwater within the studied catchment basin;

- to determine the parameters of soil moisture transport
through the unsaturated zone;

- .to build up the physical picture of the runoff formati-
on during the flood and non-flood seasons;

- to comprehend the mechanism of groundwater discharge
into local springs;

- to elaborate physical and mathematical models of gro-
undwater regime for the studied basin taking into acco-
unt its infiltration recharge and discharge into springs.

2. Hydrological conditions of the basin
The Valday hydrological station is representative -of the North-
West region of the European part of Russia. It is located in
the central part of the Valday Upland (56N, 33E). The studied
area covers a small meadow catchment basin within the field of
the station and is called the Hollow Usadievsky. The spring on
the bottom appears to be left-bank of the local Ponika River
flowing into the Lake Valday (Pig. 1). The catchment of the Hol-

2low Usadievsky is elliptic in shape and has an area of 0.44 kin ,
stretching from the North to the South and being 0.8 km long
and 0.45 km width. The area is characterized by moraine hilly
landscape. The exess of the hill tops over the Hollow thalweg
does not exceed 4 m. The only part exceeding 18-20 m is its wes-
tern region. The mean slope of the catchment is equel to 4?k>. The
slope of the Hollow bed is 26#o. Positive forms of the landscape
are formed by solid moraine loam coverd by a layer of sandy lo-
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am from 0.3 to 0.5 m thick. An exception to this general pictu-
re occurs on the most northern and southern parts of the catch-
ment which are composed by sand varying in grain size and in-
cluding pebble and gravel of 3-4 m thick.

Pig. 1 Scheme of experimental basi,n Usadievsky andsampling point location. The figures indicateborehole numbers.

The podzolic soils make up 75% of the basin area. The peat lay-
er on the swanp is of 1-2 m thick. More than 80% of the catch-
ment is occupied by a field and a meadow. A patch of forest
is located in the North-East of the basin and occupies no more
than 2% of the area. The swamp constitutes 11% of the area and
is located in the North-East and the East parts.
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The annual runoff of the Hollow Usadievsky is equal to 120 000
vr while the total precipitation reaches 600-700 mm/yr. The
mean monthly flow rate varies from 0.1 to 25 I/sec. The total
duration of the runoff absence due to winter freezing and sum-
mer dry seasons is close to 250 days. The floods occur in late
March or early April every year.

3. Methodology
The collection and accumulation of experimental isotope and
conventional data on infiltration recharge and discharge con-
ditions of the basin was the main goal of the first stage of
the work. The environmental tritium was used as a tracer of the
study process. The tracer carries both genetic and time infor-
mation and is the best tool for this particular purpose. Perio-
dic but systematic sampling of water was carried out at fixed
points. Pig. 1 shows a sketch of the location of observational
boreholes, streams and other points of sampling.
The geological structure of the studied basin is shown in Pig.2.

100 , m

Pig. 2 Geological section of the 'experimental basin:
(1) borehole end its number, (2) sandy loam,(3) clayish sand, (4) clay, (5) sand.

The data on tritium content in precipitation and its variation
in time are needed for hydrogeological interpretation of the
tracer behaviour and for the elaboration of physical and ma-
thematical models. The collection of those data in the region
was started at the beginning of 1985» mainly on the monthly ba-
sis. The long-term mean annual values of tritium in precipita-
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tion are determined by the data of the near located meteorolo-
gical stations of European Russia where such observations have
taken place, namely in Arkhangelsk, Tver, Vologda, Minsk and
Moscow. Those particular data are presented in Table 1. The re-
ported results of the previous years were recalculated relative
to 1986 taking into account the radioactive decay of tritium.

Table 1 Mean annual concentration of tritium inprecipitation over Central European Russia
and recalculated figures relative to 1986

Year

1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1990
1991

Tritium
measuredin T.U.

207
246

1340
3963
2325
934
752
404
274
296
198
137
155
90
27
31

Tritiumrelative to1986 in T.U.

48
61
349
1090
678
288
245
139
100
114
81
58
71
43

Year

1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989

Tritiummeasured
in T.U.

127
127
101
99
99
77
52
75
49
52
41
36
38
33
35
28

Tritiumrelative to1986 in T.U

65
68
58
60
63
52
37
43
39
44
40
35
38

During 1986-1987 the sampling was carried out from all the bore-
holes and springs at the time of spring-summer and autumn-winter
recharge seasons. The data were used for identification of the
age and genetic type of waters which take part in the recharge
of the springs and groundwater of different soil layers. The
data were also interpreted with respect to water dynamics in the
various seasons of the year.
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Starting from 1988, the monitoring was continued using limited
number of a representative borehole within the basin and in
the mouth ranges of the spring and its tributaries. The samp-
les were collected during spring-autumn floods, after individu-
al rainfalls and during the winter thaws.

4. Genesis and age of recharged-discharged water
Pig. 3 demonstrates the results of summer 1986 observations. One
can see that the main part of the surface and subsurface samp-
les have tritium content close to its concentration in the mean
annual precipitation varying from 25 to 40 T.U. Besides, there
are three places where tritium values are different from the
above. One is in the Eorth-East part of the basin within the up-
per swamps and is characterized by higher concentrations which
vary from 52 to 54 T.U. This fact indicates that meteoric water
of the previous years has stored here. Taking into account the
data reported in Table 1, it is possible to calculate the time of
water delay which is equal to 6-7 years and the measured values
of tritium in groundwater represent precipitation of 1979.

f

Pig. 3 Mean values of tritium measured in
1986: (1) streamsampling place,(2) areas with
higher concentra-tions relative toprecipitation.
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The second place with higher tritium concentration (from 41 to
53 T.U.) was discoverd over sandy loam in the boreholes 11, 12,
and 18. Here the average time of delay in groundwater movement
is equel to 3 or 4 years and related to moraine sandy loam.
The third area is characterized by lower concentration of tri-
tium (7 to 8 T.U.) and was fixed in borehole 30n where artesian
water of the carboniferous sediments are discharged. This water
is not involved into the ground and surface water discharged to
the springs. A histogram in Pig. 4 shows the frequences of tri-
tium concentrations in all the water samples taken in 1986 and
1987 and confirms the above mentioned statement.

10

Pig. 4 Histogram of tritium concentration distributionin ground and surface waters of the Hollow
Usadievsky (1) and in precipitation over theexperimental area (2) in 1986 and 1987.

The main part of the ground and surface waters (78$) are rechar-
ged from precipitation of sampling year. And water with tritium
concentration higher than 50 T.U. (16#) is related to the origin
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of previous seasons. The water with tritium content less than
10 T.U. forms distribution maximum which is not connected with
the main mass of water.
Let us consider time variation of tritium concentration in two
groups of water: the "young" and the "old" ones.
Borehole 53n is the most representative of the first group. It
is located on the east slope of the spring bed, and its depth
is 4."4'-ffl from the surface. The borehole reveals groundwater in
the covering sandy loam and sandy lens below (see Pig. 2).
Pig. 5 shows the time variation of tritium concentration in
water from the borehole 53n which is in accordance with the
water level changes and with tritium values variation in the
monthly precipitation during all the periods of observation. The
average tritium content in the both types of water is the same
and equals to 34 T.U.

50
30
30 ;
40.
20 !

T.U. (ca)+—°>
S 2

,——C-~O'4 e

(b) 23 4
.*W IC^

J1 -———,V -*—"
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»i' iv' v 'vu 'YJ j / 1 ix' xrx/f 'I hi ' Hi ' j v % v 'vcv/ i '

1986 1987

Pig. 5 Variation of tritium concentration in precipita-
tion (a), borehole 53n (b), and borehole 11 (c)
relative to vater table variation. (1) tritiumconcentration, (2) water table relative to thesurface, (3) the peak of concentration.

But any correlation between tritium concentration in groundwa-
ter C and water table H . as well as between C and precipita-g w gtion C calculated by the least square method is practically,
absent (r=0.2 and 0.01 respectively). It follows from this
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that despite of the fact that groundwater is recharged by pre-
cipitation of the same year, there is a delay in time between
the fallout and appearance in the borehole. One can see from
the plot that the delay does not exceed one season, i.e. three
months. For more correct estimation of infiltration delay we
compare^ the time of occurence of all the successive monodirec-
tional extremes of the both curves (a) and (b) in Fig. 5 and
calculated difference in time. For the parallel extreme seri-
es 1 - 9 from the spring of 1986 to the summer of 1987 the
value time difference is equal to 60, 37, 7, 10, 18, 16, 27, 10
and 62 days, accordingly. The maximum values of time delay
equal to 1 and 2 months are related to the period of May and
June when winter precipitation appears in groundwater with max-
imum delay.For the rest of the year the average time delay is
close to 12 days. Taking into account the depth of the perfora-
ted casing of the borehole, it was found that the average velo-
city of vertical infiltration in the sandy loam and sandy sec-
tion is close to 21 cm/day.
Groundwater of the second group with higher tritium concentra-
tion is studied in detail together with precipitation in bore-
hole 11 (see Fig. 2 and 3). The borehole is located in 30 m up
to the slope from borehole 53n and intersects only sandy loaia.
Its depth from the surface is 2.76 m, and the lower end of the
perforation is situated at the depth of 2.64 m. The tritium
concentration and water table variation are demonstrated in
Fig. 5c. The mean value of tritium concentration in the water
during the period of observation is equal to 53 T.U. It exce-
eds the mean value of tritium in precipitation for the same
period by 9 T.U. We note an interesting fact that the tritium
content change has reverse run with water table in the bore-
hole. The rise of water table is accompaned by lowering of
tritium content and vice versa. At the lower water table at the
depth of 135 cm from the surface the mean value of tritium con-
tent in water is equal to 60.4 T.U., and at a higher level, at
the depth of 27 cm, the tritium concentration drops to 46.8
T.U, This fact allows to assume that there are two sources of
water recharge of different age feeding the borehole. One of
them supplies the lower sandy loam layer with retardation of
movement and the other is connected with the upper layer where
the modern water is moving along the moraine sandy loam. We as-
sume that the upper source has tritium concentration similar to
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that of the water in borehole 53n, i.e. equal to 33.6 T.Ü.,
which is similar to the mean value during the time of observa-
tion, and this water is mainly responsible for the water table
variation in borehole 11. Then it is possible to write a system
of balance equations whose solution allows to find the propor-
tion of mixing water components and its tritium concentration
in the lower layer of sandy loam.
We write the system:

Cup.w.t. " C1X +
Clow.w.t. - C1f
X + y = 1

or
Cup.w.t. - C1X + C2(1 - x)
Clow.w.t. - V* + C2(1 - x>

where C . and CU . are the mean values of tritium con-
centration in water of boreholes 11 at the upper and lower water
table, respectively; CL and Cp are tritium concentrations in the
both, water sources, i.e. in the "young" water similar to that of
borehole 53n, and in the sandy loam of the lower layer; x and y
are portions of both waters; it is the coefficient of variation
of water proportion of the first source which is proportional to
the variation of water level in borehole 11 and equal to
0.57 : (276 - 135)7(276 - 27) cm.
The numerical form of the system is as follows:

46.8 = 33.6 x + C2(1 - x)
60.4 = 33.6.0.57 x + C2(1 - 0.57 x)

The solution of the system gives the following figures:
x = 0.71; y » 0.29; C2 «= 78.5 T.U.
( x'» 0.57 x = 0.4; y' = 1 - 0.57 x = 0.60 )

The calculated figures show that during the flood period (higher
water table) borehole 11 is filled up to 2/3 by "young" water.
In the dry season 60$ of the borehole water is represented by
the "old" one from the lower layer of sandy loam. In order to
estimate the age of this "old" water, we can compare the calcu-
lated value of 78.5 T.U. of tritium concentration with the in-
put function of tritium in precipitation corrected by radioac-
tive decay relative to 1986 (see Table 1). In this case we use
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piston flow approximation. The precipitation with tritium con-
tent of 80 T.U. corresponds to 1970. So, water age from the lo-
am sediments of 2.76 m depth is close to 16 year, and the ver-
tical velocity of infiltration in sandy loam is 276 : 16 = 17.2
cm/yr.
Additional soil samples near borehole 11 were taken by means of
auger in November 1986 and in June 1987» The boring depth was
4.23 m and sampling was fulfilled at interval of 0.5 - 1.0 m.
The pore water was evaporated at the temperature of 300°C and
tritium content was measured (Pig. 6). Variation of tritium
concentration in the pore water can be explained only by piston
emplacement of the "old" meteoric water. If one takes into ac-
count the diffusion washing of tritium and its radioactive de-
cay in time, in this case the maximum value of 120 T.U. in pore
water at a depth of 3 m can be connected with penetration of
meteoric water to the depth since 1963 when thermonuclear tests
took place in the atmosphere.
This gives a time interval of 23 years relative to 1986 year of
observation. Prom this the velocity of water infiltration is
300 : 23 «= 13 cm/yr. One can see from both calculations that the
order of figures is the same and the water movement in the sandy
loam is by 2.5 orders lower than in sand.

_, », _, go . . . . 1PQ JT.U.

100

200

300.

400
cm

1986

Pig. 6 Tritium profile of
pore water in sandyloam near borehole11 measured in Nov.
1986 and June 1987.
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The calculated values of filtration velocity seem to be limited
for infiltration properties of the waterbearing sediments. For
example, the velocity of filtration in carbonate and fractured
rocks estimated by analogous isotope methods is 63 cm/yr. This
correlates with the same interval and by 4 times exceeds the ve-
locity in the sandy loam.
One can see from the above data that tritium age of groundwater
in two different deposits varies from 0 to 3 months in sand and
from 0 to 23 years in the moraine sandy loam.
Using experimental results, it is possible to estimate seasonal
age variation of water within a year. Table 2 contains initial
data and calculation results of water proportions of different
age (a,x,y) for the groundwater of sandy lens sampled from bore-
hole 53n and from Spring Usadievsky. The calculation was carried
out relative to the seasonal balance of water which was accepted
as xmity. Fig. 7 demonstrates the same data in absolute values of
of water amount of the particular age . The relative data of Tab-
le 2 represent the formation conditions of water in a season
while Pig. 7 shows their changes during the year.
The age characteristics of water properties were selected from
the calculations on the basis of the previous analysis of isotope
data. In fact, water with t = 0 within the season transit time
and seasonal delay t = 3 months relative to the time of precipi-
tation is taken as a basic fallout. The water with t = 0 in pri-
nciple can be specified as the surface runoff.
It follows from Table 2 that the maximum precipitation proporti-
on with t = 0 in the groundwater appears in spring and summer,
and the minimum one - in autumn and winter. Accumulation of gro-
undwater in the cold half of the year by 70 or 80% takes place
at the expense of previous year precipitation. Groundwater
recharge in a warm season goes from the surface runoff.
It was found that groundwater balance in the spring of 1986 and
1987 does not fit if one uses only two fractions. Evidently, the
third component from the deep sandy loam takes part in this pro-
cess. The old water is displaced into the sandy lens by the pre-
ssure of flood water. Tritium content in such water is equal to
78.5 T.U., on the average. In the case of three-component task,
for the calculation of three ages it is possible to combine two
balance equations of spring seasons and general water balance
equation assuming small hydrological difference between the same
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seasons of two years. The result of the calculation shows that
the fraction of "old" groundwater with the age of from 16 to
23 years in the sandy lens in a spring season does not exceed
1056.
By analogy, the balance of the main surface spring Usadievsky
at the closing range was calculated (Table 2 and Fig 7). Cont-
rary to the grounwater, the isotope balance for spring does
not fit given that two components are used for spring as well
as for autumn. The attempt to use tritium concentration of

Table 2 Seasonal variation of ages of ground and
spring waters of the basin in 1986-198?

Season Discharge, Tririum content
mean value in the componentsin 1/s C Ca Cx Cy

Portion of watera x y
t»0 t=0.4 t=20

Mean
agein yr

Groundwater, borehole 53n
1986
Spring
Summer
Autumn
Winter

0.93
1.01
0.49
1.03

Mean weitedralue
1987
Spring
Summer

1986
Spring
Summer
Autumn
Winter

1.20
0.75

11.32
0.6
7.45
1.92

Mean weited
value
1987
Spring
Summer
Autumn

10.45
4.26
-

43
41
31
29
36

32
35

Spring

41
40
37
29
38.5

35
26
26.5

40 37.5
38 43
36 30
24 31
-

26 29
37.5 32

78.5
-
—
-
-

78.5
-

0.57 0.33
0.4 0.6
0.2 0.8
0.3 0.7
0.37 0.61

0.57 0.33
0.55 0.45

0.1
-
-
-

0.025

0.1
-

2.13
0.24
0.32
0.28

0.77

2.13
0.18

Usadievsky

40 38
38 43
36 30
24 31

-

26 29
37.5 32
15 35

43
-
39
-
-

43
22
39

0.28 0.23
0.6 0.4
0.49 0.05
0.29 0.71
0.36 0.22

0.28 0.23
0.19 0.12
0.49 0.05

0.49
-
0.46
-

0.42

0.49
0.59
0.46

2.54
0.16
2.32
0.28

2.19

2.54
3.0
2.32
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Pig. 7 Seasonal variation of different age water forgroundwater (a) and spring water (b) of thebasin: (1) water table and discharge, (2) sur-face runoff (t=0), (3) groundwater with t=3months, (4) "old" water with t=20 yr (a) andt=5 yr (b).

eandy loam (78.5 T.U.) with a longer delay time (20 yr) as the
third component does not provide the balance and the equation
system is to be unsolved. Prom the physical point of view, it
is understandable due to the fact that the proportion of the
"old" water in the soil does not exceed 2% during the year,
and because of dilution of this water its tritium concentra-
tion appears to be within analytical errors. In this particu-
lar case it is possible to assume that in addition to precipi-
tation (portion "a") and groundwater (portion "x"), the third
component can be the water from the swamp of the upper part of
the basin. Isotope characteristic of the swamp is represented
by borehole 26n and the Spring Dalny and the drainage trench.
The mean value of tritium concentration here is close to 43
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T.U. for the spring and 39 T.U. in automn (t=5 yr from piston
flow model). The results of the calculation are presented in
Table 2. and Fig. 7.
The formation of the runoff withn the basin is characterized
by the opposite tendencies relative to those of the groundwa-
ter. Increase in contr-tbution of the runoff (t=0) in the gro-
undwater leads to decrease in the spring, i.e. at continu-
ous saturation of porous media of the unsaturated zone by pre-
cipitation or melted snow the proportion of this "young" water
in the runoff is lower and vice versa. Por instance, in the
similar spring season of 1986 and 1987 and the rainy summer of
1987 the minimum proportion of the surface runoff of the spri-
ng and its maximum for the soils are characteristic. Maximum
of the surface runoff occurs in autumn when 80% of soil pours
are filled with water of the previous precipitation (t=0.4 yr,
see Table 2). And winter is the only season when there is clo-
se agreement of water component ages for the spring and the
soil.
During the rainy seasons of 1987 the percentage of swamp water
in the spring runoff is high (42% of the mean annual runoff).
But this water is completely absent in the sandy lens. The
runoff from the swamp is discontinued in dry seasons of the
year (the summer and the winter of 1986). Because of high pro-
portion of swamp water with t=5 yr the groundwater component
with t=0.4 yr in the spring runoff is lower than in the unea-
turated zone and its mean annual value is 22%. But mean annual
surface runoff of the spring and soil water is the same (31%).
On the basis of the first two years of observation it was fo-
und that water of four ages is balancing in the recharge and
discharge within the basin: surface water of precipitation
origin (t=0), groundwater of sandy deposits with residence
time of up to 0.25 yr, swamp water with 5 yrs of exchange time,
and water of morain sandy loam with mean age of 20 yrs. The
contribution of different age waters to the recharge of Spring
Usadievsky is varied seasonally. Mean values of the components
in 1986-1987 were 36, 22, 41»8 and 0.2 accordingly.
The mechanism of groundwater discharge into the spring is well
identifiend by simple piston model of displasement of water
accumulated in the sediments under pressure of the entered pre-
cipitation water. The box model gives mean age of spring water
equal to 2.2 yr.
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5. Seasonal cycling of recharged and discharged basin water
The results of tritium measurements of groundwater in boreholes
11, 18, 26, 26n and 53n obtained in 1989-1991 are presented in
Fig. 8.

T.U»
50 .

40.

30

20-

10.

50 100 200 cm
Water table

Pig. 8 Relationship between tritium concentrationof groundwater and its water table (mean
values for 1989-1991)

The depth of boreholes Taries from 3 to 5 m. Perforation of the
boreholes 18 and 26n was accomplished on all the length. The
borehole 11 reaches only sandy loam, 53n comes to sandy layer
and 26 locates in the swamp area and opens peat water.
One can see from Fig. 8 that the sandy loam profile (26n, 18)
tritium concentration of water increases with decrease of gro-
undwater table. This relation demonstrates the fact that after
flood water has gone the recharged into the borehole water
appears to be of the previous years origin with higher tritium
concentration. It was found earlier by the data of borehole 11
that mean water age of this is about 20 yrs. For sandy sedi-
ments in borehole 53n tritium concentration practically does
not depend on the water table. This is because of high value
movement velocity of water in sands.
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A reverse picture is observed in the swamp borehole 26, where
tritium concentration of water is sharply droped with water ta
ble decrease and vise versa» As a consequence the
peat water on the depth has very low tritium concentration. On
the contrary upper part of the section peat water has higher
tritium concentration of the previous years precipitation.
Pig. 9 shows this phenomenon more clearly.

0 10 30 50 T.U,

1 .

3 -
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m

Pig. 9 Distribution of
tritium concentra-
tion in swamp bore-
hole (mean value for1990)

The plot was built up using 1990 observational data of one mo-
re borehole set up in an upstream swamp of the near located
Tver region. The profile of tritium concentration is divided in-
to two parts. The upper one up to 2 m has high concentration
for which the mean age obtained by box model is about 5 yrs.
The lower part from 2 to 8 m of the depth shows that its wa-
ter age is not less then 100 yrs due to diffusion process of
transfer. The same character of water dynamics seems to be
responsible for for tritium distribution in the borelole 26
relative to the water table. So, relationship between tritium
content and water level shows that after spring floods and
rainfalls process of replacement of previous year water in
sandy loam and peat soils takes place. Sandy soil does not re-
tain old water.
Taking into account distribution of the observational boreholes
within the basin it is assumed that the mean tritium concentra-
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tion of all the samples in the same month can be accepted as
mean isotope characteristic for groundwater of the basin. In
this case isotope variation of groundwater from month to month
is applied as indicator of its dynamics. Pig. 10 shows this
variation and dynamics.

T.U.

40

05
•o 20

10 20 30
Precipitation 40 T.U.

Fig. 10 Relationship bet-
ween tritiumconcentration in
groundwater andprecipitation (mon-
thly mean values
for 1989-199D.Figures indicatethe month and t isresidence time.

Theoretical lines reflecting general directions of tritium con-
tent changes in the groundwater in connection with its vari-
ation in precipitation are also drawn. The line I defines tri-
tium distribution in groundwater of zero age. This is possib-
le when tritium content in groundwater is equal to that in
precipitation. Theoretical line II corresponds to the ground-
water age of t=5 yrs. Isotopic composition of this water reve-
als weak reaction with respect to seasonal variation of tri-
tium in precipitation and the line of its tritium concentrati-
on passes in parallel with the abscissa axis.
Let us consider seasonal distribution od tritium concentration
in groundwater shown in Fig, 10. During winter time tritium
content does not depend on its concentration in precipitation,
this is because of frozen soil and snow cover. But concentra-
tion of tritium here equal to 31 T.U., what is lower then in
groundwater during 1988 (34 T.U.) in average. This can be ex-
plained by infiltration of small portion of water of 1989 win-
ter precipitation with low tritium concentration (10 T.U.) into
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groundwater. Perhaps it has happend during winter thaws and due
to variation of freezing depth of the soil in connection with
winter temperature variation. The mean value of this thaw in-
fluece winter water in soil is estimated by tritium balance
( 31 = 9a + 34(1 - a), where a is portion of the thaw water
of 1989), and equal to 12%.
Prom March to April tritium content in groundwater sharply dro-
pped from 34 T.U. to 24 T.U. due to the spring flood. The amo-
unt of thaw water in the soil in April was 32$ (24 = 9a + 31(1-
a). In June tritium concentration in groundwater was 29.5 T.U.
while in precipitation its mean monthly content was 31 T.U.
Prom isotope balance it follows that in the beginning of Summer
only 1% of Spring flood water presented in the groundwater. The
remaining 93$ did not manage to mix with the older water and
discharged into the spring. During Summer variation of tritium
concentration was in small range (28-31 T.U.) in comparison
with broad changes in mean monthly precipitation of these mon-
ths (17-31 T.U.). The mean monthly tritium content of groundwa-
ter in summer was 30 T.U. and in precipitation was about 24 T.U.
It means that the groundwater content of tritium is weakly de-
pendent on summer precipitation. Using tritium balance and ta-
king into account tritium content of groundwater in winter as
31 T.U., one can find that summer precipitation here forms por-
tion of 14$ of water. At the same time summer precipitation in
that region set up 35-40$ of the annual one. This is due to the
surface runoff and évaporation-transpiration process.
In December when negativ temperature is set up, tritium content
in the groundwater was close to the summer value (29 T.U.) but
with small shift relative to the preautumn flood of 1989 (31
T.U.).
The value of mean annual tritium content in grounwater of the
basin is close to 29 T.U. and in the precipitation is 24 T.U,
Prom this using isotope balance equation the portion of preci-
pitation in the groundwater is equal to 29$. It means that one
third of old groundwater was replaced by this year precipitati-
on water. Mean residence time of groundwater here is close to
3 years.
It is worth to draw attention that this is mean residence time.
It varies from close to zero for sand to some tenth of years
for sandy loam. One may obtain from the equation of isotopic
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balance that only 16% of groundwaters are represented by water
from the sandy loam and loamy sediments.
Let us consider now seasonal variation of isotopic composition
of Spring Usadievsky in its mouth range. Pig. 11 shows tritium
content changes relative to the seasonal water discharge in
1989-1991. Fig 11a demonstrates the regime of Spring discharge
for a long in time thaw in February 1989. In the beginning of
the thaw the discharge was increased from 1.5 1/s to 7 1/s. The
tritium content reached the value of 38 T.U. exceeding its le-
vel in the groundwater (31 T.ÏÏ.) and much more in the snow pack
(9 T.Ü.). That time tritium content of water in tributary Bli-
zhny flowing out of swamp was 43 T.U., and in the borehole 26
(on the swamp) was 49 T.U. So that the possible source of high
tritium concentration was swamp water with that of about 46 T.U,
With the increased flood up to its maximum of 9 February the
portion of melting snow water in accordance with proportion
33 = 38a + 9(1 - a) increased up to M%. But the portion of
swamp water is still high because the tritium content of spring
water was 33 T.U. which is higher then that of groundwater (31
T.U.). In the end of February when the thaw was finished the
discharge of spring dropped to 33 1/s» the tritium concentrati-
on in its water was decreased lower of its value in the gro-
undwater and reached the figure of 23 T.U. The calculations
show that this was a stage of maximum portion of melted snow
water in the spring (42$). In general during the thaw the dec-
rease of tritium content in spring water due to melting water
discharge is observed. But in this particular case the main
contribution belonged to the swamp water discharge.
Fig. 11b shows the same distribution during the spring flood
in ï.Iarch-April 1991. In the end of March when melting started
the value of tritium content in the spring water was 2? T.U.
This is close to that of mean monthly content of groundwater
(26 T.U.). The mean tritium concentration in snow water of win-
ter precipitation was 16 T,U. With the increase of discharge
of spring water its tritium content decreased due to dilusion
by melting water, but after 23 March started slowly to increase.
After 4 April the discharge dropped from 107 1/s to 50 1/s but
tritium concentration started to increase and reached maximum
value of 45 T.U, on 6 April. And to the end of flood both pa-
rameters returned to the initial values making a cycle.
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Between the results of numerous analyses the maximum tritium
concentrations were observed in the water in the water of Spr-
ins Dalny and Blizhny from 4 to 9 April with values of 4-4-60
T.U. So that the maximum concentration of tritium during the
period has swamp water with value of around 52 T.U. In this co-
nnection the increase of tritium values may be explaned by in-
crease of discharged swamp water, If it is true then the swamp
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contribution to the droped discharge of the spring water from
proportion 45 = 52a + 26(1 - a) can be determined by figure of
7396.
Fig. 11c demonstrates the spring dynamics during separate rain-
falls of different intensity. The intensive rainfall during
5-7 August 1989 increased the spring discharge up to 50 1/s.
The precipitation water had tritium concentration of 29 T,U.
The mean value of that of groundwater in August was 39 T.U.,
and the spring water at mouth range showed 30 T.U. It follows
from that the surface runoff of the rainfall in this situation
reached 70%, Later on tritium content in the spring increased
to 38 T.U. and water discharge in the spring decreased to 35
1/s, It is assumed that the tritium content increase corres-
ponds to swamp water of Spring Dalny with concentration of 42
T.U, Its amount is accounted by figure of 66%.
Some different picture was observed during a poor but long
rainfall in 17-20 August, The precipitation tritium had concen-
tration of 43 T.U,, and the spring water with discharge of 0.5
1/s had 24 T.U,, and groundwater content showed 24 T.U« The
increase of spring discharge up to 2.5 1/s was accompanied by
weak increase of tritium content to 25 T.U. By isotope balance
only 14% of the spring discharge was determined by surface run-
off. In the first case the spring discharge was increased by
16,3 times, and in the second by 5,6 times. But portion of the
surface runoff was equal to 66% in the first case and to 14% in
the second one. It follows from those that during weak but long
rainfall the water saturates the soil. During heavy rainfall
the water runs off on the surface and may overflow the swamp
which discharges with some delay to the spring.
In order to have more representative picture of isotope dyna-
mics in the spring water the mean tritium data of the basin
from 1986 to 1991 are presented on Pig. 12. Tritium concentra-
tions of the spring water here in January-February are exceeded
that in precipitation, The spring recharge occured mainly at
the expense of groundwater with higher tritium content.
During the spring flood which starts in the region in the end
of March or beginning of April tritium concentration of the spring
- water is decreased due to their dilution by melting water

with low tritium content. The process of mixing of snow, swamp
and groundwater of zero, five and three year age is observed on
the plot.
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The main experimental results are as follows:
- residence time of groundwater in sandy loam is determined by
3 yrs and every year fresh precipitation water displaces one

T.U.

30_

20.

10.

\ x*^vvv*7^L- v--^

I II III IV V VI VII VIII IX X
1 9 8 6 - 1 9 9 1

XI XII

Pig. 12 Variation of tritium concentrations in preci-pitation (1). in spring water (2), and in
groundwater (3). Mean values for 1986-1991are normalised to 1986.

third of old water;
- residence time of groundwater in swamp is equal to 5 yrs and

it discharges during the spring and autumn floods;
- during winter thaw groundwater is recharged by melting water
and its portion is accounted by 12-17$;

- the .'recharge of springs is performed by surface runoff, gro-
undwater and swamp water;

- during 6 yrs of observation the water balance of spring dis-
charge is accounted by 50% of precipitation, 30% of ground-
water, and 20% of swamp water. The mean residence time of
spring water is close to 2 yrs.

6. Cyclic model for seasonal recharge and discharge
of ground and spring water using the approach of
maltycompartmental hydrological systems

Seasonal variation of water cycle is sinchronous with variation
of isotopic composition of precipitation. In this connection a
cyclic model is to be the best for description and simulation
ef natural processes like cyclic recharge and discharge of
ground and spring water.
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Fig 13 represents a block-scheme model of the system under
consideration. In order to preserve a symmetry of the analytical
presentation of the model and, in turn, avoid an over complication
of equation to be derived we suppose that all blocks Ccompartments,

PRECIPITATION
qM ro

n qdi Cdi

SURFACE RUNOFF

"rz Crz

SWAMP

q Cr a r a d3

GW, 1st HORIZON

r* r* q C
V »* »*
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v v v v
out out

DRAIN

Fig 13 A block-scheme of the multi compartment model of a
hydrological dranaige system with sinusoidal inputs:

q . Ct3*q .simot. + q .

± i

"out
di -«-q .M +qM

•••q .^

réservai r sD of the system are intercbnnected each with others and
back-feeded itself. Then a basic model equations can be written as
follows:

k=l

CE)

k=l
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where
i, k indexes of particular compartments,
n total number of the compartments,
C , , C isotope tracer concentration in the i-th and k— th com-

partment respectively, i.e. variables to be sought,
V. water volume C storage!) of i-th compartment,
q , q water flow rates from the i-th into k-th compartment

and vice versa respectively,
q . recharge flow rate to the i— th compartment from the

external systems C input, a precipitation share used to
recharge the i-th compartment} ,

q discharge flow rate of the i-th compartment to external
systems Coutput, discharge into a main drain of the
watershed, i.e into a creak, river, lake, etc.},

X isotope tracer decay constant.
To this equation some initial conditions concerning the water

storages and tracer concentrations in every compartments must be
added, for instance:
C3D V , eV,Ct=O:>,oi i
C4D C sC.CtsOD,oi i
Generally speaking, the set of the model equations CD and C2)
appear to be non-stationary ones as all variables incorporated are
depended on time.

Opening the derivative in the right side of C2D gives

C5> VidCi/dt+C.dVi/dt= Zqk.Cki - £qikCik+qriCri-qdiCdl-XaViCi

k=l i=l

Further substituting dV /dt from C13 into C5D yields Chere and
farther the summation indexes are omitted as they have been fixed!)
C6> V

where

C7!> V±-
o

Thus, the general set of the basic model differential equations
has been get.

It is seen that an analytical solution to such a set is not so
easy to be directly solved especially if it is taken into account a
real dependence of input functions q . and interrelation functions
q. . and «I*, on the current time.

Generally, there might be used any relevant known calculation
techniques. Due to a huge complexity the general solution to this
problem in an explicit form is practically impossible to be given in
this short communication. There is a reason to give here some
approaches how this solution could be get and demonstrate some
illustration of more simplified cases.

The first simplification can be made assuming that water and
an isotope tracer in each compartment is fast and completely mixed
less during a time period which is to be much less than a mean
residence time of water and the component respectively. This is
so-called a perfect mixing model CPMM3.

In that case, a current output concentration in any i-th compartm
is to be equal'ed to that inside of this compartment. It means that
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C83 C
C9D C . . C t > = C . C t )ik i
C10D C . . C O - C . COdi i

Using this relationships in C6D gives us

C113

or
C12D

ri

where the similar members are underlined. Further rearranging yields

C135 V,dC

V^C./dt + (Zqki + qri +

Nevertheless, this variant of the general equation has yet been
stayed non-stationary one and indefinite relating to the water
storages V CtD depended on current time. Its solution is principally
possible if there is data on current temporal variations of water
:flow rates related Csee eq

Making the second simplification we assume now that temporal
changes of all water storages V. are negligible compared with their
mean averaged values, i.e. it is supposed that definitely or, as
less approximately

C15D V±Ct) «const
and consequently

C163 dV./dt»O.
It is clear that for confined ground water aquifer, this supposition
is rather reliable, as to surface reservoirs and unconfined shallow
horizons it is likely a strong supposition to be controlled by the
experimental data.

In such and only in such a case the general model equation can be
convoluted to the stationary one with respect to the storages related:

C17D dC±/dt +
Introducing the following constant kinetic coefficients

ciw
C19>

eq C173 can be rewritten in a new more symmetrical form
C213 dCi/dt + (zKki + Xr± * Xa]c± - ZXkiCk - XriCri

Opening sums contained in C213 gives

furthermore introducing the following denotation for ii-th kinetic
coef f i ci ent s
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it can b© derived a very symmetric and convenient equation
C2-O dC, /dt-X . C -X . C -. . . -A. . C. -. . . -X . C «X . C ,i/ li i zi 2 il i ni n ri ri

Moreover, applying the Laplace transformation to this set of
differential equations we can derive a set of algebraic equations
which can be solved immediately. Indeed, in the Laplace
transformation C24D is written as

C255 sC. Cs5-C . -X .C Cs3-X .C CsD-. . . -A. . C . Cs3-. . . -X .C Cs5"X .C , Cs3i oi ii i zi 2 ii 1 ni n ri ri

where s is a parameter of the Laplace transformation.
One yet rearranging all similar members in C25D we obtain

C255 - X i l i 2

or in matrix form

t c^DJ l A,, * i i ^**« -̂ ̂ -* i ~~ i '*»• * ~vfrv » ̂ » •l k i | l k | l oi ri ri

Thus, we have obtained a matrix presentation of eq C173 in term of
the Laplace transformation by Vi=const. .

In order to get a solution to this matrix equation one has to
multiply both its side by the inverse matrix of the kinetic
coefficient matrix as follows
C26D IXki Xki ci
As a product of the direct and inverse matrix is a unit matrix the
final solution in the Laplace form is given by

C273 -i C ,+X .C ,Cs3oi ri ri

It is seen that to reach the final solution to the problem we have
— to assume an explicit dependence of the input concentrations
C .CO on time and find out their Laplace presentations as well,

- to define or nominate all kinetic coefficients X , and X, . rememberiri ki
that ii—th values are determined by the eq C233,

- to construct a matrix equation in accordance with C273 which
represent a solution to be sought in the laplace form, then

— to make an inverse Laplace transition to the explicit original
functions being sought.

It is known that the tritium concentration as well as
precipitation flow rate recharge q can be represented as a
periodical functions versus current time t. In the simplest case, it
might be assumed that there exist an annual periodicity in form
C28) q .Ct5«q .sinwt •+ q .

C2O3 Cr "

where q . and C . represent amplitudes of the water flow rate and
isotope tracer concentration changes, q . and C . reflects mean
annual values of the water flow rate and tritium concentration in
the i-th compartment external input respectively, furthermore, $
denotes a phase deviation angle of the concentration input function
relatively to the flow rate function which is considered as
synchronizing one.

Thus, the total input mass flow rate of tritium is
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C3O3

aiC .sinCwt+S.^sincot •* q ,C .sinCo>t+$. D+q , C .sinwt + q. C .»

q .C . |ClX25IcosCot+*. -wt^-cosCwt+$ +wtD 1+ q C . si nCot +«.:> +

ri*qaiCai jClX23(cos$1-cosC2wt+$1D j

C
ri

sinwt *

It is completely evident that

Thus, the last member in the right side matrix in eq C27D can
explicitly be written in form
C32D X C

The Laplace transformation can be taken from the standard Laplace
transformation tables and used to solve the matrix eq C27D.

Even at the present level of consideration, it is evident that
output concentrations of an isotope tracer exiting a
hydrogeological system with the atmospheric precipitation can
consist of several periodical components having different phase
angle deviations each of other and different amplitude of variations
caused by
— non— synchroni zed variations of recharge water flow rates, on one
hand and isotope tracer concentration variations, on another hand,

- differences of residence times of water and tracer in particular
compartments of the system under interest, the latter fact has
already been demonstrated in recent publications [1,2,3].

The superposition of all these sinusoidal components can be
analyzed in the future on the base of the approach developed and
relative long— term observational data of both isotope and common
hydrology character.

By the way, in the publications mentioned obove, some total
solutions to a stationary one compartment model with a sinusoidal
tracer input was given and analyzed.
1. Kusakabe M. et al., J. Geoph. Res. .vol. 75, No. 3O. , C197OD,

S941-59SO.
2. Isotope Techniques in Ground Water Hydrology, 1974. IAEA, C1974D,

Vol. 1, 399-428. Dubinchuk V.T. et al.
3. Radioisotope Techniques in Engineering Geology and Hydrogeology,

C. 19773, Atomizdat, Moscow, pp. 3O4, Ci n Russian}
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