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FOREWORD

Reliability data plays an important role in Nuclear Power Plant safety

and availability.

In plant design reliability data are used to evaluate the safeoty
implications of various redundancy strategies. [n plant operation reliability
dala are needed for the evaluation of maintenance schedules, allowable outage

times and to optimisze test intervals.

Other wses of realiability data incinde: root cause and failure trernd
analysis, common cause failure analysis, plant performance indicators and
optimization of spare parts inventory. Of particular importance is the use of

reliability data in probabilistic safety assessments.

It is clear that the establishment and the mainternance of a reliability
data bank based on specific NPP operational experience requires considerable
commitmoent from the organization managing the work. xperience shows,
however, Lhat bernafits clearly compensate for the costs involved, particularly
if one considers the multiple uses of the collected data in NPP safety and

availability analysis.

Clearly, if data are to be suitable for use in PSA studies, their
collection should be organized in a way which meots the needs of the PSA
analyst. This implies that a close liaisorn betweern the people who are
responsible for the collection of data and the PSA analysts should be
established. The combined experience of the Agency's member countries in the
various aspects of data collection, analysis and retrieval represents a much

richer source of data than that which could be provided by any single country.

Tn order to ensure that this wealth of experience can be made use of, a
Techtical Committee Meoting was convened by the 1AEA in Vienna, 1-5 February
1988. The general objective of the moeting was to compile and to disseminate
ongoing work and experience with reliability data sources including aspects of

data collection, analysis and retrieval.



This Techrical Document, prepared by the participants in the meeting,
highlights the issues discussed during the meeting. The document reviews,

based on the information available in the group of participants, the

experience in Member States and identifies areas where further work is needed.
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EXECUTIVE SUMMARY

1o compile and to disseminate on-going work and experience with
reliability data sources, including aspects of data collection analysis and
retrieval, a lechnical Committee Meeting was convened by the TAFA in Vienna,

1-5 February 1988,

This techrnical document, prepared by the group of participants in the
meeting, reviews, based on the information available to the group, the

experience in Member States and identifies areas where further work is needed.

Chapter 2 reviews the role of reliability data in plant safety and
availabilaty. It also identifies major issues in data collection, evaluation
and utilization. Among these issues the incompleteness and inconsistency of
data, the factors affecting failure data, data validation and the use of

genaric and plant specific data are addressed.

In Chapter 3 the experience of some countries in establishing and
operating data bases is compiled in the form of tables. Both event data bases

and reliability parameters data bases are addressed.

The following aspects were compiled:

- status and general characteristics of data bases

- main information items provided

- modes of data collection

- manpower and computer resources in data collection
- means of data manipulation

- potential application of the data banks

a full section of this chapter is devoted to the Component Event Data

Bank (CEDB) of the JRC TIspra managed furopean Reliability Data System.

In addition, the chapter contains a detailed description of information
to be collected for an adequate failure characterization and use in safety
analysis. Quality assurance aspects in data collection, validation and

screening are also addressed.



New data collectors can benefit from the oxperionce gained during data
collection and data base formation in other countries. Therefore, commernts o

the experience available and potential pitfalls are given.

Chapter 4 addresses data management and analvsis Once the data base
is established special attention should be given to the computerized data basc
management system in order to choose the most appropriate one for each
particular application. Information Found in dala bases must be processed
using appropriate statistical techniques selected in accordance with the

characteristics of the data and requirements of the analysis.

A number of data bases containing component reliability parameters are
available in the open literature. They usually differ with rogard to sire,
level of detail and the ultimate source of data. The comparison of mailn
charanteristics of representative data sources is also found in Chapter 4.
Special attention is devoted to the Reliability Data Book of CHOH and to the

IAEA compilation of generic component reliability data.

The data for rare events (some initiating events are usually of that
kind) usually cannot be collected from plant operational experience. Special

studies uwsed to assess that kind of data are presernted,

Information about events can be used to generate system reliability
indicators. Reliability indicators which condense a large amount of
information about the system aperaltion into a Few quantitabive parameters is

discussed.

Finally, the participants in the 1CM identified aspects which deserve
special attention by those involved in collecting and using of reliability
data. Among others are some remarks about historical guality of data,
operating times needed to derive parameters, root causes of failures,
importance and cost of data collection efforts, manpowor requirements and

needs for international cooperation and standardization.
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1. INTRODUCTION

Reliability data plays an impor tant role in Nuclear Power Plant safety

and availability.

Tri plant design reliability data are used to evaluate the safety
implications of various redundancy strategies. [n plant oporation reliability
data are necded for the evaluatiorn of maintenance schedules, allowable outage

times and to optimize test intervals.

Other uses of realiability data include. root cause and failure trond
analysis, common cause Failure analysis, plant performance indicators and
optimization of spare parts inventory. Of particular importance is the use of

reliability data in probabilistic safety assessments.

It is clear that the establishmernt and the mainternance of a reliability
dalta bank based on specific NPP operational experience requires considerable
commi tment from the organization managing the work. [xperience shows,
however, that benefits clearly compernsate for the costs inunlved, particularly
if one considers the multiple uses of the collected data in NPP safety and

availability analysis.

Data can be derived from gerneric or plant speocific information. tor
use in Probabilistic Safety Gssessment (PSN), data is needed for the
frogquencies of initiating events, the rates of the different compornient Failure
modes, common cause failure rates, repair times, unavailabilities due to tests

and for preventive maintenance and human error probabilities,

Specific Field data collection campaigns, generic published
information, laboratory testing, expert opinion, and abrormal evert data from

aoperational experience are the most common sources of data.

Available data is, however, oftern of limited use in PSA studies because
of the way in which the data have been collected. Frequently events are
recorded without providing any information concerning the time over which the
data have been collected or the rnumber of demands which have been made during

this time. Other shortcomings in available data sources are the lack of

sufficient detail concerning the event or operating conditions and the lack of

consistent and well specified definitions, including component boundaries,

11



operating environment, design specification and available information on

failure mode or root cause.

Clearly, if data are to be suitable for use in PSA studies their
collection should be organized in a way which meets the needs of the PSA
analyst. this implies that a cluse liaison between the people who are
responsible For the collection of data and the PSA analysts should be
established. 1lhe combined experience of the Agency’'s member countries in the
various aspects of data collection, analysis and retrieval represents a much

richer source of data than that which could be provided by any single country.

In order to ensure that this wealth of experience can be made use of, a
Technical Committee Meeting was convened by the IAEA in Vierma, 1-5 February
1988, The general objective of the meeting was to compile and to disseminate
ongoing work and experience with reliability data sources including aspects of

data collection, analysis and retrieval.

This Technical Document, prepared by the participants in the meeting,

highlights the issues discussed during the meeting. The document reviews,
based on the information available in the group of participants, the

experience in Member States and identifies areas where further work is needed.

12



2. ROLE OF RELIABILITY DATA

Reliability data plays an important role in Nuclear Power Plant (NPP),
availability and safety. The establishment and the maintenance of a
reliability data bank based orn specific MPP operatiora] experience requirves
considerable commilment from the organirzation managing the work. Experience
shows, however, that berefits clearly compensate for the costs involved,
particularly if one considers the multiple uses of the data associated with
NPP design and operation.

2.1 Probabilistic Safety Assessment

Safety assessment in general and probabilistic safely assessment (PSH)

in particular provide important insights to be considered in connection with

the design and operation of nuclear plants.

Three different levels of PSA are defined in the literature. Thuas, PSA
may be focused on plant analysis and in calculating the freguerncy of core
damage. Tt may also address the physical phenomena leading to uncontrolled
radioactive release and its associated probability or the risk of harm or

injury to the general public.

This document is restricted to the first of these objectives (level 1

In normal operation of the plant norne of the above conditions would be
reached. They can only be experienced if the plant operates beyond its design
limits. Tlhe plant can be placed beyond design if it is subject to accidents
or operational transients, that are not controlled by the various control and

safety systoms.

In order to calculate or assess the probability of the above conditions
the analyst must determine the frequency of occurrence of accident initiating
events, together with the unavailability of the appropriate safety systems.
This can only be done if the appropriate data on initiating events ond

component follures are known.

The application for which PSA has been used most widely in the past is

identification of design or operational weakrnesses having an impact on the

core damage frequency. Evaluation of the dominant accident sequences, and

13



system Failures and humare errors can identify relatively weak points that, 1Ff

improved, wonld most effectively reduce the oxpected core dumage froguency.

Tre order Lo make most use out of the probabilistic safety assessment,
it has Lo be continuously updated. Therefore, opurational experience must be
montitored to eusure that the various assumptions used in the analysis are not

viaolabed.

The use of specific operaticnal data is of utmost importance, boecause
Lthe oxamination of such dala can highlight those arecas where safety needs
further consideration As o result of the safety roview, the resources for

safoty improvements can then be allocated more elfactively,

Probabilistic Safety Assossment methodology provides a very important
systematic means of predicting new accident scenarios. These scenarios can be
extracted cither from «a PSA, if available, or by constructing dedicated event
and fanlt troes for specific accident sequences. This information can be used
in operator training to alert him to the various accident scenarios.
Additionally, 1t may be used to identify weak points In the knowledge of Lhe

plant persorel

tor this subjoct, the concept of & living PSA is applicable arnd
useful. This Form of Lraining necessitates an updating process for in-plant
data colloction and analysis to periodically rovise the plant specific
atcldent sconarios used for Lraining based on in-plant event experience and to
provide information reguired to modify both emergency and normal procedures of

oparation.

2.2 Uses of reliability data in NPP_ Design

Soveral options might be available to achieve a specified function at
the dnsign stage of the plant. 1lhe designer must consider the structure of
the systems, the choice of materials, the reliability of the available
options, quality assurance programme, etc. Reliability data are used to
evaluate the reliability for ecach of the various desigrn options. This
information enables the designer to judge which of the option should be
adopted, taking into account a cost- bernefit analysis and therefore enabling

him to realize a more rational and economic design,

14



fvaluation of design option imply in the specification of different

levels of redundancy and diversity.

& general procedure to spocify redundancy and diversity levels includes:

i) specify the possible diffarent system structures;

i1) perforw reliability analysis for cach defined system structure
using the same data seb input;

ii1) evaluale the deopenderncicos and common mode aspects for the
different redundancy and diversity levels (including
considerations of diversity and separabion);

iv) compare and evaluate the rosults for the various systaem structures.

The identification of spocific aspects of the level of redurndenicy

considers Lhat:

@) redundancy can be established on different levels Lo achiieve a
qiven safekbty goal;
) the logic of redundancy is not unigque (o.gq. parallel, voting

logic); thuerefore various options have to be studied,

<) the effectiveness of the redundarncy is dependoent on the
operational (i.e. whether passive or active traing are used) mode

as well as on the reliability of the individual trains.

The identification of the diversity level inuolves analysis of the

uffects of:

a) functiornally diverse systems/components, e.g. for roactor
protection and shut-down, decay heat removal;

b) techinical iy diverse systems/comporients, e.g. for different powar
{steam or electrical) supply units;

¢) manufacturing diversity, i.e  the comporents manufactured by

different companies.

In conclusiorn for the identification of the appropriate redundancy oud
diversity levels reliability data are nceded beyond the simple comporent
failure rates, i.e. common mode failure data and bhumarn ivteractions are also
required. It should be noted that the great variety of possible design
options can increase substantially the amount of effort needed to complete

this task.

15



2.3 Use of relimbility data in NPP Operation

The use of reliability data in NPP operation can be characterized in
three general areas namely: Operational Management, Safety Maragoment and

Operator Training,

2.31.1 Operational Management

Irt the framework of reliability analysis for operational management

generally two types of information are needed:

(i) & description of operational procedures, and a description of the
dilferent operational modes that need to be considered in the analysis,
and

{(ii) reliability data as input for the analysis.

2.3.1.1 Maintenance Schedules
Specifically, to evaluate plant maintenance schedules on a
probabilistic basis the following analytical steps should be performed:
a) define the calendar period to be considered. Basically it can be
cateqorized as
- refuelling period, i e. several weeks per year,
operational period, i.e. about one year,
- one campaign, i.e. one continuous operational period plus
subsequent refuelling period (normally one year for PWRs),

- several campaigns, i.e. several years or refueling period,

b) doetermine the different maintenance schedules which can be
considered as possible options. Typically long term schedules
(for several campaigns) are desirable. A maintenance schedule
should include all plant systems, subsystems and complex

maintenance activities,

c) Obtain the input reliability data regquired. For mainternance
scheduling three types of data are needed:

- failure data;

- repair and recovery data; and

- test induced failure data (i.e. errors occuring before or during

test which render the system unavailable after the test).

16



d) calcule the equipment/system reliability or unavailability for

different maintenanre policies and its impact on plant safety.

e) compare the results, and derive the economic worth of the

different policies considered in the analysis.

1t should be noted that in the course of the analysis, special
abttention must be paid to maintenance activities, failures caused by the
mainternance actions, as well as to the specific procedures used for both

technical and economic evaluation

2.3.1.2 Optimisation of Test Intervals

For optimisation of test intervals the following procedure can be used
(together with the information listed):

a) definition of time period considered. Basically it can be:

- one test cycle (i.e. one stand-by period plus test period)

- one operational campaign of the plant (1.e. several test cycles).

b) collection of input information for reliability analysis. The
information involves:

- test procedure description (i.e. frequency of testing of each
train of a redundant system, shift period within train tests);

- reliability data for stand- by period.

c) calculation of unavailability of components/systems considering

different test frequencies;

d) consideration of their impact on the probability of occurence of

dominant cut sets in PSA,

{e) evaluation and interpretation of results.

The unavailability of & component/system is subject to two opposite

effects if the test frequency is changed.

1. In case of more frequent testing the contribution from stand--by

latent failures decreases,
2 the contribution to system unavailabilities due to testing and

from test caused failures increases.

17



A time deperndent reliability analysis based on the minimum cut set of
the system is normally performed to determine the minimum time averaged syslem
uniavailability., This is important when the system has arn important impact on

plant safety and availability,

It must be emphasized that the optimisation described above involves

only technical aspects. 1In practice for the selection of the actual test
frequency other aspects, suck as avallable manpower and economic eofficiency

also need to be considered.

2.3.1.3 Outage limes

Whern & failure or an abnormality of a safety system is detected by the
surveillance activities, the system goes into a repair. Technical
specifications (Operating Rules in U.K.) restrict outage times of these
systems to prevent unacceptable increase in the risk. TIf longer outage bimes
are reguired, the plant must be shutdown. PSA produces the dominant mirviimeal
cutsets which lead to core damage. These cutsets indicate the importance of
the safety systems and of the various components. I contribution of outage
of a system is small or negligible, the allowable ocutage time can bhe incroased
if required. 1t is argued that if the outages due to repairs do not affect
significantly the availability of the various safety systems, repsirs can be
carried out during plant operation. Repair btimes are more controllable than
the Failure data. Ttherefore, operating experience can be used only as one of
the ingredients in estimating or planning repair times for a certain
equipment. PSA can be used for the determination of the permissible ouluge
time of the system or componerts. Reliability data used rnormally in PSA are
needed for this application. Appropriate safety criteria must be used to

specify acceptable risk levels, against which outage times can be judged

2.3.1.4 Spare Parts

The repair times are a furnction of the spare part inventory at site.
Storage space and budget for the provision of spare parts are, however,
corditions to be considered. Actual comporient reliasbility data, allowable
outage times, data on accessibility of components, costs and space available,
repair times and estimated time needed to obtain replacement parts, can be

used to optimize the inventory of spare parts.

18



2.3.1.5 Avaid lability of Plant

fivailability of the plant has an impact on both its ecornomics and its

safoty.

Reliability data of various plant systems can be used as performance
indicators of plant safety. TIn this framework, PSA results particularly the
importarnce of safety systems in the total core damage Frequericy can be of most

usea,

2.3.2 Safety Management

2.3.2.1 Barkfitting and/or Design Improvements

The U.S.NRC has conducted a program named " I[ntegrated Plant Safety
Assessment, Systematic Fvaluation Program”. The aim of this program was to
review some older plants with respect to the more recent regulabtions imposed
o the new plants. As & result, beackfitting issues and design improvements
were identified. However, before imposing corrective actions to be taken by
the utilities, a PSN was porformed to evaluate the relative risk impact of the
proposed changes or improvements. The program included the development of Lhe
fault-treos for the relevant system perndirng improvement or backfitting.

fActual failure data was used for the guantification of fault trees.

2.3.2.2 Accident Marnagemerit

Reliability data are also used in the area of accident management, .
Reliability analysis and PSAs can be used to provide guidelines to the
operators. The accident sequences must be reviewed to specify appropriate
opaerator actions, as well as to identify safety faatures which can be used in
accident management. The aim is to stop amccident propagation and to mitigate

consequences of accidents,

Emergerncy preparedness should take into consideration the human ability

to cope with procedures under situations of stress. Therefore, human

reliability arnalysis, as well as ergonomic aspects should be considered.

The reliambility data nceded for this task are those normally used in

PSn, and the human reliability data in conditions of stress.

19



2.4 Reliability Data Requirements

2.4.1 Initiating Events

For the selection and frequency evaluation of initiating events (It's),
two types of data sources are generally required:
&) Event data — actual occurrences in NPPs such as those reported in

LERs

b) Failure data - generic or plant-specific failure data for

evaluation of low frequency initiating events.

The main source needed is the event data from the operating experiernce
of NPPs. Ildeally, any occurrences in & nuclear plant should be analyzed with
respect to a pericdically updated master list of initiating events, in order
to determine whether it is an event that can be classified as an "old" type
already identified in the master list, or whether a "new"” type of event has

occurred, which should then open & new category in this master list,

an example of a list of IE's that developed over several years and is
freguently used in the last years is the FPRI-NP 2230 list of 41 PWR Iks and
37 BWR TEs. All LERs in the NRC file up to the end of 1983 have been put into
the above categories. 1his list covers anticipated transients only. In a
rumber of recent PSAs this list was augmented to include other sources of
initiating events based on additional LER evaluations and other
considerations. Thus, it can be secen that at this time the PSA analyst does
not have a well agreed master list of 1Es where all LERs are included on a
pericdical basis. Such a list is desirable for use as the prior for the

selection and determination of the relatively frequent Its.

In order to be useful as a prior, the IE master list should include an

estimate of the frequency of each IE. This estimate could be based on the
data accumulated in national or international event data banks, and on

published PSAs,

The low frequency (rare) events do not occur frequently encugh to be
established from the experience with LERs. In these cases engineering
judgement is used for their selection, and a special analysis (fault—-tree or
other methods) is performed to determine their frequency. An example is the

interfacing LOCA. 1In this case the location of the break and its size are
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important for the PSA analysis. However, the few | ERs available are just an
indication of the possibility of such an intiating event, and the frequency of
this event for different break sizes and location needs to be separataly

assesseod,

A common master list for selection of low frequerncy Its for PSA does
not exist. Rather, different PSAs gererate their owrn lists based on previous
studies and plant specific LFRs. Tlhere is a need for a master list also for
the low frequency (rare) initiating events for future PSAs. F[limination from
this master list of those ovents which may be not relevant for a particular

plant should then be done on a case by case basis, and thoroughly documented

It is recommended that master list for [Es and Lheir expected (generic)
frequency should be prepared for use in the categorization of operating

experience, and to be the starting point in choosing TE for PSA study.

2.4.2 Failure Data

In order to urdertake the various reliability calculations the analyst
requires the following information: (i) mechanism of fallures, (ii) failure

modes and (iii) failure rates.

First the analyst must decide on the mechanism of failures to be
considered, such as whether they are demand -dependent or time-dependont,
whether they are random or dependent on each other. Second, he needs the
failure data separated into a sufficiently fine selection of Ffailure modes.
Additionally, numerical failure data must be characterised either by their
mean or median values and uncertainty, or by their distributions. The failure
data at the component level is requived for most applications. system or
subsystem data may be useful in some of the applications discussed in section

2.2.

2.4.3 Testing
Numerical calculation of reliability parameters depend on the

operational mode of the components/systems; i.e. different data are needed if

continuously operating comporents or stand- by comporients are analysed.
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From the point of view of the analysis, the stand--by componernts carn be

classified as:

repairable continuously mordtored,

repairable periodically tested,

- or unh repairable,

1o calculate reliability parameters, i.¢. averaged or time dependent
wraval Jability of periodically tested comporents, the following input data are

regquired:

fallure data (failure rate, unavailability per demand)
ropair data (repaiv Lime)
information on testing policy and efficiency (including test

induced failure data).

Trformation on testing policy and efficierncy involves the following

parameters:

&) Frequency of testing,

) duration of test period, includirng further repairs (if any)

<) failure detoction efficiency during tests; i.e. the probability
that the failure mode in questiorn will be iderntified during the
test,

d) test caused failure probability, 1.e. probability of failures
which can be caused by the testing procedure, {(incl.
non restoration after test)

e) test override probability; i.e. probability of taking the
component. under test back to operation in case an actual demand

OCCur s,

The data (a) and (b) can be extracted from actual operational
procedures, while data (¢) to (@) can be doduced from operational statistics

{(from the reaw data). 1lhis kind of data is in general not readily available.

Due to the opposing effects of the above lactors, a test frequency

optimisation can be performed as mentionoed in Section 2.3.1.2.

In practice must of the safety systems or safety-related systems are

periodically tested according to a predetermined time schedule. All trains of
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rodundant systems have to be tested, and both the test period and the 1ost
stagger have to be considered and taken into accourt in the analysis of the

redundant system.

2.4.4 Repair and Recovery Deta

2.4.4.1 Repair Times

Repair time is the time needed Lo repadr a system or component, which
has failed during the operation of the plant. Tt should be noted thal the
repair time is not necessarily egual to the time during which the system is
unavailable due to a Ffailure since repeits do not always start at the time of
the detection of the failure. turthermore repoairs must be followed by testing
te ensure that the system is functioning again within jits technical

specifications requirements.

Since the repair time can contribute appreciably to the total time
during which the system is unavailable, the reopair time must be determined wand
controlled. There is & general rneed to caloculate the maximum al lowable repair
times on & more sophisticatod basis. Probabilistic safety criteria can be
used to spocify the maximum time for maintenance or repairs of components and

systams during plant operation.

To calculate allowable repadr times, the following information is

acessary .

. a) nectitime to fallure
- b) meantime to detect failure
- .) moantime to repair

- d) meantime of test.
Plant operating experience including marnpower available for maiuternance
and availability of spare parts is needed and should be used to complement

above information.

Recovery Data

The more recent PSAs (such as Oconee PRA) do not conclude with a 1ist
of plant dominant accident sequences but apply on the resulting dominant

sequences a set of recovery probabilities. This can significantly change the
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resulting hievarchy of domiriant sequerices These recovery probabilities

mari fest the probability of operator corrertive actions to mitigate the
accident sequence the plant may experience. The recovery probabilities are
derived based on the emergency procedures of the plant and correlate to their

effectiveness and operator training in their use,

The determination of recovery data is not yet well established. There
is a need for data that will help the analyst to choose recovery probabilities
based on the factors presented above as well as other additional factors.
Further discussion of this data would be covered in studies of human
reliability data.

2.5 Issues on Data Collection, Evaluation and Utilization
Some issues on data collection evaluation and use are detailed in the

followirng sections

2.9.1 Data Collection

2.5.1.1 Availability/Incompleteness of Data

For Reliability Analysis and PSA required data are compiled from

generic sources, plant specific statistics, and engineering judgement .

Generic data have been published in various report in different
countries 1he use of such generic data involves a number of problems which
include:

- the limited types of components involved and urknown assumptions;

the inconsistencies between various published generic data banks;
(Section 2.%.1.2)
- the difficulty in application of gerneric data to some specific

components (Section 2.5.3.1)

Plant specific statistics are available for plants which have been in
operation for long periods. Even in this case difficulties still exist,

namely:
- how to extract the information needed for reliability analysis
from raw data sources, which very often does not include all the
parameters of the required data in existing data collection

systems. To avoid this problem it recommended that a reliability
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analyst should be irwolved in the development of raw data
collection system for a new plant from the warliest stages.
- for old plants the current forms and methods should be revised and

extended by reliability analysts.

Data based on engineering judgemert very often imply data suggested by
one person., Collective opinion and suggestion of an experienced tcam composed
of both operational staff and realiability analysts are preferred (see Section

2.5.1.5 and 4.3).

2.5.1.2 Inconsistency of Data

Sirce the raw data are usually collected from many different plants on
several sites, the data collected can include inconsistencies. Frequently
encountered problems are listed below:

Inconsistent definition of components or systems, especially in
the definition of the system boundary and interface points;

- Inconsistency of the component boundary, e.q. interface to the
control system, ithe power supply, and the lubrication system.
Therefore, the boundary of each component needs to be clearly
defined in order to aveoid overlaps or omissions,

- Tnconsistent definition of Failure. For example, a component
success/failure criterion depends on the failure mode and failure
severity in the system analysis. Failure due to an inapplicable
failure mode or incipient failure should not be considered.

= Inconsistent definition of operational data, including the number
of demands estimated and the operating times. These should be
assigned for each failure mode separately. For example, the
failure rate of "failure to run” should be calculated on the basis
of the operational time, but that of "external leakage" should be

calculated either on the basis of the time the component or system
is under fluid pressure or, if this is not available, on the basis
of the calendar time.

2.5.1.3 Statistics and Uncertainties

The following statistical problems are also frequently encountered:
- Assumptions used in the calculation of statistical parameters must

be well documented and kept in mind when drawing conclusions. The
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assumptions must be included in Reliability Analysis or PSaA
reports.

- Uncertainties are sometimes misinterproted. They are sometimes
mistakenly believed to express objective stochastic variations of
given paramncters However, boecause of the lack of sufficient
statistical information this is not necessarily so. There is w
large amount of subjectivity in the specification of uncertainties.
People with operational as well as slatistical experience should
be involved in the c¢ollection, evaluation and use of reliability
data.

Computers irn statistical analysis are useful, but must be used
cautiously., An urderstarding of the statistics sud the various

assumptions is of most inportance in maniipulation of data.

2.5.1.4 Random/Dependent Failures

In the design of complex, highly reliable systems the desigrier and the
safety analyst must work together bo decide how many Llrains will be necessary

to achieve the required reliability.

As it is generally recognized that complex, multiple -train systems can
be affected by hidden dependencies, ways must be devised by the designer wnd
the arnalyst for dealing with them. Germerally, they look for guidance by
examining operational experience with systems of similar complexity. Howevar,
operational data are not always collected in a way which makes such an
examination fruitful., Theraefore, it is recommendable Lhat, whenever possible,
reliability data clearly indicate which ones are truly random and which

failures are related.

2.5.1.5 Engineering Judgement

Engineering judgement is sometimes required to obtain reliability

parameters for those components for which raw data do not exist. Engineering
judgement is necessary on all levels of handling reliablity data in both
Reliability Analysis and PSA,

1t could be dangerous to use the judgement of either ancrniymous experts

or well known experts with expertise which is irrelevant to the problem in

gquestion. It must be always ensured that it is known who the experts are,
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what are their credoentials and what are the bases for thelr opiniorn and
judgement. It must be remembered that because experts froguently have thelir
kriowledge influenced by their background and interactions with eaclt other,
their advice may be not completely independent. Frginecering judgement should
be tested, as with any other source of reliability data, and not accepted

uncritically.

Engineering judgemernt shiould be provided by skilled engineers who have
a considerable experience in designing, constructing and operating NPPs, or in

related topics as well as in Reliability Analysis and PSA work.

Tt is also more wdvanbageous to use engineering judgement to modify
aval lable data for similar application rather thare to use it to produce new

data for which no related experimental data is available.

2.%5.2 Data Lvaluation

2.5.2.1 Sources of Reliability Data

There are many sources of reliability data that the analyst should
consider. However, the various sources must not be used nncritically. The
analyst must be aware of the advanritages and of the limitations of the various

SOLrces.,

the available sources can be broadly classified or by how the data were
obtained and on how specific they are for a particular application.
Classification of the data according to the way the data have beern obtained is
shown in Table 2.5%.2.1. -1. Classification of the data according to how
specific they are is shown in lable 2.5.2.1.--2. Which source of data should

be used depends on specific conditions and requirements,
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SOURCE OF THE DATA

Operational data

tield tests

Laboratory testirng

Generic published
information

Expert opinion
(engineering
judgement)

Table 2.5.2.1-1:
Classification of data according to the way they have been obtained

ADVANTAGE S

most appropriate

influence of various
parameters can be
ascertained

failure mecharisms
can be more easily
identified; testing
can be accelerated

data conveniently
available; somelimes
endorsed by reputable
organizations

sometimes this is the
only source available

LTMITALIONS

full spectrum of data rarely
available

important operational parameters
rarn be missed

possible unrealistic and over-
simplified operating conditions

primary source is not always
given and thus not open to
scrutiny; use may be misleading;
applicability problems

carnt be misleading; credentials

of the experts must be known;
must not be accepted uncritically

TABLE 2.5.2.1-2:
Classification in accordance to how specific the data are

SOURCE OF THE DATA

own plant specific data

plant reference data

generic data

ADVANTAGES

most appropriate

provided by the
vendor of the plant;
often checked and

validated

most readily

avai lable

LIMLTATIONS

not always available

are not appropriate if
vendors' assumptions and
experience are not reflected

in the operation of the plant

not always appropriate, must
be used cautiously and

critically
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2.5.2.2 Factors Affecting Failure Data

Reliablity data are charactorized not only by stochastic features such
as frequencies of random events. There are other factors arising from both

erwvirornmental and operational conditions of the components and of the systems.

For appropriate use of operational experience data in Reliability
Arlysis and PSA it is neressary to collect and evaluate & wide range of
operational information. The following list of types of informatlion is given

as a minimum of what should be taker into consideration:

date and time of the vvent and transient sequence as well as Lhe
time from the beginning of the rormal operation of the component
operational state of the plant at the occurrence of the event

- operational states of systems involved in the transient

- influence of the event on the state of the unit as a whole

- evaluation of the influernce of the event on nuclear safety
causes of the event as well as their evaluation

- special techrwlogical system characterization
characteristic features of history of inspections, testing and
repair of systems and compornernts related to the event
other information on technology, operation and maintenance, such as

the age of the component

2.5.2.3 Categorication of Initiating Events

1o help in performing plant- specific PSAs, EPRI (14) ard NRC (1)
supported studies to prepare generic lists of initiating events. In these
studies & list of 37 Tt categories for BWRs and 41 I+ categories for PWRs was

recommended. The latter study reevaluated the LE categories and detormined:

(a) a comparison of the PWR and BWR lists shows that they do not

have similar detail in part of the categorization and mainly

with respect to loss of condenser initiated events.

(b) categories PWR 38 and BWR 34 “cause unknown' are too broad in
nature and should be detailed when the list of initiators would

be revised.
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Mother observation of lack of sufficient information for
categorization of initiating eveut can be found in a report (16) whicl was
based on a circulated quastionnaire to all utilities operating NPPs. The
questiontmire was not defined well enougl to screen the correct initiating
ovents. The resullb was that 109 ovents were categorizod as LOSP, while luter
studies (17,18) rovealed that only half of them could be correctly categorized

w5 LOSP events.,

It is recommended that categorirzation of Its would be made by use of
event descriptions that will well define each JE Lhat is categorized and
selectod for datea collection and frequency evaluatior. This would help to

aveid misinterpretation of the events.

2 .3  Use of Data

2.5.3.1 eneric vs. Specific

It is obvinus that for plant studies plant specific data are
desirable., The appropriate amount and quality of data for such sbtidies will
be only available if the plant has beon oporated for a long period and
systematic data collection has been parformed. Unfortunately in many cases LL
is not so; therefore 1t will then be nocessary Lo extract reliability

information Trom gensric sources,

There are three main problems using generic data for plant specific

studies:

a) Generality of data.  In many cases the generic data are derived
from plant specific experiences and from engincering judgement (sce
WNASH-1400), so they are sometimes more specific than really generic.

b) tombination of generic and plant specific data. This combination
has to be done on comporent, sub-system, or system level. Bayes
theorem 1s an approsch to this problem,

¢) Interprotation of results, from calculations based orn a combination
of generic and specific data. Results which have a relative
nature, e.q4. importance factors or ranking ratios {(risk reduction
worth, risk achkievement worth) are less dependent on data used and
can be used with greater confidence than absolute values, To
illustrate the dependerncy of results om input data, extensive

sensitivity analysis are required,
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2 5.3.2 Limitation of Data

As discussed in Section 2.9, 2.1 variouws sources of reliability data

are availlable bto the analyst. The analyst must recognise that the reliabilily
data cannot be used universally and in all circumstances. Al data are

subject to certain limitations and these must be approciated, recognized and

understood,

the aralyst must ensure that as far as possible he uses the data only
within the limits of their validity., Since the rarnges of validities are not
always givern, the analyst must use his judgement whether the available data

are appropriate for his application or if adjuslments «re neecded.

As a minimum, the analyst showld recogrise that as the operating
conditions become more exlreme, the uncertainty associated with Lhe generic

data incresses.
7.%.3.3 Validation

Most studies, espocially those related to less common types of
reactors and plants in the First years of their operation must use goneric
data to establish compornient paramoters. In these cases the data have to be
extracted from generic informabion, and, 1f possible, from the referonce

plant, to yield more realistic results,

Once a study has been completed, rnew data may be used to validate or
to update the study. In order to carry cut such validations rnew data
confirmed by operational experience or similator use will conlribute to Lhis

process of validation.

In the processing of the data one of the major objectives is to set up
agreed methods for data authentication and validation; this provides increased
confidence in the rasults of PSA studies. Data must be validated in order to
show how methods carn be applied to problems of conmorn interest and transferrod

into standardiszed proceduras,
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2.5.3.4 Historical or Improved Data

One of the common problems with the use of the reliability data from
the analysts point of view is to decide what reliability data he should nse

whern analyzing future systems (as happens in analysis at the design stage).

Two approaches are possible, namely the use of data from historical
databases or of data reflecting techmological progress. There are good

arguments for both approaches.

tor example, the use of historical databases will indicate how well
proven technology has been used. Such an approach will enable a direct
comparison to be made with other designs based on the same or similar

technological developments.

On the other hand technology has advanced and the designers do learn
from past mistakes. Thus improvements in availability and reliablity of
various components and systems are to be expected. These improvement can be
taken into account and targets for improved reliability data can be used,
provided that:

- there is evidence that over the years the reliability and

availability of components and systems have been improving,

- the observed and documented improvements, rather than postulated

{or hoped for) improvements, are cautiously taken into account when
setting the targets for improved reliability data,
targets From improved performance, reliability and availability are

challenging, but realistic.

These considerations provide an appropriate and legitimate framework
for incorporating technological progress. However, it cannot be
over -emphasized how imporlant the above conditions are. If they do not apply
and if the targets for various improvements become divorced from reality, the

credibility of the whole approach is lost.
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3. DATA BASE FORMULATION

3.1 Status and Characteristics of Reliability Data Bases_ in Member States
A general review of some of the data bases in Member States has

boern urndertaken with two objectives, namely:

to give general information on the nature, the structure and

the content of the different data bases.

- to help in defining the specifications of new data bases.

Mot all existing data bases are described here, because some
countries were not represented. The participants tried, however, to

reflect all the information known to them.

The main data bases described here are:

Franmce: SRDF, SRDF--A, fvent File

federal Republic of Germany: TUV - Norddeutschland E.V.
German Democratic Republic: Reporting System

Great Britain: PR/A, NUPER

Hungary: Generic data bank, Compornent reliability data bank
Ttaly: SDE, SEME, PACS

Japan: NSIS, FREEDOM - CREDO

Republic of Korea: PUMAS/N

Spairn: DACNE, BDIO, DACNF, BDC

Sweden: ATV

CEC—JRC ISPRA: ERDS/CEDB, ERDS/AORS

The status of the different data bases is described in Tables 3-1.

33



TaBlt

Country:

Name of the
Data Base

Operator/
Mariager

Type of
information
in 0B

Main purpose

Date of siart

No. of
monitored
comp.s/unit

Status

No. of records
(-end 198/7)

Components/
event

Types and No.
of units
concernad

Condltions of
information
release

34

FEDERAL. REPUBLIC OF GERMANY (FRG)

3.1. General information

DCURA

TUV -N

Component fallure

review of aoperational plant expurience
reliability parameter comparison actual
with reference data

1986

in principal, all safety components of NPP

in operation

A~

5000

all types (see above)

2 BWR
3 PWR

confidential



Country: F RANCE

Name of Lhe
Data Base

Operator/
Marniager

Type of
information in DB

Main purpose

Date of Start

No. of monitored
comp.s/unit

Siatus

No. of records
{end 1987)

Componants/
Events

Types and No,
of units concerned

Conditions of
information
release

TABLE 3.1,

SRDF

EdF/5PT
Operat .Dept .

Compornent, failure

PSA malntenance

1978

600

in operalion

1500

Flectro -
mechiariical

34 x 900 MW PWR
10 x 1300 MW

to be discussed
accord. to FdF

rules

Gerneral

information (I

SROF A

EdF/SPT
Operat . Dept.

1984

> Hhoo

in operation

2500

Flectronics

10 » 1300 MW

PWR

accord,
rules

Component failure

PSA maintenance

to be discussed
to EdF

ontinued)

Event File

EdF/SPT
Operat  Dept .

Fvents

Operating Fxperience
Analysis

1980

in operation

20.000

Significant

Fvents

PWR 4 x GCR
34 x 900 MW PWR
10 x 1300 MW PWR
2 x LMPBR

to be discussed
accord. to kdF
rules
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TABLF 3.1. Gerneral information (Continued)

Country: Garman Democratic Republic (GDR)

Name of the
Data Base

Reporting System

Manager/ National Board on Atomic Safety and Radiation Prolobion

Operator

Type of
informat Lon
in DB

Abrormal events of safety related systems

Main purpose

Date of slact

Slatus

No. of
Monitored
comp. s/l

Status

No. of records
{end 1987)

Components/
Event

Type and No,
of units
concerned

Conditions of
information
release

36

Safety evaluabinon of NPP

1976

in oporal lon

10000 components

In operation

Data accumulated in 60 reactor

Events from off-normal reports

PWR ~ 5 units - 440 Mde (VVER)

Mot defined

yuars



TaBi Y 3.1, General information (Contirnued)

Country: GREAT BRITAIN

Name of the

Data Base D.B. - Safety Systems
(PR/A)

Manager/ CHG8

Operator

Type of Component

information

in D8

To gather quantitative
information on availability

and reliability

Main purpose

Date of slart Jarmary 1988 for safety

system reliability

No. of
mori tored
comp. s/unit)

Of the of 500 dpending on
the complexity of plant

Status At pilot scheme stage

No. of records  7ero
{end 1987)

Components/

Events systems

Types and No.
of units
concer ned AGRs: 14 units in total

Conditions of
information
release

Not yet decidaod

Xcontrolled dissemination

Safety related comporients in

All CEGB Magnox with concrete
pressure vessels, and all CEGB

ﬁi&ﬁfwﬁéiiabili&giﬁ;aiiéﬁii1t§‘ The Nuclear Plant Fvent

Recording System (NUPER)

CHGB

Production Planning Department Nuclear Coordination Group

tveut reports

To collect and transmit
information on safety
related events

March 1985

Not relevant

Fully operational, but evolving

500 event raports,
(growirng by 5 per year)

Fuents of safety significance

All gas cooled reactors in UK
(40 reactors), with significant
events from other countries

Confidential, but availableX*
to other utilities with &
need to krnow
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taplt 3.1, Gerneral information (Continued)

Country: HUNGARY

Name of the Gerneric D.§. Load Reduction Tncident and Cohboneht )

Data Base Ropart System Safety Related Reliabilty D.B.
fvent Report

Operator/ fnst. for NPP PAKS NPP PAKS NPP PAKS
Maragor Floctrical
Power Resaarch
(VEt IKI)
Type of [nitlating plant unavail. events Failure data
informatjorn evert distribution of periodically
in NB frequoncy tested comp.
Comporwernt,
reliability
data
Main purpose  PSA (RA) firallysis of - Report to the Reliability
plant authority data for PSA
availability - Foedback to

the oporation

Date of Start 1987 1983 1983 1988
No . of (100) 400 500
monitored compotoent
comp.s/urit tategories
(30)
initiating
avents
Slatus From 1989 To the end of
to be extonded this year plarmed
by generic to extend to
commorn mode other components

and human
error data

Comporients/ all types Periodically

eveonts of compornents tested comporients
only

lypes and a 4x400 VVER 4x400 VVER 4 x 400

No. of units VVER (PWR)

concernod
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Country:

Name of the
Data Base

Operator/
Marnagetr

Type of

information in DB

Mair purpose

Date of Start

Status

No. of record
(end 1987)

components/
ovents

Types and No.
of units
concer ned

Conditions of
information
reloase

LTALY

1aBLE 3.1

SDE

FNFI

Abnormal event
raports

Backfitbing
and operatioal
safety improve
ment,

dosigr
improvemant

1978

oporatiornal

2000

safoty
related events

BWR CAORSO

to bhe agraed
with ENFI.
released to
CEC JRC Ispra)

Gerneral

SEME

FNEA/DTSP

Abriormal cvent
reports

Backfitting and oper

ational safaty
improvemant,,
design improvement

1978 CAORSO
1985 TRINO

operatioral

200

safety
related events

BWR CAORSO
PWR TRINO

to be agread with
FNFA/DISE (major
events reported to
NEA and TAFA LIRS

information (Corntirnued)

PACs

FNEA/DLSP

Reliability data
on safety related
componants and
systoms

Backfitting,

design improvement,
reliability parametor
Fur PSA

1989

developmernt

Diesel gernerators
reliability data
from 1978 to 1987

safoty rolated
components and systems

BWR CAORSO
PWR TRING
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Country:

Name of the
Data Base

Manager/
Operator
Type of

information
in DB

Main purpose

1aBLE 3 1. General information (Continued)

JHPAN

FREEDOM/UREDO
FBR Reliability Fvaluation Data for Operation and Maintenance
Coentralized Reliability Data Organization

Power Reactor and Nuclear Fuel Development Corporation
Oak Ridge National Laboratory (U.S. DOE)
Component

Collection, maintenance, and evaluation of LMBRs

components

storage,

Date of slart FREEDOM (1985) at PNC
CREDO (1978) in the US
No. of 21.000 components
Monitored
comp.s/unit
Status in operation
No. of records 21.000 components 1.500 aevents
(end 1987)
Components/ liquid metal reactor specific or related comporents
Event
Types and No. 3 {MFBRs and several test facilities
of units
concerned

Conditions of

information
Reloase
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Country:

Name of Lhe
Data Base

Manager/
Operator

Type of
information
in OB

Main purpose

b;te of start

1ABLE 3.1. General information (Continued)

JAPAN

The Nuclear Power Safety Information

Nuc lear Power Safety Information Research Center

1. Incidents and failures file

2. Operation file

3. Power station data

4. Annual Data

5. Monthly Data

6. Data on individual energy loss
7. Shutdown data

8. Damage data

9., Overseas information

1. Maintenance of nuclear power safety control information.
2. Analysis and evaluation of information on of f-normal
events

Reliability evaluation of plant systems and facilities.
Evaluation of the plant characteristics.

Compilation of the pertinent information to be
distributed to local municipalities.

3.
4,
5.

0c£i”35é4, but accumulated data for the bést 20 dirs.

No. of  no/a T oomommrmmmmmm e
Monitored

comp.s/unit

Status in operation

No. of records 1000 events S e
{end 1987)

Components/
Event

Type and No.
of units
concernoed

at present events or off-normal report only

1 gas reactor, 33 LWRs (PWRs, BWRs)

Conditions of
information
release

nof~;g% defined

4]



Country:

Name ofF the
Data Base

Manager/
Operator

Type of
information
in DB

Main purpose

Date of slart

1
i
[

No. of
Monitored
comp.s/unit

Status

No. of records
{end 1987)

Components/

Event

Type and No.
of units
concerned

Conditions of
information
release
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1ABLE 3.1, General iuformation (Coutinued)

REPUBL [ OF KORFA

PUMAS /N

Kori no. 1,2 Plant
Nuclear Gerneration Dept.

Incidents and failures file
Operation file,

Matorial Data

Dutage Data

Eguipment History Data
Fvent Data

Ffficiency Data

Radiation Protection Data

S N T D e A e

Management

June 86

10000 components

In operation

5000

éiiiiﬁpéktant éqﬂ?pmentnénd events

2 (PWR) 600 Me,
6 (PWR) 900 MWe

1 (CANDU) 600 MWe

not yet decided



1ABLE

Country: SPATIN

Name of Lhe
Data Base

Oparator/Manager

Type of information
in DB

Main purpose

Date of start

No . of monitored
comp.s/unit

Mo, of Records
{end 1987)

Status

Components/Fvents

1ypes & no. of units
concer ned

DAUNE-BDILO

UNFSA/TECNATOM

Fvoernt

PSa
Reporting to CSN

March 1989

Dovelopmont

Fvaents

1 GUR

6 PWR Westinghouse

1 PWR KWy
2 BWR GF

3.1, General information {(Continued)

DACNE -BDC -+ DB

UNESA/ TECNATOM/JRC Tspra

Component

Reliability parameter For

PsSA

Data interchange

Development

Mechanical and

Electromechanical

1-GUR

6 PWR Westinghouse

1 PWR KWU
7 BWR GE

Conditions of
information reloase

Utilities ard CSN use

only

CHDB-rules
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TABLE 3.1, General information (Contirnued)

Country: SWEDEN

Name of the
Data Base

Atv

Operator/ Vattenfall

Manager

Type of Component failure

information

in DB

Main purpose Reliability parameter
for PSA
Plant availability

Date of sbLart 1976

No. of 7600

moriitored

comp.s/unit

Status In operation
94263

No. of records

records

Components/ Components

event

Types and No. 12 LWR(PWR+BWR)

of units 2 Firnmish BWR

concerned

Conditions of To be discussed

information with utility

release
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Countbry: VAR IO

Name of the
Data Base

Operator/
Manager

Type of
information
in DB

Main purpose

Date of sLart

No. of
monitored
comp.s/unit

Status

No. of records
(end 1987)

Components/
event

Types and No.
of units
concerned

Conditions
of informa-
tion release

TABLF 3.1. General information {(Continued)

-
S

ERDS - ¢t DB

CEC JRC-Tspra

Compornent failure

Reliability paramelers
for PSA

Plant availability
Operational safety
Maintenance evaluation

1384

600

In operation

5200 comp.s.
4200 fail.
records

mechanical and
celectro -mechanical
COmp. s

10 LWR{PWR+BWR)
conv.part of
(GCR

To be discussed
with JRC avnd
data suppliers

ERDS -- AORS

GFC JRC -Ispra

safety significant event

PSA

BackFitting

Design improvement
Operational safety

1984

Not relevant

In operation

30.000 94261
events
(incl. USA tER)

Plant abnormal events

LWR ( PWR 1 BWR)
GOR
FBR

To be discussed
with JRC and
data suppliers
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As far as the component reliability data bases are concerned, a table with

the main information given by the data beniks has been propared.

It includes:
the type of compornents monitored;
- the main engineering and operating characteristics recorded;

the operating tables (nwmber of domands, operating times.,. ).

The results are presented in Tables 3.2,

the completeness of information regarding the engineering characteristics

of each component monitored is indicated in the data base, including:

operating conditions;
Si/0;
- materials;
- manulacturer,;
- proevoutive mainterance (maintenance practice);

- proceanttions and limits of use.

the operating data included in the tables (i.e  exposure time, oparating
time and /or number of domands), are essential for oblaining correct
roliability parameters This information can be obtained from evaluation or

from observation.

In the first case, it is possible to estimate the operatiormal data on the
basis of the plant operation or from the number of expected periodical tests.
This can lead to an underestimation of the exposure times or of the number of

demands .

The second case is preferred.  Seoveral means carn be used to observe
directly the operating times and the rnumber of demands; the best being
counters installed on actuators. A very efficient solution is to use the
plant computers programmed to record practically hour by hour the operating

times and the number of demands on the components monitored.
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Table 3 2 Main information items provided

Country: FEDERAL RFPUBLIC OF GLRMANY (FRi3)

NAME. OF THE DATA BASE

Types of Compornents

Pump

Valve

Breakaors

Trans formers
Heat Exchangors
Bus Bars

lariks

Motors (electric)
Turbine
Altarnators
tngine (Diescels)
Battaeries

Electronics

Erg . Charac .,

Sise

Nature of Fluid
Pressure and Temperaburo
Otheor

Manufac turer

Periodical Tests Dascription

No. of Demands

Operation Time

Unavailability Time Due to Preventive

Maintenance

Number of Test or Preventive Mairtenance

Acts

DUURA

WO W W g

e

g

i

I

n

n

(future plans)

assessod

outside DB
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lable 3.2 Main information items provided (Countinued)

Country:

FRANCF

NAME OF THE DATA BASF SROF SRDF A
Types of Components

Pump v

Valve y

Breakers y

Transformers y

Heat fxchangers v

Bus Bars y

Tanks y

Motors (electric) y

Turbine ¥

Alternators y

EFngine (Diesels) y

Batteries y

Flectronics n y
trig. Charac

Size v

Nature of Fluid y

Pressure and Temperature y

Other y
Manufac burer y y
Periodical Tests Description y y
No. of Demands observed no
Operation Time observed operates permanently

Unavailability
Mairntenance

Number of Test
Acts

48

Time Due to Preventive

or Preventive Maintenance

rnot direct

not direct

yes

not direct




Table 3.2 wmwain informalion items provided (Conlinued)

Country: GREAT BRITAIN

Plant Reliability/Availability
NAME OF THE DATA BASE Dala Bank

Types of Components
Pump y
Valve y
Breakers y
Trans formats y
Heat Exchangers y
Tanks y
Molors (eleclric) y
Turbine y
Allernators n
Frgine (Diesels) y
Batteries y
Bus Bars v
Electronics y
Eng. Charac.
Size y
Nature of Fluid y
Pressurce and Temperature ¥
Manufacturer y
Periodical Tests Description y

No. of Demands y (only for some
component

Operation [ime y

Unavailability Time Duc to Preventive y
Maintenance

Number of Test or Preventive Maintcenance y
Acts
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Table 3.2 Main information ilems provided (Conlinued)

Countiy: LraLy

NAME OF THE DATA BASE

Typaes of Componants

Pump

Valve

Breakers
Transformers
Heat Exchangers
Fanks

Molors (eleciric)
Turbine

Main Goenerator
Engine (Diesels)
Bal Leries

Bus Bars
Electronics

Eng ., Charac.

Size
Nalure of Fluid
Pressure and lemperalure

Manufacturer

Periodical Tests Doescriplion

No. of Demands

Opeaeration Time

Unavailability Time Due Lo Preventive
Maintenance

Number of Test or Prevenlive Maintenance
Acls

Honly if safety related parls are affected as consequential event

XXavailable in other plant documentation
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Table 3.2 Main information items provided

(Conlinucd)

Country: JNAPAN

NAME OF [HE DATA BASE { RELDOM NS IS
Types of Componenls (salfety relatod

componenls only)

Pranp V)

Valve y

Breakaers y

Transformers v

Hoat Exchangars y

Tanks ¥

Motors (eolectric) y

Turbine y

Alternalors Yy

Engine (Diescols) y

Balterics y

Bus Bars v

Electronics y
Eng. Charac.

Size y

Nalure of Fluid y

Praossure and Temperalure y
Manufaclurer y
Periodical Tests Doescription y
No. of Demands v n
Oporation Tilue y n
Unavailability Time Duc to Prevenlive y n
Maintenance
Number of Test or Prevenlive Mainbonance y n
Acts

S1



Table 3.2 Main informalion items provided (Conlinucd)

Country: REPUBLIC OF KOREA

NAME OF [lIE DATA BASE PUMAS/N

Types of Componenils

Pump

Valve

Breakers

Trans formers
Hoal Exchangers
Tanks

Molors (eleclric)
Turbine
Alternators
Engine (Diesels)
Batteries

Bus Bals

e A

T W R R

Electronics y

Eng. Charac,

Size y
Nature of Fluid ¥

Pressure and Toempoeralurao ¥

Manufaclurer N

Periodical Tests Doscription n

No. of Demands n

Operation Time n

Unavailabilily Time Due to Preventive )
Maintenance

Numbor of lesl or Preventive Maintenance n
Acls
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Table 3.2 Main information items provided (Continued)

Country: SPAIN

NAME OF THE DATA Baust

Typas of Components

DACNE--BRC 43408

Pump Y
Valve y
Breoakers Yy
Transformers y
Heat Exchangers y
Tartk s Y
Motors (electric) y
Turbine Yy
Alternators 1
Engine (Diesels) y
Batteries v
Bus Bars n
Electronics r
Eng. Charac.
Size v
Nature of Fluid y
Pressure and Temporature v

Marnufacturer

Periodical Tests Description

No. of Demands

Operation Time

Unavailability Time Due to Preventive
Maintenance

Mumber of Test or Preverntive Maintenance
fActs

¥as much as possible

nhsorvedX
observead %
It

\
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Table 3.2 Main information items provided (Contirnued)

Counlry: SWEDEN

NAME OF THE DATA BASE

Types of Components

Pump

Valve

Breakers
Transformers
Heat Exchangers
Tanks

Motors (electric)
Turbine
Alternators
Frngine (Diesels)
Balteries

Bus Bars

tlectronics

ATV

Wil e Wy e

Eng. Chiarac .

Size
Neoture of Fluid
Pressure and lemperaturo

Maritfac turer

Periodical Tests Description

No. of Demands

Operation Time

Unavai lability Time Due to Preventive
Maintenanteo

Number of Test or Preventive Maintenance
Acts
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lable 3.2 Main itnforamat ion items provided (Continued)

Country: VARIOUS

NAME OF THE DATA Basy

Types of Comporents

Pump

Valve

Breakars
Transformoers
Heat Exchangers
Bus Bars

Tanks

Motors (electiric)
Turbine
Alternators
fngine (Diesels)
Batteries

Electrorics

Frnyg. Charac.

Size
Nature of Fluid
Pressure and Temperature

Manufacturer

(2

= AR R A - A A R

o

not available

Periodiral Tests Description

Plarmed for future

No. of Demands

Operation Time

Unavailability
Maintenance

Mumber of Test
fActs

Time Due to Proventive

or Preventive Maintenance

* Average values, estimated by operators, will ble given (future

improvements)

k)
y

Not observed
re prev. maint
recorded(X)
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3.2 Component failure description

In this sertion the basic information necessary for an adequate failure

description is listed and commented on. 1In addition, the special requirements

for PSA use are specified

lable 3.3 correlates the information collected for failure description

and its use, primarily from the point of view of the safety analyst.

Table 3 3, NDescription of information to be collected
ard relation to the safety analysis use

FATLURE DESCRIPYION INTEREST
date of failure detection for studying time to failure
date of start of the fepmif for agggssing—évé;géémffagumm””— T

before repair starts

date of rastart to operdtzon for assessing actual repalr
(end of tagging-out of the time

component)

duration of the failed (or duration of the degraded
unaval lable) state per formarice or loss of
(from the failure occurrence performance

detection until the restart)
for assessing total downtime
(unavailability) of component

duration of repair gives a useful indication
of technical aspects of
repair (useful for
maintenance purpose)

maripower for repdlr, mdlnly for the optlmlzatlon
radiation exposure of maintenance team activity
plant status at Failure evaluation of the xmpart
detection (e.g. in operation, of the function loss or
during maintenance or degradation on the plant
shut-down for refuelling) safety.

Failures during shutdown are
not usually taken into
account for PSA purpose
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Table 3.3 (Continued)

FATLURE DESCRIPTION cont'd

INTEREST

plant status during the
unavailability bime

system status at faillure
detection (e.g. one train in
operation in a two Lrain
system, components sharing
load)

effect by which the failure is
nbserved (failure mode in the
CFNB classification)

I) Failures cccurrs while
component is operating

&) degree of suddermiess
of the component failure
[The comporent 1is
suddenly unavailable
or the urnavailability
can be deferred.]

¥ immediate
(e.g. catastrophic
failure)

¥ progressive
(e.g. incipient
failure)

b) degree of seriousness
{of the degradation of
the component function)
e.gq.: —complete loss

-partial loss
o conseguence
on the function
{(minor imperfect—
ion or the
repair can be
made while
maintaining
the component
available)

impact or plant safety

provide data for calculating
conditional probabilities or
for state transition
probabilities in Markov models

for characterising whether the
componient failure initiation is prompt
or gradual (in the latter case

cradit can be given sometimes

for emergency intervention)

it is correlated to the
previous (a) and at the same
level of importance
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Table 3.3, (Continued)

FAILURL DESCRIPTION ront'd INTEREST

”Ii3~ CFad lures ocourvs on )
demand (including
testing)

¥ complete failure

to start
¥ it starts, but with in some cases this is riot a
a caertain delay or catastrophic failure and should
the required ot be considered as such in
perfarmence is rnot emergencies,
reached
description of the failure important according to the
mechanism (failure mode in degree of detail of the
SRDF classification which modelling used in the
has a failure mode matrix in PSa: it also helps in identi-—
accordance with each component fying the possibility of
type) recovery actions., The des-
criptors of the failure
mochanism are wseful inform-
ation iLtems to undersland
what has really cccurred
with the component
causes of failure Yimmedidte from the "cause"”
and root causes) arnalyst understands if it is
spontaneocus (random) failure
It reveals (identifies) (component hardware fault)
the root cause or caused by misoperation
of the failure {(design, or by external influence.
manufacturing, installation,
operator error or maintenance
error, abnormal service/
environment conditions;
falilure induced by external
influence).
parts Failed: it is of prlmary 1mportanre

for the maintenance aspects
it characterizes the parts
of the component involved in
the failure and in repair

effecf of the comp. fallure lt is of 1nterest malnlv For

on the plant; on the system operational safety evaluations.

it belongs to or it can provide some useful

on other system/components information in case of
iy dependencies between failures

common cause failure it allows for assessing probab111t195 of
identification (related common cause failures

failures)
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Table

FALLURE DESCRIPILION {(cont’'d)

corrective actions taken
or planned (incl. human
factors)

administrative actions taken

number of demands at the time
of the failure

number of“apeféting‘héurg at
the time of the failure

Free (uncoded) descriptiord
proposed minimum information:
plant and system status
description of what happened,
direct causes, consequences

reference to similar events
inn the same plant or similar
plants

3 3.

“to calculate reliability

{Continued)

TNTERE ST

it describes the repair action
and 1t indicabtes the need
for modifications

it specifies the repair
schedula; consegquences ot
plant operation schedule, on
failure reporting to safety
authority,

Important to the plant
management .

parameters for particular
components.

it is also used to verify
the adoquacy of constant
unavai lability on domarnd
model, to study variation
of failure probability

on demand component
ageing, eotc.

to calculate reliability
parameters for particular
components.

it i1s used to verify

the adequacy of a constant
failure rate model, to study
falilure rate time

dependency, componoent ageing,
etc.

it helps the data collector to

batter describe what occurred.
it is useful for the safety
analyst who examines and
possibly discards some
failures from the set

before making the statistics.

¥ a list of keywords is convenient for easy retrievals
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3.3 Modes of Data Gollection

Several modes of data collection can be used according to the

objectives and the resources available to the data base manager.

Tables 3.4 indicate the modes of data collection in various Membeor

States. Some options have been included in the list as possible modes despite

their present limited use.

lable 3.4 Modes of data collection in several Data Bases

Country: FFDERAL REPUBE TC OF GERMANY (HRG)

DATA BASE DCURA

MODES OF DATA COLERCTION

Technician(s) on site in charge of data -
collection

Maintenance tech. in addition to their -
current activities

Operation tech. in addition to their
current activities

Automatic Data Collection {(plant computers, -
maint. comp.)

Specialists (PSA analysts) send on site for -
limited mission

Investigations by questionnaires -

Others (to be specified) TUV specialist
in charge of L.A.
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Table 3.4 Modes of data collection in several Data Bases (Continued)

Country: FRANCE

DATA BASF

MODES OF DATA COLLECTTON

Technician(s) on site in charge of data
collection

Maintenance tech. In addition to their
current activities

Operation tech. in addition to their
current activities

Automatic Data Collection (plant computers,

maitt. comp.)

Specialists (PSA arnalysts) send on site for

limited mission

Trnvestigations by questionnaires

Others (to be specified)

ort study

for Pun
project

SRDF N

N4 type

plants

Fvent File
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lable 3.4 Modes of data collection in several Data Bases (Uontinued)

Country: GREAT BRITAIN

DATA Bnast Plant Roeliabifity/ UPER
Avai lability D.B.
Salaety Syslem

MODES OF DATA COHTECTION

Tochnician{s) on site in charge of dala .
collection

Mainteonance tech., in addition to their X -
current activities

Opoeration tech, in addition to their X -
current activities

Aulomatic NData Collection (plant computers, (in the future) .
maint. comp.)

Specialists (PRA analysts) sent on site for - -
Timited mission

nvestigations by questionnaires -

Others (to be specified) X X
(Specialist information engineer)

62



Table 3.4 Modes of data collection in several Deta Bases (Contirued)

Country: HUNGARY

DATA BASE

MODES OF DATA COLLELT TON

Technician{s) on site in charge of data
collection

Maintenance tech. in addition to their
current activities

Operation tech, in addition to thelr
currvent activities

futomatic Data Collection (plant computers,
maint. comp.)

Specialists (PRA analysts) send orn site for
limited mission

Investigations by guestionnaires

Others (to be specified)
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Table 3 4 Modes of data collection in several Datea Bases (Continued)

Country: LTalyY

DATA BAsF SDE SEME

MODFS OF DATA COLLELCTITON

Technician(s) on site in charge of data -
collection

Maintenance tech. in addition to their X -
current activities

Operation tech. in addition to their X -
current activitioes

Automatic Data Collection (plant computers, - -
maint comp.)

Specialists (PRA analysts) sernd on site Ffor - X
limited mission

Tnvestigations by questionnaires - -

Others (to be specified) - reported
by the
utility
and revised
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Table 3 4 Modes of date calloction i soveral Data Bases (Coubinued)

CourtlLry: GPAN

DATA BAst

MODES OF DATA COLEY CTION

Tochunician{s) on site in charge of data
rollection

Miintonanee Lech, in weldition Lo Lhoir
current activitios

Operation Loch, in addition to their
current activilies

pittomad Lo Dalta Collection (plant compulers,
maint  comp )

Specialists (PRA cumalysts) sond on sile for
Jimitod mission

TrvesLigat jons hy quostionnaires

Others (to be spocifiod)

tRELDOM

NG TS

(S0

By hrad offlice
or safoty
dopartment of
utilities
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Table 3.4 Modes of data collection in several Data Bases (Corntinued)

Country: REPUB] [ OF KORFA

DATA BASE

MODES OF DATA COLLFCITON

Technician(s) on site in charge of data
collection

Maintenance tech., in addition to their
current activities

Operation tech. in addition to their
current activities

Automatic Data Collection
{plant computers maint. comp.)

Specialists (PRA analysts) seond
on site for limited mission

Investigations by gquestionnaires

Others (to be specified)
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PUMAS/N

X (2/unit)

4 computer specialists/unit

terminal, automatic
(plant network)

10

collection



lable 3.4 Modes of data collection in several Data Bases (Contirwed)

Country: SWt DEN

NDATA BALE Alv

MODES OF DATA COLLFUTTON

Technician(s) on site in charge of data X
colloction

Maintenance tech. in addition to their -
current activities

Operation tech., in addition to their
current activities

Automatic Data Collection (plant computers, -
maint. comp.)

Specialists (PRA analysts) send on site For periodically
limited mission

Irnvestigations by questionnaires pericdically

Others (to be specified)
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Table 3 4

Courttry: VAR TOUS

DATH BnsE

MODES OF DATA COLTECTTON

Techrician(s) on site
collection

Maltitenance Lech., in wddition to Lheir

current activities

Operation tech. in wddition Lo Ltheir
carront artivities

Modes of data collectbion

in charyge of dala

Automatic Nata Collection (plant computers,

maint  comp.)

Spocialists (PRA analysts) send on sita
Timited wmission

Irvestigations by guestionnaires

Others (to be spocifiod)

far

in several

Data Bases (Coulnmed)

CrDB

some JRU specialists prefarred
sevoral date collection campaiqis

assistance giver for traivdreg in
data collection
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34 Structure and Orgeanication for Deta Collection

Data rolloction reguires cousiderable offort abt different levels,
Whii le the overall responsibility for Lhe data base typically lies wilh a
speciPled grong of people ot the bheadaguar Lers of the utility, the ultimate
quality of the job is slrongly dopondoent on Lhe personne] actually collecting

el

The prime mochanism For onhancing the gquality of data Is a deily
follow up of plunt activitieos, This cun only be accomplished by a porson well
integrated in the operalivng beam ond able botlh to detect the failures of

compounernts of dnbterest ardd Lo rocord Lhe information roguirved,

While the detecbion of failures o be done solely From mainteorarnce
work orders, reliability reports will reguire some wdditional inforuwation For
which specitic training of porsounel ds needed,  Doedicatod of a porson for

Lhis task is thus recommended.

e extromely duporbant point to be aware of is the fact that any foss
of information which is not detected on site will afterwards be vary
difficult, if not impossible, to rocover,  That wmakes 16 almost essoential to
include a First lovel roviow by some plant staff mombor to ernsure complalaness
of the records and to dotect some of the gquality problems. This can be

acconplishod by Q.A. people on site.

Poople at the headguar btors should also provide some spot chiecking of
the information with Lhe main purpose of maintaining consisbency betwern
different plarts and to ernsure that the objectives of the data bese are being
subisfloed by the actual data suppliesd. Those people will normally rely on
compiter verification of the inforwmatiorn, and might also be able to cross

chack between evont and component dala banks,

Tables 3.5 describes the marpower ard computoer resources ol focated in

some data bases.
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Table 3% Manpower ared computer resources used in data colleation

Country: tEDERAL REPUBL I OF GERMANY  (F RG)

DATA BABE DIURA

MEANS ASSOCTATFD WITH DATA
COFTECTION

Marpower -
Or Site
Compulers --

Marnpowsr 3 enyineers
Nt corporate ) i
lovel

Computers iBM PC

70



Table 3.5 Manpower and computer resources used in
data collection (Continued)

Country: FRANCE

DATA BASK SROF SRDF Fuent tilae

MEANS ASSOCTATED WLIH DATA
COlLTFETTON

Manpower 2 tech. /4 units 0 %H tech./2 units
4 00h ergg. /4 wiits
On Site
Computers Per sonal Computer Personal comp, Por sotl « omp
IBM PC/AT Lype IBM PC type
Manpowsr 7 orgineers 0.5 engineers > 2 enggineers
At corporate
lovel
Computors Meti i Frome Mt it £ r e Mettief ¥ ame
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Table 35 Manpower and compriter rosonroes ased o
data collection (Contitued)

Country: LREAT BRITNIN

DATA DNASK Plant Reljiubility/fOuailability NUDPE R
DB Safety System

MEANS ASSOCTATED WITH DNALA
COLEECTTON

Manpower L (part Lime) for 2 andls 1 (part bime)
On Site but with assistance
Coamputor No VDU cannectod
{cdivect VDU pramt plarmed to roemote
~7 years) e e Froune
Maripowor ~7 3
At corporate
Tove]
Computer s Goueral purpose auvind e ame
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Table 3.5 Manpower and computer resources used in
data collection (Continued)

Courtry: HUNGARY

DATA BANK

MEANS ASSOCTATED WLYH DAlA
COLLECTLON

Manpower

On Site

Component Reliability D.B.

1 part-time engineer
aperators filling form

Computors

1BM PC network

Marpower
At corporate
lovel

Computers

1 part-time engirwer
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Courttry

DATA BASE

Table 3.5 Marpowor aud computer resources used in
data collectiorn (Contirved)

rialy

S0t SEME

MEANS ASSOCLATED WLTH DATA
COLLECTION

On Site

Manpoweor about 10 1 (integration of data)
received from utility)

tomputers Mot i 11 ratine

Manpower 1 (data rovision) 1 (data rovision)
(it corporate _ o
level

Computors Me 1 f rame Meti nif rame

IBM- PLC
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Table 3.5

Manpower and computer resources used in
data collection (Continued)

Courntry JAaPaN

DATA BASEH [REEDOM NPST
MEANS ASSOUTATED WLTH DAIA
COLLECTION

Martpowesr More than 100 man months

at PNC (unkrniown for the US)

On Site

Computors FAacoM M380 alb PNLC

Marnipower about 30

At corporate_

level
Computer s

FACOM M380 at PNC

75



Table 3.5 Manpower and computer resources used in
data collection (Continued)

Countey: Rt PUBL L, OF

DATA BASE

MEANS ASSOCLATED WLIH DATA
COtIECTION

Manpower
Ot Bite .

Computors

Manpower
At corporate_ .
lave]

Computers
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KOREA

PUMNS/N

10

Westinghouse H-8000 on site



Table 3.5 Manpower and computer resources used in
data collection (Continued)

Couritry. SWEDEN

DATA BASE

MEANS ASSOCIATED WILITH DATA
COLTECT LON

Manpower
On Site

Compulers

Man iponier
At corporate
lovel

Comnputers

nv

L contact person/unit

mainfroame terminsl
(UNTSYS)
0M, vax

2 engineers

UNISYS motr nf rame
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Table 3.5 Manpower and computor

data collection (Conlinued)

LCourntry: VARIOUS

DATN BASE L HB

MEANS ASSOCTATED WITH DAlNA
COLTECT LON

Manpowar

On Site
Computers

1 enginoeer t
3 technicians
1,5 compuler
engineers

Manpownr

At corporate

Yesources used

in

AORS

1,5 orygineers

12 technicians (%)
0.5 computer
onygineor

level

Computers AMDAHL 470/V8

* for day to-day mainterarnce and control only. For a
with a data in-flow of 3000 event reporits per year,
tochnicians would be necessary.

continuous operation
8 engineers and 9

This high effort is due to the special

pre analvsis and pre -processing of data before storage.
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3.5 Quality Assurance (QA) in Date Uollection, Validation and Screening

0 1s of utmost impor bearice ire atiy data collection system,
N

The first step in data collection is obviously to define clearly wund
urambiqguously what is to be collectod Detai led procedures and o foarly set
nut Forms should prevent incompletness or misinterpretation of datea.
turthermore, people collecting data should continual ly be made aware of the

imporltance of their work and periodically relrained,

Responsibility and interfaces should also be clearly defined and
paeriodically confirmed. Veriflcation of all collectod dala at plant level
shiould be roecommended whoen the possibility stifl exists to revise data instead
of relving on memory. At this stage data should be verificd lfor completenoss
ard content according to well defined validation procedures lechrd Cians Car
assure qond data collection, but engineoers shiould be involved in verification
and validation activities, Validaltion should mostly be based orn a tlear viow
of the scope of the activity concerned and of the Final ubtilization of the

data.

Knowledge of the characteristics of components and of their functions
in the plant and in-field experience helps Lo avold misinterprotation of data

and in validation,

At corporate level arn indepondent verification is recommended, but only
on a sample basis. At this level a background reliability analysis and

quality control are necessary for a successful roview

Validation would benefit an effective graphical representation and
"trend and pattern” analysis, aimed at discovering wrong, incohorent or
incomplete reporting in some areas. Finally, crouss checking of the collecleod

data and comparison with results of generic data bases 1s also helpful.

Data should be screened not only for consistency and content, but also
for possible negative tendencies to allow prompt backfitting actions wher
necessary. Computers should be used in cormnection with aulomatic techniques

in the processes of data verification and validation,
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Data verifircation in the collection phase should be emploved mostly to
check that the collected data are consistont with the objectives of the data

collection program and analysis.

There are two main mechartisms for the verification of the data:

- Q.8 programme {(set up beforehand)

~  tross- chock verification (carried out afterwards)

For the First mechanism, a written procedure should be specified in
order to define the target and acceptance criteria. The reporting should be
mandatory for everything that is roguired, with no optional items. This is
noeded to prevent minimum reporting becoming the norm.  Likewise, definitions
should not be so broad that the data supplier has trouble deciding in which
category to report Choecklists are one means to enhance the quality of this
phase. Periodic meetings between cveryone involved in data collection and
aftalysis are recomnerded in order Lo give everyone a clear idea of the overall
work. [t is very imporiant that data suppliers interact on a reqular basis
with the data base mariagers or evers with the wsers, and make use of the data
hase Lhemselves., Othorwise, there is a tendency to lose sight of the purpose
of the work and ultimately there is likely to be & reduction in the quality of

the data supplied. Froguent retraining of all parties is also necessary.

tirmlly, the plant persormel responsible for collecting the raw data
should ensure that they are free from ambiguities which could cause

misunderstandings.

for the second wmechardsm, if many failures are observed on one type of
component, the performarnce of similar components in different systems could be
compared, If the performance is similar, the reporting is confirmed. If the
performance of this component is different, it might be because of different
conditions of operation of the other system; or altermatively, the reporting
might be incorrect, or different procoedures might have been used. Similarly
verification could be made through comparison with generic data bases on the

same component from other plants.
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3.6 Characteristics of Computer Systems for Data Transmission and Storage

According to the size of the utility and the objectives of the data
base, several means can be used to collect, to Lransmit and to store the

data. Two distinguished set-ups are:

- Centralired organization with computer rnetwork, and

local orgarisation

the more classical solution (and probably the more efficient) is the
use of a mainframe computer at corporate level cormnected in a network wilh

local microcomputers for file interrogation by the usoers,

Tables 3.6 summarize means of data acguisition, btransmission and
storage as well as means of release of data to the users in several

established data bases.

Table 3.6 Means of datea manipulation

Country: tEDORAL REPUBLTIC OF GELRMANY (tR(3)

DATA BASF DCURA

Data acquisition on PC-screen

Data transmission -

Data storage I8M -pC
Diskeltes
Tape

Data release to users Reports

Software used for data DCURA

treatment and retrieval (dBase I1I)



lable 3 6 Means of data marnipulation

Country: FRANCE

DATA BASE SROL SROF @ Fvent File

Datar acqguisition direct on direct on direct on
Terminal CRT  Terminal CRT  Terminal CRT

NData Lransmission network network network
Data storage 'sM 080 IBM 3080 [BM 3080
Mati tif rame Mot i niframe Bull npy 7
Ma i frame
Data release to usors re bwork network re twor K
wind et e
disketles diskettes diskettes
Software package for data Fdt soft Edt soft FdfF soft
treatmont and retrieoval arnd Dbase 2?2 and Dbase 2 and Dbase 2
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Table 3.6 Means of data manipulation (Continued)

Country: GRENT BRITAIN

DATA BAYE

Data acquisition

Plant Reliability/
Availability
DB Safety Systems

Forus

NUPER

NDirect orn screen

Data transmission

post to computing
tantre, then onto
magrietic tape

private line

Dabta storage

Data release Lo users

Software package for data
treatment and retricoval

I8M 3081
Mainframe Disk

Network

I8M 3081
Mainframe Disk

Ne bwork
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table 3.6 Means of data manipulation (Continuved)

Country: HUNGARY

DATA BASE

Data arquisition

load Reduction Report Systems
Comporient Reliability D.B.

Load reduction report directly on
computor; failure data manual ly o
written forms (computericsation in
progross

Data transmission

I8BM P network in written form

Data storage

IBM PO streamer in wreitten form

Data release to users

Software package for data
treatmont and retrieval

84

in plant by 1BM PUC network:
outside in writtern Torm



Tabile

Country: 11AalY

DATA BASE

3.6 Moaris

SOE

of data mardipulalion (Continded)

SIME

Dala acquisition

writtoern form

Data transmission

megriebic bape

Dala storage

Mo 1 fr ame

Data releoase 1o users

Software package for data
trealment and rebtrioval

Magriet i tape
local network
(ivside
ubitily
argertl zat ion)

Metiniframe

(Olivetti, Hituchl)

Por sotial
1 8M

compitey

[ ocal Neotwork

(inside LANFA/DICP

oryartization),
diskeltes

Nd oo sof tware
for soeguential
files treatment

THM STATRS
text seoarch
( Deatamet )
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Table 3.6 Means of data manipulation (Continued)

Counbry: Japoan

DATA BAYE

Data acguisition

Data Lransmission

Dale storage

Data release 1o wsers

Soflware used for dada
treatment ard sofbtwarco

86

MPS T

From ubilities to MITI by written
reports ard telefax

taerminals are connectad by
telaepbhiorie lines

Magiwt ic disk, tape, optical, disk

o line 1s official use ornly
JAPEIC and MLUL



Table 3.6 Means of data manipulation (Continued)

Country: JOPAN

DATA BALH FRITEDOM

Data acquisition Writlen forms

Datta trarsmission Postage (partially computer vetwork)
Detbet storage FACOM M380 (Japeu) IHBM 3033 (U S )
Data release to users (by notwork Fistings or network

diskeltes, listircs)

Software usad for data
troatment and retrioval
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lable 3 6 Moarns of data mariipulation (Continued)

Country: REPUBL IC OF KORFA

DATA BAst

Dala acguisitior

PUMAS/N

Written forms

Data tramsmission

Data storage

Data release to users

Software used for data
treatmendl, ond retry ioval

88

At present, ecach unit has one
computoer

Wastinghouse N 8000, 2500

Wrilten reports and CORT

KEPCO soft



natn

alta

Detl et

Detla

feth e

Sul Lwere

Conanilr v

table 3.

SPOAVN

BAast

acoquisil ion

t¥aliomi oo

sLor.we

{

Moons of date marnipulation (Conlivued)

DOCNE
BDIO

DACNE
BDC

writton Forms oand

ER0% AT F

disketbtes and

modoem

personal compriboer s

release Lo isoers

usod for dala

treatmort artd rotyioval

diocketbeos cd

Tistings

porsonal compulor
S0 tmero

wriitlen forms and

SCreens

diskettes arnd

mectem

personal compulers
and JRC Tspra
compiter

rebwork

porsonal computer
s0ftware and ADABAS
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Table 3.6 Means of data mardpulation (Cotlinued)

Country: SWEDFN

DATNA BASF

Data acquislition

Data transmission

Data storage

Data roelease to users

Software package for data
treatment and retrival

90

ATV

Diroect on terminal OR1Y

Network, tapes

E11'31

SYS 1190

Network, printouts,
toplec report

DM

1100

spedjal



Tlable 3.6 Means of data manipulation (Contirwed)

Country: VARIOUS

DATA BASE

by

Data acquisition

Data transmission

The data collector can use filled in
forms or an informatic support
{(magnetic tape, diskette) to send
data to JRC-Tspra

JRC conputer network, tele—
communi cation network, post, diskettes

Data storage

Data release to users

Soltware package for data btreabment
and retrioval

AMDAHL 470/V8 (1BM compatible)
JRC-Ispra mainframe, running wunder
OS/MVS, DBMS ADABAS (Software A.G.)

by network, diskettes, printouts,
ot

nADABAS with an enhanced version of
ANASCRIPT (user-oriented software
from Software A.G.)

- Other software developed by J.R.C.
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37 Potential Applications of Lhe Data Bases

The Jmportance of doba on reliability ctlysis has alroady boon
discussed in Chaptor 2. At Lhis point, 1L should be cwphasizod Lhat one of
thie most obvions and divect aspplicabions of bolh Lhe compornent end evenl Dabea
Bunks is to provide the necessary means for information exchargge bhotwoon
diFferent plants. 0/ good informeation gathering and retrioval syoslem jo the
basis four a sound analysis of Lhe observed mal functions and wn ef Toclive

oxchange of information,
Table 3.7 turlher outlines some addit tornal «pplications of dabe bases

some applications are mainly of interest to utilitios, olheers meinly to
rogulators, general industry or research orguartdzat ions Waobe of Eime and
resournes conld be avoided by considering varions ncods whoen eslubl ishing dula
base Ghiaractoristios, In addition, the gonerel methodology used to colloot
and assess dabta in the miclear field could be effoctively nsed in activilies
othor tharn nuclear. In this respect, mtual exchange of doata sources botweon
the rucloar and the conventional fiald conld bring mitnal benefits.  Dilfercut
desigr, menwifacturing and operation wspocts shiould be, howover, proper ly
considered,.  The CEDB, developed by JRC Ispra, alrvready conlains dala on

components of tho power conversion systems of cornventional power plante
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TABLE 3.7. APPLICATION OF DATA BANKS

DATA BANK PLANT EVENT DATA BANKS COMPONENT EVENT DATA BANKS
AORS EDF EVENT DACNE BDIO Hungary Inc, SDE SEME NUPER CEDB SROF  SRDF-~A DACNE Hungary Comp, PACS  CEGB ATV FRG FREEDOM

APPLICATION FILE D.B. BDlo n.8. CRDS TUV CREDO
PSA

Initlating events X X X X X q

Faliure data I

- component X X X X I X X X X X X X X

~ human srrors X X X X X X X X X X X

~ CCF X X X X X ) o - X

— repalr Hime - X X X X X X X X
Malntenance

- optimization of - X X

maintanance perlod

~ test Intervals opt. X X X X

— spare parta manag. - X X X

- plant outages manaog. - X X

~ componsnt ageing X X X X X
Opsration

(real Hme) exchangs + X X - + + X X + + +

of Informaetion

Y Included
plant performanca X X X — o ~ not directly
comparisen + not real fime
q — only qualitative
incldent prevention X X X X X X X X X Y




38 The Comporient bvent Data Bank (CDB) of the turopean Reliability Data
system (ERDS)

One of the most widely krnowrt data bases containing compornent events is
the Compornoent Fuent Data Bank marnaged by the $FC JRC Tspra. Tts sisze in bthe
serse of the rnumber of records and of the number of countries participating

roquires that one chapter of this document be devoted to CHDB only.

The CHDB s o centralized bank, managed by the CHC- JRD Ispra,
collocting operational data (Fallure reports, anmual operating times/demands)
af compouents of NPPs operating ivn various Furopean courntries.  The bank's
main objectives are to supply data suitable for reliability/availability

evalualions ad the promotion of operational safety.

The bank receives data either from national data bases, such as the
FOF/SRDE andd the VATTFARALL AV, in their original format (and language) or

directly from some NPPs (in the CIHDB Format).

Where recassary information is expressed and homogenizod ivn & commor
structure (i.a. the CHDB structure) through a computer aided Lranscoding
process and translated to a single language (Friglish).,  the main peculiar
features of Lhe bank are its classification scheme, data relrioval
capebilities aud on line stabistinal processing programmes.  The bank can be
interrogated both by JRC internal users, Lhrough the JRC T.P. network, and by

extoernal users through national telecommunication networks.

s of December 1987, the CLDB contains data from about 5200 components
(well jdentified by their ongineoring and operational characteristics),
partaining to 21 component types (mechanical and electromechanical equipment
pieces) and b1 erngireering systems, monitored for an average time of 5 years
in 10 LWR units and in Lhe steam-water cycles of units of olher reactor types
and of conventional power units. These units are located in seven Europearn
countries (the rumber of components monitored in each unit is about 600). The

failure eovents reported are about 4200,
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3.9 tcurrent Problem Areas

Countries which heave developed their own date bases have oftorn
addressed Lhe problem in different wavs and with different ideas of how the
information is to bhe used., Now data collectors can benefit from the
experience already gained, and avoid repetition of some of the initial
difficulties. TALA assistance 1s desirvable in co ordinating this activity.
The problems for every noew data collector will be differont Lo some degroee,

It countries jn which there is no plant ivn operation but only a plent under
consbruction, there 1s more tLime to gain informalion and oxporience concerning
data collection methods, computerization of data collection and storage, otbe
Alter a systemabic examination of international experience, the moans
(marnpower, computoer techrdques, ote ) and structure of the future datea bonk
can be determined. fFor countries wilh plants in operalion but with o
reliability data barnks establishod there is not nuch time to plan concopts, to
davelop the computer codes ard then to start collecling dala. The dala
collection might well be started before the data bank structure is fully
dafined, in which case it will be necessary to record warnielly avery detail
that is available in order to leave opernn «al)l optious. The information would
then be included in the data bank rebrospectively, whoen its strucbure had boen
finalized Irt such cases data collection and the development of the bank

itself may go in parallel.

As for the relative corwvenience of contimiing an ongoitg but §iwited
reliability data collection system or slarting & now more comprohensive one,

the following remarks carn be wmade:

it is necessary to ensure continuous mord toring of the porformance
of the ecquipment of a plant in order to control ageing probloms
and to monitor mainternance effectiverness and the correct

application of operating procedures;

- for new plants the use of more sophisticated equipment technically

reguires a more sophisticated reliability data acguisition systoem.
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remorkable difforences are of ten didovd iFled i the reliability
performenic o of apparent 1y very simibar eopiipment . This roequires
Lhorongh analysis of all the factors Lhal might iofluence sach
por forumtw e, those atclyses are greal by assistod by Lhe

aval labilily of dolatled in Field dala

For o comporiont dala bense, the two main difficultions are to onsure  tlo
c ohierenco and homogene ity of the dala collocUion betweorn Lhe diflforont plants;

andd the completoness of the dala colloction

Tha first probloem cur be solved by giviigg Lhe dale colloclors on site
stmplo and procise critoria to doefine failures Irrewsing the use of
oxisating plont compubors used Tor wedntoerence rocords, lagging out, aod
process conbraol are other ways to give the collector additional means to catol
Failures.  tneouraging conbact betweon safoby or PSA analysts and dola
colloctors on site, end orgenilising joint weobings for Lhe data collectors from
oach of the plants in grdor Lo exchange informalion and to disocuss
difficultios and practbices, wre additional mears of eonsur irgg colorornce qund

homogere ity in data collection

e socond problen can be harndlod by bl same approach, but in addition
groeab omphasis mist be placed on molividing dala colloctors to seok Lhe
portinent dotaals of the failures srd to onsure that the associatod

doscriptions are conprehens ive,
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4. DATA MANAGEMENT AND ANALYSIS

4. | Computarised Data Base Meegoment Syslems

Reliability databases have a tendorcy to bocome very large after o fow
years of reporting by seoveral power stations at the component level. The size
of such databases demands that state of the art software for information
handling be usoed,  lhere are examples of databases which are only a few years
ald but which suffer from the cousiderable inefficiency of overnight batcoh
processing for evern the simplest enguiry. this should be avoided in any rnow
system, by givirg thought at the desigre stage to system upgrades Interactive

nsor friendly access is most desivable

Arother consideration is to build jvn flexibility and spare capacity at
Lhe design stage of the data base.  The reguirements usually change with time
ard oven essential items can be overlooked at the begirming. A systom bhab
carmiot accommodale such contingencies will have Lo be abandoned; possibly with
the loss of much useful anid expersively obtained data.,  When computer network
is being used for input and relrieval of data, message facilities between

users at different Jocations are very desirablo.

In most cases, only part of the informalion contairned in the svent data
base is needed in the caloculation of the reliability parameters,  The
interface problem could be solved by assigning bthe same identification codes
for the corresponding infornation in the event data base as well as iun the
reliability parameter data base. Howover, there will be instances when it is
ot possible to use the same identification codes.  Tr such & situation, it is
necessary to develop an identification code Lranslation routine; this is

fairly straightforward irn most circumstarnces.

Iri the specific case of the utilization of the data base retricval and
martipulation system irc & PSA study, the mivdmum information requirved by it
from the collected oveant data base system are the component type, the faihue
mode, arnd the associated information on component veliability. As & noxt
stop, anobher computerised system can be nsed to generate the appropriate
input for the specific PSA application which can be, for instance, the
goneration of numerical values to be used for quantifying basic events in the

fauwlt trees,
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The database, be it reliability or event type, weeds to be soarched
according to bthe requirements of the users. User'’s roquirement are difficnlt
to include in some existing datea handling systems, but is less of a problem if
modern user-friendly information software or the expert system interface is
used.  There are databases in existence which btake a long time for the novice
to learn how to use, and are cumbersome aven for experts, and thus should be

avoided.

4.2 Data Base Security

The first stage in ensuring the security of the data base is a clear
definition of who can have access to the data, both within the organisation
and outside.  Fven then, the norm for such access should be “"read only".
Where there is a requirement for derived or albered duta then this should be
achieved bv the use of o data base which i1s soparated from the primary one,

and under the control of the user.

The methods needed to maintain the security of the data will differ
deponding on the data base support. an administrator of the data is an
oghvicus requiremert, in order that a centralized responsibility is clearly

defined. The administrator should be responsible for:

- avoiding unauthorized maniipulation or inadvertont destruction of
the data base;

- ensuring that data csormot physically be lost by such means as
fire, computer c¢rash, or other "hardware” or human activity. tor
this purpose at leust one backup copy of the data file should be
made and stored in a controlled area, as 1s normal computer
practice;

-~ ensuring release of confidential data only to authorized people
and organizations;

- being the only one that is allowed to accoss the file for writing.

For computerized data bases, passwords to access the data base are an
obvious requirement arnd should be regularly changed; for written data bases, a
distribution list should be defined, with the level of confidentiality

indicated.
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Finally, because of the high cost of setting up and maintaining a data
base it is advisable to aveid any unmnecessary limitation of the "read only"
access to the data by external organizatious in order to maximize the bornefit
to overyone, but taking into account, obviously, any sensitive commerdial

aspects, and ensuring proper utilization of released data.

4.3 Statistical Treatment to Gouerate Usable Paramelbers

4.3.1 Statistical Treatment of Data

Data Bases can provide users with a wide body of information on the
results of the operation of systems, compornents and piece parts (part of
components). This information must be processed in a suitable manner before
it can be used for different purposes such as PSA, special reliability
studies, planning of wmainternance activities, oplimization of plant Teatures

such as avaijability or reliability.

The treatment of data must be performed Lhrough the application of
appropriate statistical techriques However, those statistical techrniiques
must be carefully selected and applied according to the characteristic of the

data acquired and to the requirements of the ongoing analysis.

Point and interval estimation, test of hypothesis and data analysis
techmiques like discriminant furction analysis auwd correlation analysis are
mentioned in the field of classical statistical approach. Bavesian approach
(paramoetric and rnon- parametric) is also applied despite some criticisms that
have periodically arisen, concerning the practical applications of this

statistical approach in deriving failure and reliability parameters.

4.3.2 Aassessment of Running Times and Mumber of Demands

In addition to the component failure events which are recorded in event
data bases, other operaticnal information like number of demands and

operationad time is essential to derive usable reliability parameters.

In the absence of fully computerized maintenance records and/or process
control computers, the running times of rotating components, or the number of
starts experiernced by them, is going to be very labour irntensive or even

sometimes impossible to acquire. In some instances it will be possible to
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fFill drca sigrificant part of the needoed ivforunation by application of logical

algorithms to the data base, providing cerbtain rnles are oboyed,

A reguirement bto input exposure times or rurnriiigg bimes for all safeotly
system comporients would Increase the task of Ll data gatherers at Lhoe
stations by an order of meguitude.  Thus what is rneeded is a c¢lear statoment
to the data gatherers of all of the default oplions. For instance, a runming
reactor implies that & large proportion of the components in the safely
systems are in a clearly defined state, unless it is reported otherwise.
These Jists of assumed plant configurations should cover all Hikely oporabing
statbtes, and the data collector at the station will need to be familiar wilh

them.

the rnumber of demands experionced by cortain comporents are much more
difficult to obtain, if not imponssible, unless of course they are put in
explicitly.  Any number dorived js Jikely to be an urnderestimate This
problem is solved by having dedicated counters on selectod components, or by

recording demands orn plant computer,

4.3.3 Bayesian Data Updating

The Beavesiat approach carn be uwsed for deriving reliability parametor
For systems, components or pearts of compornents. Such raliability paramolers
could be fadlure rates, failure on demand probabilities, mainteramnce and
ropalir ratbtes, obc.

Bayes’' theorem i1s used to derive an a posteriori probability
distribution of these parameters from an a priori probebility distribution and
related data which can be used as evidence (Ref. 2). The Bavesian approach
can be applied in the so-talled one step methodology as well as in Lthe two
step methodology (Ref. 3)(Ref. 4). The information from data bases can be

used to assess the a priori probability Function as well as the likelihood

function. For example, poarameters deofining the reliability of systoms or
components pertaining to PSA of specific plant can be considered as a priori
information. Plant specific data bases are also the main source of dala on
failure behaviour of systems and component. Information From different data
bases, or the information derived by aggregation of data from different plants
{or other sources) can also be used to assess the a priori probability

distribution for some of the reliability paramecters.
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When the information has boeen oblained from expert opinions, the
mothiodology of pooling this inforwation have to bo anwlysed with care,
Principally 1t must be assured that the dependoncies, or bias among these

experts, have beon identified and rewoved

Data from the dala bases can be provided in differont forms, nemely:

&) sot of pair of values, for each comporiont, of the number of demarnds aord

correspounding rmmber of Tailures that ocourrod,

L) sot of pair of values, for cach componant, of the total time in
operation (or in test) and corresponding mamber of fudlures Lhat

ocourred,

set of values for compornents or syston madnteunance dirat ion awl/or

o
~—

repalr Limoes.

Once the a priori probability distribution and the likelihood Function

has boen oblained, the a postoriori probability function is caloalalod,

According to the type of a priori functions, the s posberjori
probability cun be wssessed through analybical or rower ical molhods,  LE Lhe a
priori probability Function is the cornjugate distribution to the likelihond
furiction, then the caloulation of the a poslteriori distribution carne be
porformed aralytically, bocatse the o posteriori distribution will be of the
same type as that of the a priori functlion. When this is not the case,
numer ieal approximations cor be used for practical purposes Ore of tho

methodologies curvently used is Lhe discretizabion method (Ref. %)

4.3.4 Combining Data trom Various Sources

The lack of sufficient and/or relevant data on comporent (allure rates

or failure probabilities is a problem ofton encountored 10 PSA studies.

Nowadays there are quite a few reliablility data sources available. 1he
power plant utilities, suppliors, and neational as well as interuational
organizations collect operating experiences from both nuclear and conventiorial
plants or other industrial or military facilities. Irn order to broaden the

population base and the number of failures recorded, dabta bases are somebimes
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combined Some methods bto combine date sources, which consider uncertaintios
in the parameters have beon published. Some of them are also discussed in the
PRA Procedures Guide (Ref. 6) and its references. The mothods have beon
applicd in some of the PSA's as well as in reliability data books (Ref. /7).
1he moethods are mainly based on empirical Bayesiarn methods. Subjective
methods for combining data from various sources are presented in Ref. 8 and
Ref. 9. (the phrase "subjective method” is used to empliasize that the
nstimatos or the distributions oblained by using such a method are not

completely basod on statistical observatiorns.)

The use of data from various sources can be appropriate when a PSA is
being performed for an installation which is i the design, construction or
initial operational phases, and consequently where plant specific data are rot

yet available or are unreliable beocause of thelr sparseness.,

Rufarence 6 presents some of the pooling wmothods. This methods require
that for cach source both a poiut and arn interval estimate for the failure
rate is provided. Furthermore, it is assumed that the data sources are
statistically indepondernt arnd of eoqual importance A Yconsensus" estimate for
the lailure rate is then obtained by means of simple geomebtric averaging

techmigues.

It the data sources are not of equal importance, a weighted geometric
mean can be used with weights chosen to reflect the importance of each
SOUPLE the resultent maximum likelihood consensus poirnt estimate is then a
weighted geometric mean of the individual estimates. The weights assigned to

cach source could be simple functions of the uncertainty bounds of particular

data source (Ref. 6).

Another method presented in the PRA Procedures Guide (Ref. 6) is the so
called "mixture method”. Tt involves fitting a sultable prior distribution to
cach generi« source ard thern combining the individual prior distributiorns by
forming a mixture. Several wmothods are suggested for determining the weights
for the prior distributions in Ref. 6. If the mixture is used as a prior
distribution, the corresponding posterior distribution will also be a mixture

of the individual posterior distributions with the new (updated) weights.

In the subjective Bayesian method (Ref. 3, 4) the data from various
sources are used as the evidence data in the likelihood function of the

Bayesian equation, and the usability (or relevance) of the data from each
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source is evaluated 1t is assumed that the usability of the date From eadl
source, to be used as evidence for the spacific case boing analysed, can be
interpreted in a probabilistic way This feature otble combinat ion of

distinct data from various sources.

The subjective probabilities of the weights carr be, in principle,
delermined rather arbilrarily bto desoribe the analyst’s confidence in the

usability of the deta from each source.

LF the data sources come from different micloar power plants, tho
weights can be interpreted as indires to describe the similarity betwoon these
plants and the specific plant being analysed (Ref. 9). One way to oblain snch
indices is to apply the analytic hievachy process (AHP), which js @ systematic
procedure For representing elements of any problem; in particular, lhe

decision problem hierarchically (Ref 10).

4 4 Expert Opinion

4.4.1 artificial Intelligence Applied to Data Baseos tnquiry and lreatment of

Reliability Parameicors Dorived from Fxpert Judgement by Making Use of

Fuszy Sets and Possibility Theory

Literature sources very often glve componant vefiabilitly parameters
which were derived frowm expert judgement tor instante, some of the
reliability data given by 1tHE Std 500 were produced through the aggregation

of estimates of oxperts collected following the Delphi method tor o given

comporiernt and for each failure mode, IHHE gives a recommended value for the
failure rate, a low (optimistic) value, a« high (pessimistic) value These
above-mentioned failure values were oblained through a geometric average of

the corresponding values given by each expert

The recommendad and limit values given For each Failure rate by THEE
can be interpreted as identifying a fursy sot of failure rate values (« fuzsy
set with the assocliated membership function). Fuszy sets, possibility theory
arnd fuzey logic (Ref. 11)are effective mathematic tools which are particularly
suitable to deal with the human way of thinking, expressing judgements and

taking decisions.
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The CHO- JRG Tspra, in collaboration with the Panl Sabatier University
(Toulonse, France) are studying the possibility of developing a Reliability
Parameter Data Bertk (RPDB) by exploiting fuzry logic, According to this
appr oach, the future RPDB should consist of an intelligent interface cuapable
of Interrogating on line data bases roprosenting the JHbE and other simdlar
reliability sources inc luding, Lthe CROB. Tt shonld also combine bLhe arnswoers
obtaitied from the various sources Lo gonerabe o undgue answer . The roquest
cant also be expressed by making wse of fusrzy altributes for the idenlificalion

of the component type and its mode of Fallure,

Hs a First step Lhe JRC and the Paul Sabatier University are deoveloping
ant intelligent interface capable of wderstanding « roquest containing some
Ny axpressions, and of Lranslating this reguaest into a sinlax doeveloped lor
interrogabing the THHE source. More procisely, it would bo useful tor
retrieving and procassing the rolevant data contained in a dala base
represent ing the IHEE tables and giving as an answer @ fel lure rate expressed

as a fussy sob,

Tee bhids fivst applicabion only one component type, the electric motor
Cami ly, are considered.  Some new wnd complex problems (such as dealing with
retiability parameters expressed by fursy sets on one hand and reoliability
parametors oxpressed by probability distributions on the other) are still to
be irnvestigeted at the theoretical level bofore they are considered as viable

for developing a RPDB

4.4.72 Oggregation of txpert Opinion

fis Lthe stabistical data on operating experience are nolb always
available, or are avedlable ir o non compatible form, iL is necessary Lo use

expert opinion as the sonree of credible rellability parametars,

The oxpert opivion s usually collected from individuals familiar with
operating ard Fallure history or even with design and marufacturing of
par ticular rompornent or generic types of compornent. 1o aveoid substeantial
errors In estimation of a reliability parameter by a single expert, or small
group of experts, several methods were developed to collect and ovaluate
expart opinion.  In addition, dealing with a larger group of oxperts raeguires
the establishment of a feodback systom for the written exchange of data and

informabtion among the group. A widely known method for this purpose is Lhe
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Dolphi method, successfully used irn IHHE Standard 00 and it a rambor of other

L3605,

Regarding the credibility of a data source compilod from expert opinion
it 1s obvious Lhat compilation of more oxpertise (lardger number of

knowledgeable, independont experts) quarantees boetter results,

Lf the duta sources are ranked in accordance wilh the methodology used

to gather or to aggregate expert opirnions the following options exist:

1. Consensus (larger group of knowledgoable experts is required)
2. Nominal group teckrdgue (similar to Delphi)

3. Delphi procedure {used in J+FE HOO)

4, Aggregate individuals (statistical aggroegation)

5. Tndividual judgement

6. Absolute probability judgement

4.5 Reliability Parametoer Data Hases

4.5.1 Infurmation on Reliability Data Bases

A number of datea bases for comporent reliability parameters are
available in the literature, OF most importance for use in PSA’s are data
bases which wore compiled from ruclear experience or from experts with

kriowledge in the ruclear aroa.

Reliability pearcameters fournd in PSA studies are either plant specific
{(derived directly from plunt specific operating experience); generic
stenar ios, updated with plant specific experience or datea coming from outside

the plant but assesssed as being applicable to particular components.

Thore are examples of single plant PSA dala bases which were derived
from operating experience directly or generic data npdated with plant speciflic

gperating experience. These include Oconee PSA, 7Zion PSA, Ringhuls PSi,

There are also several data bases compiled For single plant PSA studies
irn which the reliability parameters mostly rely on gerneral nuclear, industrial
arwl mililary experience, or on experts opirnion. This approach is usual when

the PSA is being performed on & pre operational phase, or early in plant
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lifetime when the operabional experience is limited, Examples of this

cabtegory includes Shoreham PSA, Sizewell B PSA and the Gormar Risk Study.

When a PSA programme with several studies 1s being performed, usnally a
sirmgle data base is used for several plants (although some plant specific daba
is also used). lhese types of dabta bases nsually draw parametors either from
a group of nuclear plants, from expeort opinion or from nove-nuclear sources
like irndustrial or military experience. Data bases of this kind are found in
the U.S.A. in IREP data base (MUREG 2778), NREP date base (NURMG 281%), and
ASEP data base (NURFG -4550, Vol.1).

It is important to meontion the Proench approach where date used in o PSA
study currently being performed comes from a collection of operaling
experience from many identical plants. Having such wide operating experionce
for variouns components, PSA studies can be carried out using operational data

only.

The most widely used source of data from expert opinion is JHtt
Standard 500, (1977 and 1984 editions) which contain the reliability
parametors for a large numbor of MPP compornerits.  The reoliability parameteors
compi led from only nuclear oxperience are found in several NUREG roeports (1205
for pumps, 1362 for valves, 1363 for Dhs) and are based completoly on analysis

of raw data from LER reports.

Several other NURESG reports or industry publications are also available
presonting parameters derived from the operating experience of a limited group
of plants and which consider {ER's, plant internal documentation ov

information provided by the plant persornel.

Outside the US, the Swedish Reliability Date Book is & widely krown

source, compiling data from operational experience of /7 Swedish PWRs.

There are a rumber of industrial and military sources available, most
of which cover a very specific area of application. Some of the better known
are: Military handbook 217 t, & widely used source for electronic compornent;
UKAFA SRD operates a large data base consisting mainly of industrial data. NAs
the reliability is extremely importart ir off-shore operations, a great deal
of data on off -shore components was collected and reliability parameters were

published irn the OREDA Handbook.
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The aeorospace industry dealt with reliability problems for a number of
yoars, atid it has produced very comprehernsive data sources, although rarely

applicable to nuclear components

Military sources provide reliability parametors on many components some
of which are not used in raclear plants, but data on common comporents 1ike
motors, diesels, pumps, otc., are usually applicable. As the military data
bases usually ilncorporate on relatively large amounts of operating experience,
somet imes it s wise to cornsult this source as well. An exanple of a military
data source is the Non electric Parts Reliability Data (NPRD-3), 1985,

Reliability Analysis Conter (RAD) Rome Alr Dovelopment Conter,

A comparlison of several reliability parameler dala bases are givern in

the following tables 4.7
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Table 4.1 Comparison of main characteristics of
data sources

DATA SOURCE

Charactoristics

no. of component types

level of detail in
componient descriptbion
(no. of sub-divisions

general component type)

component boundary
definition

comporient operating
mode (o m)

pPsA Study
guneric data updated
with plant oporation

experience {e.g. Zion NPP)

35

Timited

n/a

n/a (directly assessed

from system o.m.)

PSn Study
operating experiorce
ornly

60

modorate to high

n/a

n/a (directly assessed
from system o m )

comporient operating
anvironment

n/a (sometimes assessed

from location)

ustietl Iy n/a (somet imes
assessed from
location)

o of failure modes
dafined per component

reliability
parameters

mean value; variance;

mean value distribution
confidence intervals

repair time

somet imes aval lable

avati Table

ultimate source
of data

other relevant
information
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table 4.1

(Cont inued)

Programme of PSA
Studies

IRED

MNueTear Expor ience
L1.Rs

MURE G 1200 Sweden 1 Book

re . of comporent Lypes

level of detail in

component description
{no. of sub divisiorns of
yeneral component type)

component boundary
daefinition

compornent opoarating
mode (o.m.)

3

10 h)

Timiteod

n/a

/o

moder ate

moderate to
hrigh
ves yas
Y65 somel imes
defined

component, operating
ey Lrotulent,

no. of fallure modes

dofined per compornent

reliability
parametors

defined for
a few compon.
only

i3

meart, median
error factor

riot direactly
def innd

not directly
def ined

mesn, meetit,
distribution upper bound

repair time

r/ &

r/a VoL

wltimate source
of data

assessod from
several
difforent
sources incl,
expert opinion

ouril, repor bs;
data collection
system; plant
SOLEGES

evont reports
from US plants

other relovant
informakion
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Table 4.1 (Continned)

no. of component btypes

fovel of detail in
comporient description
(rno. of sub divisions of
goneral compornient type)

component boundary
defanition

component oporatbing
mode

component operat ing
orvivormert

compilation from different sources

WAsH 1400

30

Fimited

[R18)

n/a directly

defined For fow
comporients

[tEE %00

2700

relatively high (vary
with component types)

i1y

sometimes defined

muiltipliers available
for most components

o, of failure modes
delined per component

rojiability
Pareamelor s

ropair time

ultimate source
of datba

median; dislribution;
coufidence interval;
arror faclor

i

assessed From variety
of sources

recommernded value,
MotX Lnwtm ared  wind nam
of assessed sourcas

sometimes available

assessed From nuclear
industrial and
military sources ound
aggregation of

aoxpert opinion

other relovant
information
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Table 4.1 (Continued)

ro. of component bypes

level of dotail in
component. description
no. of sub divisions

compenent bonndary
doefinition

component opoerabing
nnde

component operatb g
erivirorment

Mili tc'lt"\f data

Rome Alr Dovelopnent Coenlre
(Roliabhitity fnalysis Gonter)

MILHDBK 24 /1

» 1000

Frieghe

r/a

11/ o

no. of failure modes
deofined por comporient

reliabilitby
parametors

repair Lime

nltimate sonrce
of data

ather relevant
informat ion

eart Vel

H/c?t

field data

NPRDS 3

100

1iwi ted

rn/a

n/a

mean, 9%, 9O%

re/ a

field data

111



4.5 2 CHDB Reliability Date Book (RDB)

Reliability dala derived by a statistical processing of the primary
date storoed in the CHDB are being collected in the CFDB RDB.  This book is a
collection of tables of component reliability data; these Lables are
considered to be an ordganicod output of the base Updating is made by arn Mad

hoe” inforimatic programme,

The RDB has been conceoived as an casy to wse tool for the anwmlyst in
safety and roliability/availability studies. By merely consnlting the book,
without accessing the base, he can guickly obteain reliability data for the
iltem he is interested in, and ab the same Lime associated informabion on the
samplo size from which these dota woere dorived can be seen, 1This associated
information enables the analyst to evaluate the credibility of Lhe reliabiliby

data given in the relovant tables for any particular item.

The book structure is described next:

The compouent is ddenlified on the basis of o code specifying five

component featires:

country, from which the raw data originates

- plant type, to which the raw data refors
plant engineering systom, to which the component pertains
component Camily (i.e  type) snch as Ypump”

- fot component orggiveering charactoristic (for a pump 1t could be the
combirtion bype/modium harddied, e.q. centrifugal/water)
nd compornent engineoring characteristic: {(e.gq. operating pressure
rarge)

Ird component erngineering characteristic (e.g. operating flow range)

Some backgronnd data for the statistics (1., data characterising the
sample obsorved) are givern. for each failure mode, number of items observed,
cumilative operating time and/or number of domands, rmber of components which
had failures, number of failures occurred, cumilative observation calendar

time, etc. is given.

Information on the component applicatjon/function performed, operatirg

mode, external environment, test/maintenance; boundary specification (by a

dofinition and & sketoh).
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| or each type of failure during operation, the Mean: Time Between
Failure (MIBF) and the related standard deviation (S5(0) are given; in Lhe
case nf failure time, the distribution can be assumed to be expornential (the
test of exponentiality, provided by the standard CHDB data Lrealmont
procedure, will have beern satisfied); the failure rate best estimate, its S0
and the 90% symmetrical confidence interval are given in addition. The same

applies for failures on denend

Repair date are also givern: background data for the statistics (numbor
of repaired ilems, ramber of vepair, ete.) Mean Time Yo Repair (MITR) its SID,

arid mirdmum and maximum repair time experierced.

Comment: the choice of the three engincering features characterizing the ilem
is to be made on the bases of previous analysis of the influence of each

atlribute on the component bohaviour.

4.% .3 I1AEA Generic Component Reliability Data Base

i compilation of the published component reliability parameters was
urider tokern at the TatA to facilitate the use of a computer code package for
fault tree and ovent tree analysis (currently under deovelopment at the TaEA
ramed PSAPACK and to facilitate a comparison of bLhe various date bases

available in the literabure.

Currently the TAFA generic reliability data base cornsists of about 1000
records, providing reliability parameters for 450 different compornents,
grouped i about 100 compornent types. bkach record provides as much
information regarding respective comporants as possible (limited by the source
of information), including operating mode and ervivrorment, repaiv time, source
and ultimate source, component boundary definition and all appropriale

comments found in the original source,

For the generic data base a common record form was developed, and also
the unigque 5 alphanumeric characters coding system, characterizing component
types, failure modes and sources of information. The data base was developed

For use on an TBM compatible PUC computer using the dBASE LIT software.

The I1AFA generic data base includes reliability parameters from 21
sources including data from PSA studies, industry reports, and the major data

sources available from Furope and the USA.
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4.6 Special Studies Lo tvaluate Data for Tnitiating Events (LE)

Initiating event frequencies are needed in PSA's.,  Tn many cases the
operating experience (IFR's) cannot be used directly without some sorting,
grouping or modification. Therefore, determination of [+ froguency roguires
special studies on the roaw data, which may be either generic (Ref. 12) or

plant specific (Ref. 13).

Generice studies of initiating events have boen performed to determine
frequency of anticipated transionts (Refs. 14-1%5). In this case two lists of
anticipated transients for BWR and PWR were used, and cacle LER in the basic
event data base was allocated to one of Lhese TE categories. Thus [k
frequencies for each seoparate category were obtained. bor this evaluamtion to
be aeffective very well defined avent descriptions are neoded for each one of

the If categorioes,

fArother oxample is the developnent of the methodology to quantify the
t.oss of Offsite Power (LOSP) frequency. The earlier studies (Refs. 16 -17)
used LER's almost directly The only treatment made was the grouping of the
FER's into geographical regions. However, a more recent study (Ref. 18) has
further examined the entire data base of LOSP from LER's. They were put in
categories hased on geography related features as well as plant specific
features, such as number of incoming power supplies from the grid; number of
switchyards; number of transformers; rnumber of switchgear buses and the
avail lability of "black start” capability. lhis approach provided factors
based on operating experience which could be used with the above
plant-specific features to obtain a more closely tailored froguercy of [0O4P

for any type of plant and according to its specific design.

For PSn analysis of LOSP, the recovery time after LOSP is also of
great 1mportance. lhe same special studies discussed above derived recovoery
times on the basis of the LIR's four each of the above features. Tt is obvious
that goographical features (severe weather conditions) had longer recovery

times than plant specific features such as failure in the switctyard,

A third example of special studies for deriving data for TE freguency
determination is the study of LOCA Tt frequency. Such a recent study is given
in Ref. 19. In this study {ER's up to December 1984 incorporating 800 reactor

years were analysed. 1lhis study considered specifically three pipe sizes, two
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leak rates, and different systems (10CA sensitive and ron-l0CA sensitive). [t
provided failure rates for pipes for the above categories based on the LERs
survay. A similar special study of pipe broak [Rs, was perflormed for
Seabrook PRA and facilitated the evaluation of the frequenty of interfacing

LOCA (Ref. 20).

I the Oconee PRA & spocial analysis was made and cutsets that lead to
loss of instrument air were identified in the plant fault Lrees and lhen
guantified to obtain the frequercy of this low fregquency Tt. This is also
commonly used to evaluate olher frequencies of [Fs which are cases of support

system failure.

I summary, roaw data of LIR type or generic failure data of components

are needed to estimate TE froquencies ragquired for PSA studies.

4.7 special Studies to Fvaluate Reliability Datea and Reliability Indicators

4.7.1 Grueration of Safety Syslem Reliability Indicalors

Reliability data are ofter used as an expedite approach to keep track

of the reliability of safety systems and components,

Orie of the ways comporient ovent data carn be used is v cordunction
with safety system reliability indicators. [t involves the condensation of
the large amount of information orn fault and mainternance duration of safety
system comporents, into a few quantitative parameters These can then be
compared with the various desigrn and license conditions in order to see if any
remedial action is required. It might be that equipment has to be replaced,
or that the practice and frequency of maintenance, needs to be altered. This
activity is in no way a replacement for a comprehensive PSA study; it is
rather something that can be accomplished guickly and frequently as part of

the surveillance activity.

The data that is needed consists essentially of the availabilities of
the compornents of the various safety systems. Unavailability will be due to
faults, maintenance, and testing., The simplest indicator will thus be the
time fraction that one or more components of the safety system were out of
action, for whatever reason. This safety system partial unavailability

indicator suffers from a total lack of precision on the degree of impairment;
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there is no distinction betweon a fault that completely disables the safoty

system, and one that is inconsequential.

An assessment can be made, howeover, at the time of the fault, or
unavatl lability, on the degree of impalrment of the relevant safety system,
taking into account the redundarcy inherent in such systems., 1his is
subjectlve and raises the guestion of who 1s competent to make sich an
assessmont in an impartial manner.  However, it has the advantage of being
very simple in that only one extra number noeeds to be recorded into the dala
base for ecach event. The indicator to be produced is just the time fraction
weighted by the assessed impairment for ecach unavailability period. The
rosutt is a rougl quartification of the degree of impairment, but the

treatment of redundancy is weak.

The next level of refinement is to take into account the fact that
there are many occasions when a safety system does not need to be entirely
furictioneal, such as when the reactor is shut down. Trdeed, madntoenance and
testing activities will deliberately be schedulad for such periods. 1his is
guite easy provided the power level of the reactor, or the times when it is
critical, is known to the data base. This gives the actual safety system
urivad lability. Tt is, however, more meaningful in the case of failures,
gther than from maintenance and testing activilies, to derive the indicalor
taking no account of any fortuitious rnon requirement for failed comporerts, on

the grounds that failures will occur randomly.

The most refimed safety systom availability indicators will be those
that take account of the configuration of the compornents. This is the only
rigorous way of allowing for redundancy and multiple overlapping failures or
unavallabilities. This requires some kind of system model; not in the sume
level of detail as those used in PSAs, but at least arcurate down to the
comporient level. The algorithm being used to generate the indicator will noed
to search the data base for the availability record of all components in each
system; the default being that the romponent was available. Obvicusly, the
subjective assessment of the degree of impairment of the safety system is row
rodundant, but there is great advantage in replacing it with an estimate of
the degree of impairment of the compornent when the data is put in. This is a
much less demanding task than previously as no account of redundancy is
needed. The indicator produced will rnow be a genuine measure of the degree of

impairment of the safety system,
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The final reguivemont might be bto distinguislh the various causoes of
unavad labilily by producing an indicator similar to that describod above, but
for cach possible causeo, namely: component failure, tosting, mainternance,
huar: ervor (1F this is logged) etc.  this refinement wonld obviously be of

great value to the station mariageoment .

fAriother concept fur the treatment of rellability date to refloct cach
country's e lear power per formenice is introduced it a paper presontod dur g

the meeting.

4.8 Data Base Network for Reliability lmprovemernt

Improvements in avallability, maintuirnabilibty and reliability are of
utmost importance in nulear power plant safety.  PSA studies irdicate that
importance of Luproving the reliability of safeby system and thelir support
systems as well as other non safety equipment which if failed corn cause

turbine Lrips, reactor scrams and other plant disturbances,

The most impor tant information that are needed for reliability
improvement are the operating experience, accident raeporbs ad mater fal
arn@alyses.  Howover, ore of the most difficnlt problems oncowmitered in dala
analysis is the lack of a consistent procedure to correlube symptoms, Lreods

and actual failure probabilities,

lable 4.2 compares some of the features of several eovent data basos.
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The combined experionce of various ruclear power plants provide a much
K

richer

than that of any single plant.

world greatly facilitate this exchange of experience

source of information for avellability arnd medntedvabi by inprovement

A computer network connecting NPPs around Lhe

The primary objective of Lhat network would be Lo identify generic

problems in comporent guality, recurring failures, and to some extent, the

quality of muclear plunt management, as shown in the flowchart in figure 4 1.

CENTRAL . MAIN NATIONAL D/B 1.TRIP REDUCTION
DATA BANK = ANALYTICAL SYSTEM 2.EQUIPMENT RELIABILITY IMPROVEMENT|
INTERNATIONAL SEARCHING . STATISTIC B> IMANTENANCE PLANNING AVAILABRITY
AND NATIONAL PROBABILITY . ANNUAL TREND 4INSPECTION / TEST FREQUENCIES ENGINEERING
DATA BANKS <|1 AV, LY, RELL 5.TECH SPEC EVALUATION
8.SPARE PART INVENTORY
i 47
LOCAL D/B MANAGMENT INFO SHORT/LONG TERM MANAGEMENT
(IN"NPP
MAINTENANCE . MATERIAL MAINTENANCE . PURCHASING
HISTORICAL RECORDS <} SPARE PART . OPERATION <}
OPERATIONAL. EVENTS STS. UPGRADING . TRANING
INCIDENT REPORTS RADIATION PROTECT. CONSTRANS
FIG. 4.1. Suggested D/B flowchart for reliability improvement.
Inm this framework a more deotailed exchange of experience including
mechanical, elactrical and Lnstrumentation, design aspects, failures, spare

wmtts, tools, engineering, operation Mistory, traiving, procedures, outage
C ‘ 2 ¢

repor s, analysis programming,

radiation protection and plant wanagement.

or

effective exchange of informmtiorn betweorn plants, the Iutervational Data Bank

shiowld consider:

- tommorn Data Barnk ormat

International Data Bank Network including PRIS,

others banks.

IR,

t RDS

USERS and

- Ore line communiication system betwoen the Data Bank and the ruclear

power plants
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The operational predictions based on the operating experience from NPPs
i one conntry is limited, except for those countries, which have nwcleoar

plants in service for a long time Oporational date collected internationally

with higle JTevel of aygreqgation (not roaw date), are iy principle easily
ohlalnable Lhrough the INPO, NEA, 10 and UNIPEDE, but acceess is limited Eo
members of these organdzsations. turthernore, these libraries are not yet
intercormected and event reports have to be sent or interrogated separatetely

ort cach of these library systems

Regarding the prosent situation, possibilities for a systematic
exchange of information among countries are limited In the near future due to
the lack of & comuorn language, the differences in evaluating ervirvormertal

conditions, the variety of reactor types, selc.

Various international data bases which collect operational events iu

NPPs are in operation. Among them are:

PRIS.  JAEA
USERS:  UNLPHDE
IRS: NEA (OHCD)
LRDS:  FC

ABBREVIATTONS USED IN THIS SHUTTON

PRIS : Power Reactor Taformation Systems

iatn : Intornational Atomic tnergy Agency

IRY : Incident Reporting System

NE N : NMuclear trnergy Agency (OLCD)

1 RDS : Furopean Reliability Dabta System

Ft. : Frropean Community

USERS : UNLPEDE Significant Fvent Reporting System

UNTPEDE Uriion Intertational des Producteurs ot Distributeurs d'btnergie

Flectrique

INPO: : Institute of Nuclear Power Operation
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4.9 Lurrent Problem Areas
o) The special reguiremeonts which are placed on information systems for
dala handling and storage area:

- capability of handling large amounts of data
- easy Lo use

feasibility for further development;

b) I Lhe area of data verification special albtention should be given to:
standardised component ddentification coding systom;

- sluandarised method fFor clwcking the credibility of raw data;

c) Fuvery data base collecting raw data should be revised contiruously to
reflect the actual riclear power plant operabting experience,
The next subsections raise soveral additional problem areas in more
dﬂ L\B.j ] .

4 9.1 Information Barrier  The need for a Communications Network System

In recent years, there has boen a marked increase in Lhe interaest in
improving the reliability of rwelear power plants,  PSA and other similar
analysis techrigques have beoen deovoloped and data from NPP operating experience
and engineering analysis were extonsively used., They are usually used to
prodict the frequency of certain events like core damage accidents inclading

those caused by equipmernt malfunctions or operator errors.

To generate or predict a maintenance management program from the
avallable operational experience is difficult due to the lack of hardware
reliability information and inherent uncertainties. Some international
organizations (LALA, LG, UNTPLDE) have Data Bsuiks, tadlored to specific

purposes. The access to raw data collected here is, however, rather limited.

The need exists to establish & good commurdcation network betweon
plants, utilities, national as well as international data bases froe of any
barriers (language, interpretation). International Organizations like 1AEA
could contribute to the establishment of a good data base network for

effective sharing of experience between countries.
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4.9.2 Problem areas cormocted with use of generic dala bases

Whern using gener ic data base there are several areas where
misintorpraetalion of lhe dala supplied by generic sources can occur. lhis
results sometimes in unacceptable variation in comporent reliability
parameters.  Four general problem areas have been identified in the following

ordoer of importance:

- component boundary definition
- fal lure mode doefinition
- operating mode definition

- operating erwirorment definition

Compornent boundary definition is the maln source of misinterpretation.
There are no firm rules or eovert similarities in the way various sources deoal
with this problem. Most sources do not avern provide detailed definitions of
component bourdaries; sometimes components are only defined as “off the shelf"
items. Inclusion or exclusion of, for example, the driver on the pump

boundary, can sometimes change reliability paramotors in orders of magritude

There are three major interfaces to be specified for an urnambiguous

componeiit. boundary definition, namely:

- mechanical interface;
- power supply interface;

- control system interface.

Fal lure mode is another problem area where difficulties are raused by
lack of a common nomenclature. One way to solve the problem Is to define
gereric failure modes, as it was done in the IALA Generic Data Base

compllation.

Operating mode is of importance for active compouents Tike pumps.

There are three distinct categories:
- standby

- alternating

-- runmting {continuously operating)
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Fach of the above can influence the reliability parameter
substantially.  For componernts such as valves, normally only two operating

mades, open or closed, needs to be considorad,

Component ervirorment carn #lso change reliability parameteors
substantially (2-5 times). lhe main envirommental factors which can influence

reliability are:

- hamidity
tomperature
- pressure

radiation

the operating environment is rnot usually mentioned in sources. 1his
can lead to errvors when calculating the system veliability in the environment

of an accident.

4.9.3 Problem areas connected with combination of data sources

When several data sources are to be combined to obtain relinbility
parametors one has to be sware of the possibility of them not beivg
independent. As there are a limited rumber of ultimate data sources (eilhor
experiotne or experts) it is almost always the case that at least part of the
data base relies on the same population of components, even when the data
sources are PSA studies performed separately in different countries., A
solution for limiting the problem 15 the assignment of proper weighting
factors to the different sources, after the ultimate source has boern

investigated and fully identified.
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5. FUTURE TRENDS

In reviewing problom areas in data collection, analysis and rebricval
the group of participants in the 1OM have tdentified the following aspoects as
desorving special attention by those irvolved in collecting and using
relichility data. Some of the issues highlighted roquire fuelhier
investigation and coordivetion of veseoarch i an intornational framework (e.g.

INEA's Coordinated Rescvarch Progrounme on Data Collechion and Analysis For PSAY.

- Date collected in rocent years have boor done it o more systomsbic why
and are therefore Lo be proforred Cor use in reliability stndies,
Historical records cortain jmportant ovidence to be incorporatod in
dats bases. It is however very time consuming to dig out informal ion
in plant records and to extract the reguired data.  In roeality, the
ef fort does not always lead to usable results becase of Lhe vay
records have boorn originally established,

- Operatirgg or exposure times «nd nmber of demands are in many cases
pstimatod to compernsate for the lack of actual records.  This procoedure
can leoad to gqross errors
Fallure deta collocted does not reflect, v many cases, hidden
depondencies betwoon parts or components, Tt should be rlearly stuled
it the data base, which data have beon gathered assuming that failure
ocourred independently.

. Indication of the root causes of Failuroes are an impor tant source of
information which carn be tised bo ninfold depondencies,

- The assumplbion that failure rates collected during tests of slinrt
duration are represonlative of longer operating times can be highly
conservat ive, bocause Fallure rates aro normally higher jn the initial
period of operation.  Some preliminary studies jrdicate a factor of 10
differcnce. turther work is needed in this area

- Data collection is an expersive undertaking. Tt is Lherefore of utmost
importarnce that plant marnagers are cotvinced of the bernefits of Lhis
activity., Managers have to be given enough information on how
collected data can be used to improve plant safeoty and avallability.
PSA is only one of the possible uses of roliability data.

- f close liaison between plant personnel, date colloctors and deba users
is necessary. Meelings or workshops can be an effective way of

promoting this interface,
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Maripower requirements for data colloction are in goeneral very difficult
to ussess and can be misleading., [or exanple, in some cases Lhe aclual
runber of people statod to be dvwvolved in runming the systom cat be low
bocause the involvement of the plant personnel needed Ls not reflecied.
Different data beses may hove different structures depending on their
specific objectives, Tt is, however, imporiant Lhatb common

requirenents are established to allow for communication betweorn date

1t is furthermwore vecompended thalt 16EA will use its internabtional role
to lead an offort for constbructing an international network of national
atd internetiona!l dalta bases

Stardardization of information in dala bases is highly daesirable for
shiaar vy of international eoxperionce. Aspects which will require
standardization include, for example, the failure description.
Countries embaurking on reliability data collection should take
advantaege of the available international experience and should attempt
to establish standerd structure and content Jin the plarming phase of
their data bases.

The aerospeace and military industries report their failure records to a
contralized data base. The available information is bthen shared among
users for various purposes, including an alert system in cases when
action has Lo be taken to prevent reccurrence of a reported failure.

Are extension of some of the existing systems into the ruclear power

field, should be consideread.
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RELIABILITY DATA AND SAFETY EVALUATION OF
NUCLEAR POWER PLANTS — STATUS AND TRENDS
IN THE GERMAN DEMOCRATIC REPUBLIC

J. RUMPF, J. SYDOW
Staatliches Amt fiir Atomsicherheit und Strahlenschutz,
Berlin, German Democratic Republic

Abstract

Nuclear safety depands strongly on the knowledge about faulty

conditions of components and systems. Therefore a systematic

approach is necessary to get comprehensive safety-relevant

informations.

System analysis and the computation of processes governing design

basic accidents and severe accidents are the main tasks of such

an approach. The solution of problems covered by these tasks are

strongly conneccted.

System analysis covers structure investigations and methods of

reliability analysis, which are the main points within the framework

of probabilistic safety analysis.

Collection, analysis and retrieval of reliability date had been

found to be a field of increasing importance to safety analysis.

Therefore both constructor and operational organizations in the GDR

are legally bound to collect and analyse rellability data as well as

to make changes of the technology of a NPFP if data indicate a

necessity.

An independent gystem of data collection has been established by

the National Board on Atomic Safety and Radiation Protection.

Current data bases of the GDR involve generic data as well as

plant specific reliability informations.

The paper presents the general approach used in the GDR to intro-

duce reliability date into licensing decisions.

Status and plans of data manipulation are discussed as well as

the structure of data bases.

In addition experiences gathered in using reliability data are

presented. Some of them are the following:

i) At the present status of reliability analysis and probabilistic
safety enalysis respectively generic data play an important role.

ii) Plant specific data bases are to be improved to get more
sophisticated probabilistic safify informations. Special attention
has to be paid on human errors and common mode failures.

iii) Engineering judgement is the most important point in mani-

pulating reliability data and using them in probabilistic
safety analysis.
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1. Introduction

Since the very beginning of commercial use of NPP in the GDR
reliability data have been considered to have a great influ-
ence on safty evaluation. Therefore the evaluation of relia-
bility data has become an integrated part of every safety
evaluation of a NPP.

Reliability of a component or a system is defined as the proba-
bility of performing a specified function under given conditions
for a given time intervel. Defining reliability in that way
gathering and analysing cf quality data become a very difficult
work.

Reliability data must as well as possibly specify the statistic
population which is to be taken into the probabilistic conside-
ration. Therefore reliability data bases must cover a wide range
of properties of components and systems as well as environren-
tal conditions which may influence fallures.

Data aspects are carried by specisel regulations of the Regula-
tory Body of the GDR. Laws and national standards contain
general requirements on safety evaluations. /1/,/2/,/3/.

Guides and special decisions of the National Board on Atomic
Safety and Radiation Protection give exact informations on how
to perforn safety evaluations in a prescribed manner.

The main part of safety evaluation is established by accident
analysis. Their results are the base for performing all mea-
sures of nuclear safety.

To get possible initial events and sequences of accidents ope-
rating experiences of NPP must be gathered and analysed.
According to /2/ institutions incolved in implementing NPP in
the GDR are legally bound to collect and analyse operating
experiences as well as to make changes of existing tech-

nology if data indicate a necessety.

In the 20 years of using commercial NPP in the GDR a data base
has been established containing experiences of roughly 60 years
of reactor operation.

2. Reliability Data

Two main tasks of safety evaluation must be distinguished by

their ways of solving problems:

i) accident analysis which is to be done under given initial
and boundary conditions and
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ii) system analysis which is to define possible initial and
boundary conditions.

4n accident analysis contains .calculations of accident

sequences taking into consideration general physical laws.

It covers both deterministic and probabilistic results.

Generally computer-alded calculations are the main parts of an

accident analysis.

There 1is a general approach used in protabilistic system analysis

which neglects uncertainties of the accident analysis compared with

possible changes of initiel and boundary conditions such as

failures of safety relevant systems.

That means a functioning component (or system) will fulfill its

given function under given conditions.

Therefore the performance of reliable accident analysis is one

of the main conditions to be successfull in probabilistic safety

analysis. As a result special requirements must be fulfilled by an

accident analysis.

For requirements on computer codes used in licensing in the GDR see

eege /4/ e

System analysis has to determine the behavior of a NPP under possible

conditions using a describing approach,

There are no general physical laws to determine system failures

from former conditions. Pailures of every system under con-

sideration must be ocalculated from operational experiences

gathered over a long time period. Supposing that conditions

won't change by time the operational experiences may be assumed

to be valid also in future. That is a general assumption of PSA.

Besldes there isn't a large number of elements with identical

properties to get well defined statistical results. That means

there won't be samples of a poor statistical population which

can bte used in the system analysis. Therefore a system analysis

must contain a wide range of informationes including plant spe-

cific as well as generic data and engineering judgement.

For that reasons a probabilistic safety analysis is a more

subjective approach.

A system enalysis covers two main tasks:

i) structure analysis and

ii) reliability analysis.

In both fields methodical investigations and developments have

been done for some years in the GDR, e.g. /5/,/6/.
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Figure 1 shows the structure of safety system analysis as it
was established by the Regulatory Body of the GDR.

safely System

Analysas
Structure Reliabtlity
Analysl's Analy.s:.s

| | | ]

Fault F il iy Event Retiabitity \Statistical PSA
Trees fé&’,’d

Trees Datq ujartlies

L | I | l |

Determination of mitial and boundary conditions
Reliability of safety systems
Probabilistic safely analys::s

FIG.1. Structure of the safety system analysis of the Regulatory Body of the GDR.

Data bases have been established by both operating orgenizations
and the Regulatory Body. Figure 2 shows some characteristic
featureg of reliability date base of the Regulatory Body of the GDR.
Generic datz are considered to be a good measure to evaluate
results of reliability analysis.

Plant
ratin Specific Generic Incident Reporti
%{epenje ces Dgia f Data Systems (1IAEA ngCMEA)
Internationol PSA published
Da aQI' ;7: fer — [ [ F_ i ]
er _ Conventional Power
ul Datq Data ; Plants
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- e:-fzilonal Fraluation Evaluation ——  Other incustries
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er ni —
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L ]
I

Engi eermg
J ment
Evaluated R lrablltfy Eva(uatet{
S@ O, f - Rellqb:a
Operational Organisation Data Bas

Safety Analysis

FIG.2. Structure of the reliability data base of the Regulatory Body of the GDR.
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Operational experiences gathered up to now throughout the world

give an average frequency of core damage accidents in thermal
reactors of 1x10’3y'1. This number is for the ability to use thermal
reactors in a safe manner, resulting from 4,500 years of reactor
operation. Looking at 22 PSA published in the last years and using
a lognormal distrubution you will get a median value of core damage
frequency of about 7 x 10'5y'1. That is shown by figure 3. (Results

from /7/)
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FIG.3. Distribution of core melt frequencies.

A 90% confidence interval is got by

6 x 10'6)"15 x%& 9 x 10-4y'1.
Though the results of the PSA had been got by using different
methods and assumptions they tmy be considered as if they in-
dicate the possibility of core damage accidents as it is expected
for modern NFP.
If PSA or reliability analysis are done their results must be
carefully compared with generic data mentioned above taking into
consideration the characteristic features of construction and

operation of the analysed NFPP.
Simular measures may be established for single components &nd

systems from literature.

135



Operational experiences e.g. indicate a mean value of failures
per demand of roughly 10'3 for proofed automatically working
redundand safety relevant systems containing active mechanical
components such as pumps and motor valves., Without redundancy
a probability of failures per demend of roughly 1072
Collecting and evaluation of generic data are considered to be
an important part withir the framework of system safety analysis
ag it has been estabilished in the GDR.

Nevertheless main interest is focused on the improvement of

is received.

plant specific data. They are collected not only from operatio-
nal experiences of NPP in the GDR but also from ather NPP of the
same type as they are used in other countries.

Recently a special incident reporting system was established

by the Regulatory Bodies of socialist countries characteristic
features of which are focused on PSA data needs.

One of the most important reliability data sources used by the
Regulatory Eody of the GDR 1s a special abnormal event repor-
ting system. It covers a wide range of informations.

According to /8/ there are three classes of abnormal events.
They differ in the frequencies of the events and their influen-
ces on nuclear safety. Special requirements on what information
i8 to be reported were estabilished for every class of events.
Class 1 is to cover core damage accidents s well as conditions
which can lead to core damages with high probability. This class
involves e.g.

- transients with failures of reactivity control,

- critical states caused by trensport, storage of fuel elenents,
- failures of removing heat from the core.

Class two contains other transients where core damage is expec-

ted to be impossible but given conditions of safe operation aren't

met, such as lack of safety functions being not necessary and

deficiencies of safety relevant systems as they are defined in the

licence.

Class 3 contains all other events influencing failure conditions

of safety relevant systems. Such events are e.g.

~ decreased availability of safety systems

- deficiencies found during inspections and testing

- increased time of in-service insgspection and empair of safety
relevant systems.
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Reports on abnormal events have to carry information about the
following items:

- name of KPP and unit

- designation of the abnormal event

- number of the investigation mport
- date and time of the event end transient sequence as well as

the time when the normal state was established again

- operational state of the plant when the event was starting

- operational states of systems involved in the transient

- influence on the state of the unit at all

-~ transient sequence

- influence on nuclear safety

- causes of the event as well as their evaluation

- special technological system charakterisation (failure modes,
causes, precursors, failure effects)

- date and mode of latest inspection, testing and repair of
relevant systems and components

- other information about technology, operation and maintenance.

Special inspections are carried out by the Regulatory Body to

retrieve data.

3. Concluding Remarks

Date management as described in this paper is under continuous
development.
Bspecially the improvement of data bases is & main task at
present. Therefore data exchange with countries which are
operating WWER-type reactors too was enforced recently to im-
prove specific data bases.
8pecial attention is paid to the evaluation of data including
generic data as well as a carefull engineering judgement at all
levels of safety evaluation.
Regularities obtained from date bases are used to avoid mistakes.
The further improvement of reliebility data depends strongly
on a sophisticated evaluation of human errors and common cause
failures. A speclal programme was initiated by the Regulatory
Body to investigate the influence of operators on abnormal events.
The main topics of evaluation of reliability data as they were
found in performing safety analysis are:
i) The evaluation of reliability deta is an integrated part
of safety analysis including accident anzlysis as well as
system analysis.
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ii) Generic data are an important part of reliability analysis.
They represent a measure to compare results as well as
methods and data of reliability analysis with the inter-
national standard.

iii) Nevertheless there is a general need of improving plant
specific data taking into consideration that system analysis
is a describing epproach.

iv) Engineering Jjudgement is a very important topic of safety

analysis.

v) Special attention must be paid to some important aspects of
safety analysis such as evaluation of human errors and
common mode failures.
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I.

PRESENT STATUS OF THE NUCLEAR POWER
RELIABILITY DATA BANK IN JAPAN

K. OHTA

Nuclear Power Safety Information
Research Center (NUPEC),

Tokyo, Japan

Abstract

Since its establishment in October,1984, under instruction by the
Ministry of Internmational Trade and Industry, Nuclear Power Safety
Information Research Center has built up the nuclear irnformation data
base on the construction, operation and maintenance of the nuclear
power stations ( NPSs ) to aid in the effective fulfillment of national

safety administration.

The outline of the data base will be introduced herein. Based on
the incident snd failure information in Japan stored in the data bank
to date, the Center has started the evaluation program of unavailability
of the engineered safety systems as systec level failure rate ( FR )
and of FRs of the major valves, pumps and heat exchangers as component

level FR since JFY 1987. The outline of the results of the program
will be alsc described.

Nuclear Power Information Data Base in Japan

1. Role of the Nuclear Power Safety Information Research
Center

Since its establishment in October, 1984, the Nuclear
Power Safety Information Research Center has been
maintaining the computer system and keep building up
the Japanese nuclear safety information data base
with the aim of enhancing the safety and reliability
of the nuclear power plants and the effective
fulfillment of the national safety administration by
analizing and evaluating the safety and reliability
of the nuclear plants, based on the information of

their construction, operation and maintenance.
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Main activities of the Center are as follows:

(1)

(2)

(3)

(4)
(5)

Maintenance of nuclear power safety control
information

Analysis and evaluation of information on
off-normal events

Reliability evaluation of plant systems and
facilities

Evaluation of the plant characteristics
Compilation of the pertinent information to be

distributed to local municipalities

Information on Nuclear Power Safety management

(1)

Incidents and Failures file

This data file was prepared primarily for the
purposes of pattern retrieval and statistical
analysis of incidents and failures.
Approximately 1,000 reports are filed, which
include incidents and failures required to be
reported by law and minor failures by regulatory
notification.

The main items of filing are: serial number;
station and unit name; title of incident and
failure; date of occurrence or detection;
operating status; description of incident or
failure; affected systems, eguipment, and
components; trip signal; cause; countermeasures;
influence on safety and plant output; method of
detection; duration of shutdown (hours), etc.

In addition, narrative accounts of the incidents
and failures and their causes are input to

magnetic storage devices, enabling data



(2)

(a)

(c)

retrieval by designated key words. The contents
of the reports are also stored on optical disks
as image data available for detailed study.
In addition, OECD/NEA-IRS and USNRC LER
information are also compiled as the separate
data base for reference.
Operation file
This file serves as the basis for an
understanding and analyses of the state of
nuclear power plant operation. An accurate
recognition of operating status is necessary for
analysis and evaluation of incidents and
failures, evaluation of reliability, analysis of
availability, etc. The contents of input to the
file have been selected to support the various
analysis accompanying the ongoing studies and
evaluation, especially those concerning the
electrical energy loss and its specific causes.
The main input items are as follows.
Power station data:
Date of initial criticality, initial
connection to grid, and inauguration of
commercial operation for individual unit.
Annual data:
Total electricity generation (gross, net),
generating hours, and capacity factors, etc.
for individual fiscal vyear.
Monthly data:
Electricity generation {gross), generating

hours for each month.
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(3)
(4)

(d)

(e)

(f)

(9)

Data on individual energy loss:

Date of occurrence, type of cause,
quantitative energy loss, reduced power level,
and other items for each case of power
reduction or shutdown; causes are classified
into 23 categories, including periodical
inspection, incidents and failures, minor
incidents or failures, surveillance testing,
control rod pattern adjustment, and external
causes, etc.

Shutdown data:

Date and time of beginning of power reduction,
disconnection from grid, connection to grid,
and of resumption at full power, as well as
energy loss during power reduction, shutdown,
and power increase, etc. for the operation
cycle,

Image data:

Annual operation graphic curves and monthly
reports for each fiscal year.

In addition, overseas information including
IAEA PRIS data, France CEA ELECNUC are also
compiled as the separate data base for

reference.

Radiation exposure and radioactive waste
Inspection (experienced periodical inspection
data, analyzed data on critical path schedule of

periodical inspection, ISI data, welding data)
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(5) Plant basic information (design values,
operational limits, acceptance criteria)

(6) Egquipment

(7) International power plant data (plant basic data)

(8) Documents and other materials including drawings

(9) Newspaper topics

Provisional Calculations of Unavailability at System Level

In case when any of maintenance and other works will
be performed on the plant important safeguard system,
etc. whose availability is controlled by the safety
regulations, such work should, regardless of its nature
be reported to MITI.

By analizing such reports about the maintenance or
events, we have started the provisional calculation of
unavailability at system level.

1. Status of Occurrence of troubles (standby release)
of Safeguard systems

(1) Annual trend of the occurrence of unscheduled
standby release

Unscheduled standby releases frequency of LWRs
was 88 (63 for BWR, 25 for PWR) cases during the

period between FY 1980 through 1985.

Fig. 1 shows the annual trend of the occurrence;
the lower side of the bar graph is for BWR, and
the upper side is for PWR; the axis of ordinate
represents relative values (by percent) to the

value of BWR in FY 1982 which is the maximum

among others.

143



Relative vatue (3) DBWR DPWR
2000 o o - . e

Fig 1 Unscheduled Standby Release-LWR

(2) Distribution of unscheduled standby release on a
unit basis

Fig. 2 shows the distribution of the frequency

of unscheduled standby releases where the total
numbers (63 for BWR, 25 for PWR) of unscheduled
standby releases for BWR and PWR during the

above duration are respectively taken as 100%.

i 'lR.“E ng
#15 unit
#14 unit
#13 unit
#12 unit
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17 unit
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#5 unit
#4 unit
3 unit
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30 2% 15 75 [} a 75 15 225 30

E
{
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Fig. 2 Unscheduled Standby Release - Unit Base {from '80 through '85)

2. Calculation results of system unavailability
In Japan, the unavailability of the engineered
safeguard systems has been zero, but calculation
value consideration of without repairing failed
system could be obtained using the average testing
interval and in-service time. Figs. 3 and 4 show
average values (1n logarithmic scale) of the

unavailability of engineered safeguard system.
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III. Failure Rate Data Construction Program at Component Level
1. FY 1987 Program
A long-term reliability evaluation data at the
component level in Japanese nuclear plants is being
constructed utilizing information formally reported
to MITI such as incidents and other operational

events.

In the FY 1987, the following items of pumps, heat
exchangers and valves are surveyed, reviewed and
calculated on a trial basis;

(1) A survey of the number of incidents and events

based on the formal reports on LWRs
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(2) A survey of the number of specific components by
type of LWR

(3) Review of calculation method of the service
interval hours (fregquency of demands) of
specific components

(4) Review and provisional calculation of the
failure rate calculation model of specific
components

2. Basic Concept for establishing the Scoping of
components corresponding to Failure Data

To keep appropriate accuracy of calculation, the

scoping of in service components is limited to the

extent of the formal reports. Since formal incident

and failure reports cover those components failures

of which affect plant availability and safety, the

scope of components counted in this program is

limited to the followings:

(1) Components constituting main piping systems or
directly connecting to them

(2) Components directly affecting the functions of
the engineered safeguard systems

Since the number of plant components depends on the

plant capacity, components are surveyed on plant

output basis (500 MWe class, 800 MWe class and 1100

MWe class)

3. Review of Calculation Methods of operating hours
(frequency of demands) of Specific Components

(1) Operating hours (frequency of demands) of pumps
Operating modes of pumps are grouped into three:
a. Normally operating pumps

b. Alternately operating pumps
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c. Normal standby pumps

(2) Operating hours (frequency of demands) of heat
exchanger

Because of the operational characteristic of the
heat exchangers are static, it 1s believed that
there is no clear difference between operation
and standby conditions, Therefore, it is judged
that the annual plant operation hours may be
appropriately evaluated by combining operation

and standby hours.

{3) Operating hours (frequency of demands) of wvalve
Except for some control valves, valves are in
steady (constant) conditions during most of the
operation hours.,.

4, Faillure Rate (FR) calculation

As an example, the derivation of a macroscopic FR

calculation equation for pumps is as follows.

The macroscopic FR of pumps of the FY 1986 is

obtained by quotient of the cumulative number of

events of pumps from FY 1969 through 1986 divided by
the cumulative operating hours of pumps, thus
expressed by the following equation:

Macroscopic FR ( )

- Cumulative number of pump failures from 1969 to 1986 (F)
Cumulative operating hours of pumps from 1969 to 1986 (T)

(1)

The cumulative operating hours in the denominator is
the sum of the cumulative operating hours of normally
operating pumps, alternately operating pumps and

normal standby pumps.
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Summary

We have constructed and been maintaining data of the

operating experience of Japanese nuclear power plants,

including the accumulated data for the past 20 years.

We are intending to utilize all the information

statistically treated or compilated. Though we have just

started the provisional calculations for failure rate by

utilizing Japanese data, we believe it is important to

consider the following in our continuing effort in the

calculation:

lo

Since failure rates to be applied to PSA will reflect
the quality and reliability of manufacture and
maintenance, such rate should be inherently specific
to each country.

In calculating failure rates based on LWR operation
data, a simple and realistic model commensurate to
the level of accumulated failure information should
be used.

Failure rate data must be continuously revised based
on data for operating experience being added.
Calculational methods and preconditions, etc. should

be continuously reviewed for further refinement.



ANNEX

The general outline of a treatment technique for reliability data
is introduced. 1t is a very preliminary concept which will reflect the

actual nuclear plant performance of each country.

1t should be appreciated that there is a need for designated
specialists to present constructive comments on this concept in order to
develop this method.

General Outline

a) Get the macroscopic failure rate of each country in a strictly

specified and standardized way.

b) Classify the operational records level according to the priority of

the failure rate (Refer to Table 1).

c) Using a compensation factor, modify the appropriate data sets
according to the special PSA purpose. The macroscopic failure rate
should be continuously revised, as data for operating experience is
accumalated.

Figures

Figure 1 shows the rate of capacity loss classified by causes for

BWRs in Japan.

Figure 2 lists incidents and failures.

Figure 3 depicts the basic data flow chart concerning nuclear power

generation in Japan.

Figure 4 indicates the general configuration of the computer system.
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Table 1

)}

. . plant Number of failure cases Fn
Macroscopic Failure Rate A= =
)
plant Operating hours Tn
(or Frequency of demands)
Classification Fn Tn
Total
1. System level By detail operational records By detail operational records
o Number of failure cases o Operating hours
o Failure mode o Maintenance hours
o Failure cause o Operation demands
o Testing hours
Total
2. Component level By operational records By Operational records with preconditions
(includes every o Number of failure cases o Preconditions depend on plant capacity
supporting sub- o Failure cause factor
components o Scope of compornent for o Standardized operating hours
and parts) Fn and Tn o Standardized frequency of demands
Compensate
3. Parts level By engineering judgement Utilize Fn, Tn derived from experimental
(Comuonent with- o applied to N of non-nuclear data, factory data, specific nuclear
out accessories field plant data or non-nuclear operational
or parts) o alpha of specific nuclear experience
plant operational data
(e.g. Wash-1400)

Note: It is desirable to calculate *system level failure rate by detail operational records.
The failure rate (FR) of *system level, *compornent level and parts level should be reviewed
for consistency by using FTA or some other engineering tools to verify that reasonable
engineering judgement was applied in the correction factors.

S~

* total
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DEVELOPMENT OF FREEDOM/CREDO
DATABASE FOR LMFBR PSA

R. NAKAI, K. SETOGUCHI, H. YASUDA

Power Reactor and Nuclear Fuel
Development Corporation,

Tokyo, Japan

H.E. KNEE

Oak Ridge National Laboratory,
Oak Ridge, Tennessee,

United States of America

Abstract

A probabilistic safety assessment (PSA) is being
performed for the liquid-metal cooled fast breeder reactor
(LMFBR), MONJU, which is currently in the construction
phase. FBR Reliability Evaluation Database for Operation
and Maintenance (FREEDOM) has been developed at the Power
Reactor and Nuclear Fuel Development Corporation (PNC) for
the collection, storage, maintenance, and evaluation of the
data to support the MONJU PSA. The FREEDOM system includes
the data contents and structure of the Centralized
Reliability Data Organization (CREDO). The CREDO system was
initially developed in the United States at 0Oak Ridge
National Laboratory (ORNL), and is Jjointly sponsored by the
U.S. Department of Energy (DOE) and PNC of Japan. Data has
been collected from the experimental fast reactor, JOYO, the
Fast Flux Test Facility (FFTF), and the Experimental Breeder
Reactor-II (EBR-II). In addition, data has also been
collected at several important test facilities in the U.S.
and Japan.

The utilization of the CREDO database has recently been
initiated for the MONJU PSA. This paper describes the
structure of the database and the approach of CREDO
application to the ILMFBR PSA. For better use of reliability
data, the effects of component boundary, component failure
modes and failure severity were investigated. A failure
trend analysis was performed to examine the applicability of
these data to the MONJU PSA. The accumulation of
operational experience in LMFBRs and a detailed
investigation of the existing reliability, availability, and
maintainability (RAM) data would contribute to the reduction
of the uncertainty of PSA.

INTRODUCTION

A PSA is being performed for the Japanese prototype
IMFBR, MONJU, which is currently in the construction stage.
A PSA requires an extensive database in component RAM data
as well as initiating event frequency data. Available
IMFBR-specific component reliability databases were
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relatively 1limited compared to those of the 1light-water
reactor (LWR) industry. In support of the MONJU Psa,
FREEDOM was developed at PNC for the collection, storage,
maintenance and evaluation of the data. The FREEDOM system
was originally developed for the purpose of the improvement
in operation and maintenance of the experimental fast
reactor, JOYO.

Furthermore, in order to perform more realistic
reliability analysis, which includes the minimization of the
parameter uncertainty and the exclusion of conservativeness,
expansion of operational experience in IMFBRs was necessary.
PNC therefore participated with DOE in the further
development of CREDO. The purpose of the CREDO system is
the collection, evaluation, and analysis of data associated
with the operational experience of advanced reactor
components. The CREDO system produces not only RAM measures
of performance, such as the failure rate and the mean-time-
to-repair, but <can also produce enhanced statistical
analysis outputs and customized analyses.

DATABASE DEVELOPMENT

The primary database, FREEDOM, has been under
development at PNC since 1985. Two major purposes of
FREEDOM are to provide input to CREDO and to compile
information on operation and maintenance improvement for
existing PNC facilities. The FREEDOM system has the
following functions:

(1) Data storage

(2) Verification of input data

(3) Compilation of CREDO input

(4) Formatted output of stored data for reporting
(5) Primitive retrieval

Data has been collected from JOYO, 50 MW Steam
Generator Test Facility, Sodium Exposure Test Loop, Control
Rod Drive Mechanism Loop, and Sodium Flow Test Loop (now
decommissioned) at O-arai Engineering Center (OEC) of PNC.
A list of components collected is shown in Table 1. Three
types of data are collected: (a) event data, (b) engineering
data [component descriptions], and (c) operating data [hours
of reactor or test loop operation per reactor mode]. All
relevant events related to the reliability evalyation were
extracted from operators’ log books. One of the most time
consuming aspects of developing a comprehensive data system
such as FREEDOM/CREDO is the process of getting actual field
data into the computerized database mapagement system. The
data collection work for more than 10® components and past
operating experience took more than 300 man-months at PNC.
Statistical analysis of the failure data is currently being

performed.
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able (o) e
CREDO FREEDOM
1l Annunciator Modules
2 Batteries
3 Circuit Breakers and Interrupters
4 Cold Traps and Vapor Traps 1 Cold Traps
2 Vapor Traps
5 Contactors and Starters
6 Contrel Rod Drive Mechanisms 3 Control Rod Drive Mechanisns
7 Denmineralizers
8 Electrical Buses
9 Electrical Conductors
10 Electric and Electronic Connectors
11 Electric Heaters 4 Heaters
12 Electromagnetic Pumps 5 Electromagnetic Pumps
13 Filters/Strainers 6 Filters
14 Fuses
15 Gas dryers
16 Gas movers 7 Blowers
8 Vacuur Pumps
17 Generators
18 Heat Exchangers 9 Intermediate Heat Exchangers
10 Dump Heat Exchangers
19 Indicators
20 Instrument Controllers
21 Internal Combustien Engines
22 Liquid Rheostat
23 logic Gates 11 Logic Circuits
24 Mechanical Control Devices 12 Drive Unit for Vanes
25 Mechanical Pumps 13 Mechanical Pumps
26 Motors 14 Motors
27 Nonnuclear Sensors 15 Process Instrumentations
16 Leak Detectors for Sodium
17 Load Cell for Cotrol Rods
28 Nuclear Detectors is Nuclear Detectors
29 Penetrations
30 Pipe and Fittings 19 Pipe
31 Plugging Meters 20 Plugging Meters
32 Power Supplies
33 Pressure Vessels and Tanks 21 Tanks
34 Reactor Control Rods
3s Recombiners
36 Recorders
37 Relays
38 Rupture Devices
39 Signal Modifiers
40 Signal Transmitters
22 Preamplifiers and Nuclear Inst.
23 Monitors for Nuclear Inst.
41 Support and Shock Devices 24 Pipe Supporters
42 Switches
43 Transformers
44 Turbines
A4S  Valves 25 Valves
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The structure of the FREEDOM/CREDO system is shown in
Figure 1. The CREDO system is a mutual data-sharing and
cost-sharing database between the U.S. DOE and PNC of Japan.

Language Japanese ] English
Place OEC (1969-) | ORNL (1964-)

l Facility l JOYO,SGTF
SFTL,CRDL

FFTF.EBR-E |
HEDL,GE,WH

Centralized
Reliability
Data
QCrganization

FBR Rehability
Evaluation DB
for Operation &
Maintenance

RP Retrieval Processor CONV Terminology and Umit Converston Processor
CREST CREDO Statistical Plotting Package UCONV Unit Conversion Processor

Figure 1 LMFBR COMPONENT RELIABILITY DATABASE
AND DATABASE MANAGEMENT SYSTEM

The CREDO system is currently operational at both PNC/OEC
and ORNL. The CREDO system is a component-based system and
collects data on components that are liquid-metal-specific,
associated directly with a 1liquid-metal environment,
contained in systems which interface with 1liquid-metal
environments, and are important critical safety-related
components. Data sources in the U.S. are the FFTF and EBR-
II, and several important test facilities. The data sources
are shown in Table 2. The CREDO system contains information
on a population of more than 21,000 components and
approximately 1,500 event records. The total component
operating time is approaching 2.2 billion hours.

The objectives of the CREDO system are categorized into
three parts: (a) the collection of engineering, operational,
and failure event data from liquid-metal, nuclear-related
facilities, (b) the organization and structuring of the data
into an efficient database management system, and (c¢) the
dissemination of the data and information in the form of RAM
analyses to various DOE and PNC users.

CREDO’s database management system (DBMS) was designed
to catalog and store data in three types of files -
engineering, event, operating. The engineering data file
contains a unique description of each component as reported
by each site. The event data file contains detailed data
concerning any CREDO-reportable event that occurs to
components being tracked by the CREDO system. The operating
data file consists of a set of chronological reports that
give the accumulated operating history of a reporting unit.
The event data include a description of the event, the
method of detection, the failure mode, the failure cause,
corrective action, etc. An engineering data supplement is
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Table 2 CREDO Data Sources

Liquid Metal Reactors
Fast Flux Test Facility (FFTF)
Experimental Breeder Reactor-II (EBR-II)

Experimental Fast Reactor JOYO

Test Loop Sites
Energy Technology Engineering Center (ETEC)

Westinghouse Advanced Energy Systems Division
(WAESD)

General Electric Advanced Reactor Systems
Department (GE/ARSD)

Hanford Engineering Development Laboratory
(HEDL)

O-arai Engineering Center (OEC/Japan)
50-MW Steam Generator Test Facility
Sodium Exposure Test Loop

Control Rod Drive Mechanism Loop
Sodium Flow Test Loop -

Other Data Sites

FERMI-I
Hallam Nuclear Facility

Sodium Reactor Experiment (SRE)

used in conjunction with the engineering data file to
collect such information as: (1) a description of the
component in terms of its engineering parameters, (2)
materials data for critical parts of the component, and (3)
design and operating parameters for the component. This
information enable a detailed analysis concerning the design
specification.

CREDO’s standard statistical output is composed of two
separate analyses. The primary metric generated is failure
rate. It is calculated by taking the ratio of the total
number of failures for a specified population, to the total
number of operating hours for the same population. This
definition inherently assumes that the failure population is
exponentially distributed. Another item of interest is a
listing of the separate failure modes. This 1listing
provides the number that failed, the percentage of failures
per mode, and a 5% and 95% confidence interval around the
failure rate mean. In addition to failure data, repair data
is also provided in the form of mean-time-to-repair based on
a log-normal distribution.

159



One of the most important aspects of the reliability
database is quality assurance of the data entered. The data
gathered must provide a consistent picture of the operation
of components and systems being addressed. In order for
CREDO to provide multi-site data, it 1is obvious that an
underlying consistency and uniformity in both nomenclature
and component definition is essential. The CHECKER program
is used for the systematic checking such as verification for
spelling of keywords and the range of numerical value. This
program flags any missing or incorrect data. A data
screener re-checks in addition to the computerized checking.
This is necessary because much of the supportive information
concerning the description of a component and its history of
operation are reflected in the narratives included in all
three types of data collected. Such 1logical checking
requires the attention of a specialist employing good
engineering judgement.

DATABASE APPLICATION

The systems model of the MONJU plant has been
constructed based on a large fault tree-small event trei
method. The system fault trees which involve more than 10
fault events, were reviewed to obtain a list of components
and failure modes. The resulting list was categorized and
used to request reliability data. The reliability data for
IMFBR-specific components are extracted from the
FREEDOM/CREDO system. In addition, extensive data gathering
and processing of generic components such as electrical
components and water/steam components have been performed

from other existing databases. The collected data is
compiled to quantify the failure events included in the
systems model. For multiple data sources, the geometric

averaging technique has been applied.

In the FREEDOM/CREDO database application to the MONJU
PSA, the following treatment is utilized: the fault tree
model is developed to the detail of that used in the
database. Consistency of the component boundary is
essential to avoid overlap or omission. Therefore, in some
cases, the fault tree was adjusted to conform to the
developed database. This kind of feedback is necessary for
better use of reliability data. The CREDO staff has ensured
consistency in the reporting of data by defining a set of 45
generic components since the definition of the term
"component" may vary from site to site.

Also, the definition of failure is an important aspect.
A failure is sometimes caused outside of the component
boundary and defined as secondary failure. A secondary
failure is often caused by a loss of driver power, flow
control valve abnormality due to variation in the media
pressure, etc. A primary/secondary failure flag is attached
in the database. This information is useful for searching
cascade types of dependent failures.
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The component failure/success criterion in a fault tree
analysis depends on the failure mode and failure severity.
The failure modes are defined by 35 types of keywords in the
CREDO systemn. Since there might exist some inconsistency
between the failure event modeled in a fault tree and the
keyword in the system, careful examination of both are
required. Effective matching and categorization are
performed based on keyword definitions and sometimes
involves reading the narratives of event data. The failure
severity information are classified into three conditions:
complete, partial, and incipient. Such a categorization
allows the user to apply the most appropriate
failure/success criteria.

Failure trend analysis has been performed in order to
examine the applicability of the database to the MONJU
plant. The environmental effects and engineering parameter
effects are of primary interest. The effects of environment
on the failure rate have been examined for three types of
valves: manual, motor-operated, and pneumatic valve. The
medium processed was chosen as a primary concern of the
environmental effect because wutilization of sodium is
specific to IMFBRs. The comparison of failure rates is
shown in Figure 2. The bar represents 5% value, mean, and
95% value from the left to the right. The 5% and 95% values
are obtained by the chi-square estimation. The bar length
represents uncertainty range which 1is controlled by the
failure population. It is observed that the failure rates
are different between sodium valves and gas valves. It is
considered that this evidence is due to the difference of
the design specification and operational environments.
Another observation is the difference of the failure rate of
valves with different actuator types. This difference in
failure rate due to the actuator type is more distinct. The
pneumatic valve is less reliable than the manual valve by an
order of magnitude. The motor-operated valve 1is less
reliable than manual valve by a factor of two or three. It
is recognized that the difference is due to the failure
causes in the actuator parts. It is judged that these two

Medium | Actuator 5% Mean 95%

Sodium | Pneumatic

Gas Pneumatic
Sodium | Motor
Gas Motor

Sodium | Manual

Gas Manual

107 1078 107°
Failure Rate (i/hr)

Figure 2 COMPARISON OF FAILURE RATES
FOR THE VARIOUS TYPES OF VALVES
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effects are independent. Therefore the appropriate
component failure rates are used in the reliability
evaluation.

The effect of design temperature on the failure rate of
the motor-operated sodium valve has been examined. The
results are shown in Figure 3. Almost all of the failure
rates reside within a small range. A slight trend is
indicated that higher temperature valves accompany a higher
failure rate. This is particularly for the wvalves whose
design temperature is above 650°C. They tend to have a
failure rate which is an order of magnitude higher than
those designed for lower temperature operations. Since the
maximum design temperature of sodium valves for the MONJU
plant is less than 650°C, these data can be excluded.

Design Temperature (°C) 5% Mean 95%

650~700

590~650

540~590

480~540

~480

i L 1
1077 1078 1075 1074 1073
Failure Rate (i/hr)

Figure 3 COMPARISON OF MOTOR OPERATED SODIUM
VALVE FAILURE RATES FOR THE VARIOUS
DESIGN TEMPERATURE

The effect of valve size on the faijilure rate has also
been examined. It is observed that only a small failure
rate trend exists for valve size. Therefore all the data
can be applied to the MONJU valves.

With respect to data sources, no apparent trend was
found. Because a data population size of a specific
component and its distribution vary from site to site, it is
difficult to separate such an effect. At this stage, the
whole data sources are included to obtain the reliability
data.

In the course of the MONJU PSA, some importance
measures are evaluated to interpret the results. The
uncertainty and sensitivity analyses show that the human
error factors and dependent events have a significant effect
on the results and have a relatively large uncertainty
because of a relatively small population of data. The key
components contributing to the total core damage frequency
are also identified. Hence, these components should be
given higher priority in data collection work. Collection
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of human error event data 1is initiated in the FREEDOM
database based on the human error check sheet. Though
explicit common cause failures were not identified in the
database, the efforts on the search will be performed for
the potential common mode failures.

Because of a relatively sparse data population, the use
of generic data, and the inclusion of expert 3judgement,
there exists a relatively large conservatism and uncertainty
in the analyses performed. The utilization of the specific
component failure rate enables one to reduce the error
factor of the results,. The FREEDOM/CREDO database allows
for a detailed description of components and associated
failure definitions It is Jjudged that the parameter
uncertainty has been reduced by the application of the
FREEDOM/CREDO database. The failure rate of a sparse
component is controlled by its operational experience. The
accumulation of the operational experience is expected to
refine the component failure rates in the FREEDOM/CREDO
system.

CONCLUSIONS

The FREEDOM database has been developed for the purpose
of IMFBR PSA and improvement of operation and maintenance in
existing facilities. The internationalization of the
database has been achieved by participation in the CREDO
program operated by ORNL and now jointly sponsored by the
U.S. DOE and Japan’s PNC.

Throughout the application of the CREDO system to the
MONJU plant, it is essential to assure the quality of the
database, to keep consistency of data definition, and to
investigate the failure trends. The detailed information
included in the FREEDOM/CREDO system allows the user to
analyze such multiple effects on reliability data. The
accumulation of operational experience for IMFBRs and a
detailed investigation of the reliability database aids in
reducing the uncertainty in PSAs.
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RELIABILITY DATA SOURCES IN THE
PAKS NUCLEAR POWER PLANT

E. HOLLO
Institute for Electrical Power Research,
Budapest

J. TOTH
Paks Nuclear Power Plant,
Paks

Hungary
Abstract

In the Paks Nuclear Power Plant with four unit in operati-
on there is a 10 reactor years operational experience. This
fact makes possible +to use the results of the operational

experience for probabilistic safety evaluations.

For safety evaluations up to now we used datas given by the
supplier - what was a limited source -, and datas obtained

from different existing data banks in the world.

In the near future for safety performances we would like to
use plant specific datas, gained from the Paks Nuclear Power

Plant.

This paper describes the existing data sources in the Paks
Nuclear Power Plant, which contains information and statis-
tical datas, necessary for safety evaluations. These sources
are

Incident investigation report

Safety related event report

Report of events with reduction of plant power

Component failure data system (for a limited nunber of

components).

Our future task is to define how to extract the necessary
information and datas from the different reports and to ex-
tend the component failue data system for all the main equ-

ipment of the plant.
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Introduction

In Hungary activities in probabilistic safety assessment
of nuclear power plant started approx. 4 years ago. As
part of the level I PSA of Paks NPP several case studies
have been performed. Parallely with performing level I PSA
dif ferent particular system reliability problems have been
analysed during the last two years, such as optimal test
interval of the safety systems, possibility of maintenan-
ce of the condenser cooling pumps during operation of the
plant. There are some other problems which have to be sol-
ved in the near future by means of reliability analysis.
The safety of our plants was aproached in a deterministic
way. In our operational manuals there are several techni-
cal specifications and limiting conditions of operation
which are, we <consider, very pessimistic. Some of these
techspecs and LCOs might be overviewed using PSA tech-
nics.

For the above mentioned reliability and safety evaluations
up to now we have mainly used reliability data taken from
publications.

Since the start up of +the first unit of the Paks PP
(28.dec.1982) 10 reactor years operational experience have
been gained .(Now there are four units in operation.)This
could have been sufficient to feed back the operational
experience and as a form of feed back, to use plant speci-
fic data for PSA. Unfortunately not a total reliability
data collection was initiated immediately after the start
up of the plant.

Especially many problems we had concerning the reliability
data of the components.

In this paper we briefly describe those data sources which
contain information necessary for PSA calculations and our
future tasks in the field of data collection and evaluati-

on of reliability data sources.



2. Existing Data Sources

At the present time in the Paks Nuclear Power Plant there
are several incident and malfunction recording systems.
These report systems were established to provide
information for the operational organizations. At the time
of the formation of the requirements for the form and
contents of these reports the PSA was not in general use in
Hungary. Therefore such points of view which could
guarantee the usability for PSA, could not have been taken
into consideration. Nevertheless these reports contain a
lot of wuseful information for safety evaluations. Just
the proper way should be found, how to extract and evaluate

the information from the incident reports.

As far as the component failure reporting system is
concerned, the situation is worse. The component (or
equipment) failure recording system, established at the
Paks Nuclear Power Plant after the start up of the first
units was, one could say '"too simple" and inhomogenous. All
the different maintenance organizations (mechanical, I& C,
electrical) recorded failure information in different way
concerning both the form and +the content. The basic
information for the calculation of reliability parameters
of the components were not recorded or were recorded in an
insufficient way. For this reason a fairly new system must
be established, +to get full failure statistics of the
components. The concepts of such a reliability data system
were described by the authors of this paper about two years
ago/Y/ Unfortunately during the last two years the develop-
ment of the above mentioned system has not gone in a way
and at a rate as we had planned it. This fact has first of

all reasons concerning organization and interest.

The different kind of information originates within diffe-
rent (most of the information at maintenance) organizati-
ons. It is very difficult to force and teach maintenance
people to <collect and record information which to their

opinion is mostly unnecessary. The more
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1.

organizations are envolved in the data recording, the 1less

the accuracy of the recorded data is.

For these reason in January of 1988 we started a limited
scope data recording system for a limited number of compo-
nents ( so called stand by safety systems), which may be
operated entirely by only one organization which is inte-

rested in the accuracy of the collected data.

Now we would like to describe very briefly those types of
reports which in some way could be used as reliability data
sources, including the new limited scope component failure

recording system.

Incident investigation report

Safety related event report

Incident investigation must take place in case, when an
occurence 1s classified by the electrical network dis-
patcher as an '"incident" ( 1loss of power-production

event ).

The requirements to the content of the report is descri-
bed in Appendix A. The "incident" classification is not
defined by the fact, whether the nuclear safety of the

plant is concerned or not.

It is defined by the consequences from the operational
point of view of the electrical network.

Therefore for those cases when the occurence is not
classified as an incident by the network dispatcher, but
the nuclear safety is concerned, a so called safety
related event investigation must take place and a report

must be written.

The content requirements of the report is described in

Appendix B.



2.

As we can see both kinds of reports contain practically
the same information. In both reports there may be found
the description of the initial state, a detailed
description of +the event sequences, evaluations of the
event, description of the operator actions, human respon-

sibility and the necessary measures to be undertaken.
Load reduction report

The 1load reduction report system actually is the first
form of the equipment failure reporting system. But un
fortunatelly this system is expanded aonly for those
equipments whose failure causes load reduction. Therefore
good statistics may be obtained only for those component,
any failure of which causes lcad reduction. As far as
this recording system - like the incident reporting sys-
tem - have existed since the start up of the first unit
of the plant, they are suitable for evaluation of the

probability of some initiating events.

But for calculation of component reliability parameters
the data collected in +this system are still not
adequate.

Failure report

As it was mentioned earlier, in Jan. 1988. a new failure
report system was started for a limited number of systems
and components, with limited possibilities. For basis of
this systems serves the periodical test of the safety
systems and, some automations and protections.

The safety systems and +the main automations and
protections are tested once during six weeks according
to a schedule for a whole year. After each ctest performed
a test report has to be written (see Appendix D), wich
practically serves as an official document. Report must
be written in those cases as well, when the test is not a
periodical but a special one, for example after the repa-

ir of a main component of the safety system.
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Special test must be perfomed for two operable safety
systems in the case, when one of the three systems is
inoperable during a period of time not exceeding 24 ho-

urs, too.

In case, when during the test any equipment fails, a
failure report form has +to be filled in (see Appendix
E). By me ans of +this data recording system the
reliability of +those components may be evaluated which
are characterised by failure per demand. Systematic
documentation of the performed tests and detected
failures will assure the accurate number of failures and

demands for all components.

Use of Generic and Plant Specific Data

As was indicated in preceeding chapters for safety
evaluations up to now data obtained from different existing
data banks and generic data files have been used. Plant
specific data given by tbe supplier or extracted from plant

operational statistics were used 1in few specific cases.

For compilation and automatised retrieval of generic data
a computerized data base is being set up Z . Presently the
data Dbase involves INITIATING EVENT AND COMPONENT FAILURE
DATA files.

INITIATING BEVENT cathegories are: LOCA and TRANSIENT ones.
COMPONENT FAILURES are grouped on

- types, as TECHNOLOGICAL, ELECTRICAL, and C/I failures,

- modes, as STAND-BY and OPERATIONAL ones.

For combination of data from different sources simple

avarage rule using weighting factors is used. Files listed

presently contain information publisbed in following
reports:

WASH-1400 Reactor Safety Study , 1975

GRS German Risk Study , 1979

NUREG~-2815 PSA Procedures Guide , 1985

NUREG-2728 IREP Procedures Guide , 1983



NUREG-3862 Transient IE Frequences , 1985

EPRI-801 ATWS Frequencies , 1978

ANO-1 ARKANSAS IREP Study , 1982

RKS 85-25 Reliability Data Book , 1985

NKA SAK-1 PRA Uses and Techniques , 1985
(A Nordic Perspective)

EUR 10696 CEC Benchmark Exercise , 1986

For illustration of compiled generic file structures a

sample case sub-file 1is given in Appendix F.

Plant specific operational and failure data have limitedly been

used in the following areas:

- to define mean time between failures and average repair
times, e.g. for condenser cooling pumps within their
maintenance policy study,

- to formulate auxiliary assumption in numerical data form
for given calculation, e.g. for FRANTIC code to define q.
unavailability of test override capability within safety
system test period optimization study,

— to screen causes of plant outages and load reductions, to
estimate distribution of failures within different

failure modes and systems,

- to verify a - priori assumed event sequences through
operational tests or real cases , e.g. to make clear
mission times within reduction of feedwater event

sequence study,
-~ to establish realistic success criteria for redundant
safety system trains, e.g. within small and large LOCA

event sequence studies.

It 1is emphasized that plant specific data from Paks NPP
were used in above listed cases only in a rather limited
scoppe for PSA purposes, and in the future a more systema-
tic data acquisition, processing and retrieval system is

necessary.
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L, Conclusion

Data contained in different plant reports described in
Chapter 4. involve a lot of information which are necessary
and/or useful for PSA purposes. These types of data

potentially available can be summarized as follows.

Type of Report Involved Data
Available for PSA
1. Incident Investigation Remnort, a/ Initiating Event
Safety Related Event Revort — identification
- frequency
Limitation: Only for b/ Event Sequence
- network operation or — identification
~ gsafety related sequences ~ time scaling

¢/ Human Errors and

Recovery Action

2. Load Reduction Report a/ Initating Event
Limitation: Only for component (see 1.a.)
failures wbich result load b/ Component Failure
reduction Paramerters

- failure rate,
outage time

- failure mode
(Limited)

¢/ Personnel Action

3. Test Report,

Failure Report a/ Component PFailure
Parameters
Limitation: Only for tested - failure per demand
safety systems and probability
components - failure mode and
cause
— failure

identification mode
b/ Component Repair Rate




Considering data listed above +two main conclusions can be

drawn:

Y

X

Operational experience recorded in differnt plant reports
during the past 10 reactor years involve more informati-
on useful for PSA purposes then what was used up to now.
The main reason for limited application is the huge man-
power required to manually retrieve information from

existing data sheet documents.

There is a need for computerized storage, processing, and
retrieval of data contained in the reports described in
present paper, as well as for extension of scope of
compiled data useable for reliability and probabilistic
safety assessments. For +this ©purpose a computerized
reliability data base software 1is under development
within VEIX and PAKS HNPP cooperation. This work is
partly supported by the IAEA through a research contract,
(see Ref.X.)
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Appendix A

Incident investigation revort form

Identifcation number:
Unit number (s)

Title of the incident

— reactor protection I. IT. IIT.

- turbine protection
- electrical protection

other:

l

Beginning of the incident:
End of the incident:
Duration of localization
Duration of restoring

Loss of electr. production: ...... MWh
Loss of heat production D oie e GdJd
Power deviation from the plan
AVETAZE ' cv o MW
max. Ui e.. MW

Classification of the incident

Discription of the incident

7.1. Initial state (deviation from the normal state)

7.2. Way of detection
7.3. Discription of the event (detailed)

Evaluation of the incident

8.1. Cause of the incident

8.2. Actuation of the controllers, automations,
protections, alarms

8.3. Evaluation of the operator actions

IV,



9. Equipment failure

10. Method of the equipment repair

11. Personnel responsibility

12. Measures to be taken

13. Necessary special expert investigation to be taken
14, Other comments

15, Investigation is finished (date)

16. Investigation commission (names, signatures)

17. Appendices

Appendix B

Safety related event report

Ident. number:

1. Unit
2. Title:

3. Beginning of the event
End of the event

4, Initial state (thermal power, electrical power, core
average temperature increase, boron concentration,

control rod position ...)
5. Description of the event (detailed)

6. BEvaluation of the event
Cause of the event

Actuation of alarms, controllers, automations, protections

Operator action
Measures to be taken

. Investigation commission: (names, signatures)

o W 0

. Apendices
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Appendix C

NPP PAKS Ioad reduction Unit
report
Event title:
Protection: Signal:

Beginning of the event:

yT. month day hr, nin,

End of the event : yr. nonth day  hr, min,
Duration : hr, nin,
Reduction max: MW Rver, : MW| Loss of productig
o 1, Incident » 1, Primexry side
w2, Melfunction i/ 2. Secondary side
@ 3, Operative maintenance ° 3. ¢ I
i~ 4, Planned preventive maint, |m 4, Electrical
H 5. Other 5., Auxiliary
w 6., Network demand 6, Chemistry
g 70 7‘
~ 8, 8,
9, 9, Other
O, No classified 0, Ho field concexned
Py 1, Design 1 C
3 2, Vanufacturing mounting 2 sa
o 3. Failure of equipment g 3, Turbine, overheater
© 4, Quality of documentation |§ 4. MIV
Z’ Eum:n errox B. 5. HP preheater
7 ﬁ:sair failure 3e 6. Diesel generator
8. O’cl% o8 1. 6 XV equipment
g Unkﬁzwn g 8. Generator, exiter
’ 9, Transformexr
0. Network demand Eg 0, No equipment concexrned

Equipment actuation:

Personnel activity:

Restoraticon of the initial state:

Comments, proposgals:

Filled in by;

Checked by:
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Appendix D

Unit :

Interlock.

Protection:
TEST REPORT

PERIODICAL — SPECTIAL: CauSEiu eeeeeeeeeseonteseees
Interloclk.
Protection:. et eeeneenens
Ident:. it it i i ittt
1. Date of test : ........ VT4 vve e month. ..... day

2. Failure found during

Maintenance before test Measure undertzken
3. Failure found during test Measure undertaken

4. Qualification of test results:

5. HNecessary further measures:

6. Initial state restored:
Techn. Dep:.veeeee C T:io i, ceee e BElectr:. viveniaenns

Signatures
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Component:

Date of failure :
Beginning of repair :
End of repair :
Start of operation :

Failure mode:

Active:

Passive:

178

Fails to
Fails to
Spurious
Spurious
Fails to
Fails to
Spurious
Spurious

O I ORI

Leakage
Rupture

* ¥ X X

Appendix E

FAILURE R E

start
stop
start
stop
open
close
openning
closing

Deformation
Plugzing

Failure detection:

* Test

h

* Sound/light

alarm

Abnormal state

indication
* Routine chec

king

Me asures undertaken

Total change

* X K N X X

Other

Change of part
Repair of part

Desing modification
Temporary repair

yr.
yr.
yr.
yr.

Preventive maintenance

PORT
Ident. code:
month day nr.
month day hr.
month day hr.
month day hr.
Cause of failure:
* ¢ I
* Electrical
¥ Mechanical
* Desing
* Manufacturing
*  Mounting
* OQOperation
* Repair
< Test
¥ Metallurgiczal
*  Unknown
¥  QOther
Conseqguence:
* Loss of system
function
+ Loss of subsystem
function

X

component

* K K ¥ X ¥

Load reduction

Loss of production
Generator switch off
Reactor shut down
No consequences
Other

Date:

Failure of other

Signature:

min.
min.
min.
min.

MW



Appendix F

COMPONENT STAND-B8Y FAILURZ DATA

Component Type: TECHNOLOGICAL COMPOMENTS

EF MTTR Source
1. Pumps
1.1. Motor-driven
1.1.1. Fallure to start 3 3.2602-03 14
3 J.90E-@3 10 NUREG-2728
2 1.9CE-05 NUREG-2815
2 4.QQ0E-B5 NKA SAK-1
3 3.2eE-93 5 EUR 10696
3 1.20E-83 3 WASH-1400
1.2, Turbine-driven
1.2.1. Failure to start 3 3.QQE-922 1@
3 3.9CE-@2 10 NUREG-2728
2 1.00E-Q4 NUREG-2815
J 1.20E-02 3 EUR 12696
1.3. Diesel-driven
1.3.1 Failure to start 3 1.90E-03 3
3 1.0QE-03 3 NUREG-2728
2 1.00E-Q86 NUREG-2815
1.4. Centrifugal, hor/vert,75-250kg/s,.@.3-0.9M4Pa
1.4.1. Fallure to start 3 J.9QE-03
3 3.90E-93 RKS 85-25
1.5, Centrifugal,hor/vert, 30kg/s,2.2-6.THPa
1.5.1. Failure to start 3 1.4PE-Q3
3 1.40E-23 RKS 85-25
1.6. Centrifugal,hor/vert, 120-24@kg/s,1.2-1.8MPa
1.6.1. Fallure to start 3 5.10E-03
3 6,10E-Q3 RKS 85-25
INITIATING EVENT ANNUAL FREQUENCY
IE Type LOCA INITIATORS
Mo IE Definition Mean EF Source
1. LOSS OF RCS FLOW
1.1, Loss of RCS Flow in 1 Loop 1 4.4QE-01 4
4.40E-21 4 NUREG-2815
3.90E-021 EPRI-801
1.2, Loas of RCS Flow in All Loops 14 2.80E-02 4
2.80E-82 4 NUREG-2815
2.@0E-02 EPRI-B80@1
2, LEAKAGE IN PRIMARY SYSTEM
2.1. Leakage from Control Rods 4 2.30E-02 4
2.30E-02 4 NUREG-2815
3.00E-02 EPR1-801
2.2 Leskage in Primary Circuit(no size) 5 1.1QE-01 A
1.10E-01 4 NUREG-2915
9.2QE-02 EPRI-801
2.3. Large Leak in Primary Circuit 1.00E-Q4
2.T0E-04 GRS
0.5 - 2 inch 1.00E-04 WASH-14000
18 - 13.5 inch 1.23E-035 ANQ-1
greater than 13 5 1nch 7. 508-a5 ANG-3
2.4. Medium Legak in Primary Circuit 3.0E-04
8. QIE-O4 GRS
2 -6 1inch SLCUE-04 WASH- ; 40
4 - 10 anch 1.G0E-Q4 ANO-1Y
2.5, Small Léak fn Primary Carcuirt 1.00E-Q3
2. T0E-0) GRS
o5 -2 inch 1.0 -an WASH- 4144
.38 - 1 2 inch 2 XE-02 ANC-]
1 2 -1 66 tnch 3 10E-04 AN - |
1.66 - 4 inch 3 LOF-8 AN+
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RELIABILITY DATA ACQUISITION IN
CEGB NUCLEAR POWER STATIONS

C. WELLS
Central Electricity Generating Board,
London, United Kingdom

Abstract

The Central Electricity Generating Board (CEGB) has two computerized
databases currently in use for obtaining reliability data; the scope of one
of these is about to be substantially increased. The Plant
Reliability/Availability (PR/A) system logs predominantly availability data,
in a very comprehensive manner, for all conventional and nuclear power
stations (approx. 50) within CEGB. Some reliability data is logged, but it is
of little relevance to Probabilistic Safety Assessments (PSA). The other
database is the Nuclear Plant Event Reporting System (NUPER) which records
safety related events, but only those at the important end of the significance
spectrum. The former is entirely quantitative, whilst the latter is mainly
text.

Starting in January 1988, detailed reliability data on all nuclear
safety related plants will be logged by the first of these systems. To begin
with this will be on only one power station, but it is intended that it will
be extended to all concrete pressure vessel stations (12 nuclear units) by the
end of the year.

A unique safety system list is needed for each station, as these are
all substantially different from each other due to design evolution. Each
list is ordered according to importance, with the intention of beginning the
data collection only for the top items but gradually extending downwards.
Each list contains approximately fifty items, each of which is made up of an
indeterminate but large number of components. It is intended that the
reliability information be collected at the "item” level, albeit with the
component intitating each fault identified. This is done to contain the
magnitude of the task to one that is practicable.

All faults occurring during operation or discovered by surveillance
activities are to be logged. Additionally, all unavailability due to
maintenance and testing will be recorded. These activities depend strongly on
the enthusiasm of the station personnel; namely the operations and the
maintenance engineers. A specially designed reporting form is being produced
for these two groups, to be filled in by the respective supervisors at the end
of every shift. This will be obligatory, but even so it is anticipated that
some of the information will be incomplete. 1In order to encourage the better
reporting of failures, and to obtain any missing data retrospectively, a new
appointment will be made at each station. This "Information and Feedback
Engineer” will have no responsibilities other than the handling of safety
related information.

1t is intended that the fault and availability information will be used
in the production of safety system indicators, in the first instance, but
ultimately in PSA's for each of the stations.
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SOME PROBLEMS WITH COLLECTION, ANALYSIS
AND USE OF RELIABILITY DATA

J. KUBIE
Central Electricity Generating Board,
London, United Kingdom

Abstract

Typical problems with the collection, analysis and use of reliability
data are discussed.

1t is argued that the collection of reliability data has to he
selective, and that insufficient attention to this selectiveness is
responsible for the majority of problems with the collection of data. The
collection of reliability data must be carefully planned and undertaken by
dedicated, well-trained and well-motivated staff.

The reliability data must be analyzed, tested and used as carefully and
cautiously, and under the same discipline, as other engineering parameters.

1. INTRODUCTION

In this paper I will highlight some of the common problems
associated with the collection, analysis and use of reliability
data. This is not a comprehensive survey; rather this is a
selection of the various problems I have encountered during my work
in safety assessment.

Reliability data are generally required for three different, but
related purposes:

(i) to learn from the past, i.e. to ensure that past
problems are not repeated,

(1i) to choose at the present, i.e. to ensure that adequately
reliable components and systems are used, and

(iii) to forecast the future, i.e. to develop models of
component and system failures and to assess their
reliability and the risk they impose.

I believe that because of the different requirements there cannot be
a universal method for data collection, analysis and use, but only
an appropriate method, and this should be devised to deal with our
particular application or problem. Thus, for example, quantitative
reliability data may be appropriate in reliability and risk
assessment, but they are not particularly useful for design
development and product improvement. On the other hand, qualitative
data are suitable for design development and product improvement,
but useless in reliability and risk assessment.
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I will discuss the various problems under three different headings:
- problems due to collection of data,
- problems due to analysis and evaluation of data,
- problems due to retrieval and use of data.

COLLECTION OF DATA

It must be appreciated that we cannot collect all the data all the
time. Such an approach would not be practicable; it would place an
unbearable strain on the collection system. It is inevitable that
we will have to be selective, and it is the insufficient attention
to this selectiveness which is responsible for the majority of
problems with the collection of data. Since it is impracticable to
have an all-embracing, universal collection scheme, we have to
select - we have to decide on which aspects to concentrate: which
plant to collect the data from, which components and systems to
include, how to define failures, which non-failures to report, etc.
This selectiveness must not be ad-hoc or considered only as an
afterthought. It must be regarded of fundamental importance in
devising and designing adequate collection systems.

Thus, I do not believe that the objective of data collection 1s to
collect the maximum amount of information, but rather the objective
must be to collect the relevant information. Hence, we have to
decide at the beginning why we are collecting the data and for what
purpose. Obviously, computerisation enables more and more data to
be handled, but it should be appreciated that data collection is
much less ameanable to computerisation than, for example, data
analysis and retrieval.

Insufficient consideration of what to collect and why can lead to
the following problems with the collection of data:

(i) insufficient information collected,

(1i) incomsistent information collected, and

(111) unreliable information collected.

Insufficient information collected
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This follows practically always from a badly executed preliminary
analysis of the need for the data. Typical omissions, which may
make a particular data collection less than useful, are as follows:

- the underlying causes of the failures and the failure
mechanisms,

- the consequences of the failures,

- the operating and environmental conditions,

- the period over which the data have been collected and the
behaviour and history of the component or system in question.

The last aspect 1s of a special importance 1f, for example,
quantitative reliability data are required. It is not sufficient to
know how many times a particular component has failed, we also have
to know how many times it has not failed when called upon to
operate, etc. This is obvious, but unfortunately not always
appreciated or collected.



Inconsistent information collected

This, once again, usually follows from a less than thorough
preliminary analysis. Comprehensive, but inconsistent collections
may appear superficially adequate, but a more detailed analysis of
the data (which is invariably undertaken much later) then reveals
many hidden shortcomings. Unfortunately, it may then be too late to
amend the collection system.

Typical problems are as follows:

- inconsistent definition of components and systems (especially
in the definition of the boundary),

- inconsistent definition of component failures. For example,
what constitutes a failure - a pump not starting on the
start-signal or not starting within 30 seconds of initiation.

Problems can also arise if a particular collection system is based
on a physically incorrect model. The collection requirements may be
so strongly driven by the demands of this particular model, that if
the model is then shown inadequate the collected data may not be
appropriate for any other purpose. This is particularly true when
data are collected on rare events, such as dependent failures, etc.

Unreliable information collected

We have to know how reliable and error free is our particular
collection system. This can be the most difficult problem of data
collection. It can be partially dealt with by having an adequate
in-built QA scheme, but this in itself may not be sufficient. What
is of primary importance is to ensure that the data are collected
by dedicated, well trained and well motivated staff.

ANALYSIS AND EVALUATION OF DATA

The problems in this area can be conveniently discussed under the
following headings:

(i) insufficient understanding of the failure mechanisms,

(ii) insufficient distinction between the various sources of
data,

(iii) statistical shortcomings, and

(iv) bias in evaluation.

Insufficient understanding of the failure mechanisms

Many problems have been observed in this area. For example, in the
case of dependent failures the analysis may be particularly strongly
model-driven. The scarcity of the data may then make the
phenomenology of the failures appear more important than their
mechanism. This can then lead to problems when the model is
extrapolated to different situations.

Another example is the difference between time-dependent and
demand-dependent failures. If this difference is not appreciated
and understood, the incorrect assumption of time-dependency may
lead to unrealistic expectations of increased availability of
stand-by systems postulated by their more frequent testing.
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Insufficient distinction between various sources of data

There are many sources of reliability data and they all should be
considered. However, the limitations and the benefits of the
various data sources must be taken into account. The typical
sources of reliability data are :

- operational data,

- field trials,

- laboratory testing,

- generic published information,

- expert opinion.

All these sources can provide useful information, but only if used
correctly. It is generally accepted that operational data are most
appropriate. The advantage of field trials and laboratory testing
is that various parameters can be varied, but the limitation is that
important operational factors may be missed. This again shows that
field trials and laboratory testing must be carefully designed and
controlled.

The advantage of the generic published information is that the data
are usually conveniently available, and some of them may have been
endorsed by virtue of being used by reputable organisations.
However, the main disadvantage is that the primary sources of the
data are not always given and thus not open to scrutiny. Hence the
status of the generic published information may be uncertain, and
the use of the information for purposes different than those
initially envisaged may be inappropriate and possibly misleading.

The use of expert opinion can be contentious. First, some people
find the whole philosophy of the Bayesian approach flawed. However,
I do not think that this is the major problem. I believe that the
second aspect of this approach causes much greater difficulties -
the credibility and the expertise of the experts.

It can be dangerous to use either anonymous experts or well known
experts with expertise which is irrelevant to our problem. We must
always ensure that we know who the experts are, what are their
credentials and what are the bases for their opinion. We must not
forget that experts frequently over-estimate their knowledge and
that, because of their background and contacts, they may not be
giving independent advice. Expert opinion should be tested as any
other source of reliability data, and not accepted uncritically.

Statistical shortcomings

3.4.

One of the most common examples of this problem is the use of the
median of a distribution instead of the mean. Since for certain
distributions the numerical difference between the two can be
considerable, the confusion can lead to difficulties.

Bias in evaluation
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The whole process of data collection and analysis is rather
time-consuming. In order to save on time and effort we may be more
prepared to accept without further analysis those results which
appear reasonable, and only analyze further those results which do
not conform with our experience. Thus, we are quite ready to accept



without too many questions what we consider normal, without perhaps
appreciating that our assumption of normality may not be justified.

RETRIEVAL AND USE OF DATA

After collection and analysis the reliability data become available
for retrieval and use. Since the data are commonly used by groups
different from those responsible for collection and analysis, the
design of the appropriate retrieval system also deserves careful
considerations. It is not sufficient to give just the reliability
data; the range of validity, the operating conditions and the
limitation of the data must be given too.

It was suggested in Section 2 that the objective of the data
collection is to collect the relevant information (as opposed to the
maximum amount of information). However, the design of the
retrieval system must follow a different philosophy: all the
information collected must be available for retrieval. Hence,
computerization of the retrieval system is required.

If the collection system is designed to give detailed descriptions
of the causes and the mechanisms of component and system failures,
the data can be used purely qualitatively. Such data can be used
most effectively in design development. Thus, for example, we can
use the data to re-design a particular component or system to ensure
that particular failures are eliminated or at least made acceptable.
It must be stressed that to be suitable for this purpose the
database must be carefully designed. For example, it is not
sufficient to give numerical values of reliability; good qualitative
description of the failures must be also given.

As suggested in Section 1, the reliability data are mainly used
quantitatively - either in the design stage or the evaluation stage.
There are some important differences between the two applications,
but they are in many respects similar and inter-related.

The most important common problem is to decide which reliability
data should be used. Do we use the data from historical databases,
or do we take into account technological progress. There are good
arguments for both approaches.

For example, the use of the historical databases will indicate how
well we have used proven technology. This will give us a direct
comparison with other designs based on the same or similar
technological developments.

On the other hand technology has advanced and we do learn from our
past mistakes. Thus some improvement in availability and
reliability of various components and systems is to be expected.
It is then argued that designers should be made aware of this, so
that they are reminded to do better than in the past.

I believe that the latter approach is appropriate and legitimate and
should be used, provided that:

- there is evidence that over the years the reliability and
availability of components and systems have been improving,
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- this observed and documented improvement, rather than a
postulated (or a hoped for) improvement, is cautiously taken
into account,

- the targets for improved performance, reliability and
availability are challenging, but realistic.

It cannot be over-emphasized how important the above conditions are.
If they are not followed and if the targets for various improvements
become divorced from the reality, the credibility of the whole
approach is lost.

This implies that, once again, only appropriate reliability data
should be used. As in the collection and the evaluation of data,
the use of the reliability data must also be planned. Using the
data in isolation and in an ad-hoc manner wastes much of the
considerable effort put in their collection and evaluation and can
lead to distorted and uneconomic designs.

CONCLUSIONS
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The collection of reliability data must be carefully planned and
undertaken by dedicated, well-trained and well-motivated staff.

The reliability data must be analyzed, tested and used as carefully

and cautiously, and under the same disciline, as other engineering
parameters.
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PACS PROGRAMME — PROJECT FOR ANALYSIS OF
COMPONENTS AND SYSTEMS OF NUCLEAR PLANTS

S. CURCURUTO, G. GRIMALDI
Italian Directorate for Nuclear Safety

and Health Protection (ENEA/DISP),
Rome, Italy

Abstract

Objoclive of the PACY Programme is 1o cvaluale dala ol abnormal ovenls
on [lalian NPPs in aperation, For backfilling and dosign improvomonls

purposey .,

bow threshold cvenls will boe analyrsod wilh stalistical molhodology,

aimed Lo evaluale roliability paramolors of componenls and systoms

Rosulis of analysis will be stored in a compulorized data base, and

updatod Lime hy Limo, as now aporalional datla will he avaitabloe

Some resulls of PGA sludies, alroady perflormod, will be rovined

ubilizing planl speciflic data, drawn oul by PACS programno

1. Objective and Scope

Objoclive of the PACS programme is Lo evalualo, in & syslomal ic way,
Lho aporating oxparience (o.e.) of [Hatian planls in oporation, Tor

backfilling purposes and design improvements of now planls,

Pirst of all, dala of Caorso BWR plant will he analysod, Lakon into

account the following:

this is the most recont ltalijan plant in operation;

must of its o.0. is expoclod will bo applicahle to Monlalto BWR
plant, now in construclion;

a gqualily assurance (Q.A.) programne was implomenled an Caorso
plant from thoe boginning, so that all operalional dala were

collecled in a syslomabic way.

In a second slage data ol Lhe olher planls in operation will bhe

analysed.
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Mot hodology and software package are eoxpecltoed could be applied to

planls olhoer Lhan nuoloar ones,

Furthormore technical resalls could give some indicabion of hehaviour
of componenls usod in convonlional planls as well, at least for some seloctord
failure modes.,  Obviously differentl dosign and operational criteria should bo

Llaken inlo acconmt

MoLhodology of analysis will be of bolh qualitative and quantitative
Lype, so Lhat First by prodominant Tas fures and Ffailuroe modes will be
scarched, in & socond stage dala will be analysod wilh slalislical techniguoes,

atmed Lo Tind ont reliabilily paramelers of the analyzoed parts.

As a resull of the programme, a software packagoe for reliability
analysis will be auailable and a dala bank containing reliabhilily paramoteors

of compononts amd psysloms

the soflware package will be developed on personal computoer. Guidoed
manies will be provided, with a provision Lo update, time by time, dala enley
as now dala will bocome available. In such a way "“living" roliability data
will bhe awailabhle, and indication of dogradod Tailure rate will be drawn out,

if any, on the basis of trend analysis,

Some conneclions will bo ostablished wilh olhoer LNCAZDISP activities,
such as probabilistic safety studics (PSA), alrcady performed for Caorso and
Montallo planls,  Some rosulls of PSA sludics will be revised, utilizing plant

spocifTic dala drawn out from PACS programme .

Mainly Lthe job will include Lhe following siops:

dofinition of componenls and systems to be analyzed, on the basis
of Lhe masler part list of Caorso plant and Lhe classifications
already used for PSA studics;

doflinilion of failure modos Lo be analyzed, on Lha basis of design
and real plant characleristics (i.c. only drift Lowards technical
spocilicialion limit violabions, instead of all ovents of drift,
will he considored);

definition of models (i.c. componenls in operation, in siand by,

otc.);
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- devolopment of the soflware patkage, data onlry and oudpul Tormal,
tachnical analysis of Lhe solactod componenls and sysloms and
storage ol rosulis;
plant backlilling and design modi Micalions impleomental jon, 1f any

2. Pilot Study and Ongoing Programne
A pilot study was performed wmanually on dicsel generalors of all
[Lalian planls i operation, wilh Lhe aim Lo ortontabe Lhe onlure programme,

to improve plant safety on the analyezed sysitom and to define Lhe sofiware

rosources neodoed,

Wo analysed Lhis system, as an cxample of two dilforont condiliong, «
syslom n sland-by and in operation. In such o way woe hoad o comnletlos

model ling of possible Failure modes

FTurthermore DGs are one of Lhe most importanlt safoly relalod systioms

In fact, many PSA studies undorline Lhe itmportance of DOs porformance

in conlribuling to core damage froquoency.,

Data wore analyzod wilh the atm Lo ocvaluate Lhe following paramelors:

unavatlability on domand,

relilability in oporalion.

For the firsl paramelor, we considored all sblarbups of Lhe diesels and

Lho Tailures to startup were conssdorod.

Fur Lho second one, Lhe Lime of roal operation ol Lhese engines and tho

perilinent fallures to oporate were evaluatoed.

Reliability paramelers of single DG and Lolal ones were Tound out.
Also homogeneity analysis of results Tor cach planl and in general were
performed, so that the inflluonce of different desig charactorislc,

manufacturing and oporation could he cvaluatoed,
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Ns rosulls of Lho analysis Lhe following aspocls woroe Tocalizod,

surveillance programme of Caorso planl is adegualo;

a holtor porlformance of Uha diesels  could bo reached with Lhe
implementaltion of a prohealor systom of the lubricalion oil:
dishemogono ity was lound among the 4 diesels of Caorso plant,
mainly for DGR,

critical subsyslems were found aul for cach diescel and for each

plant .
Further studics are now in progroess on,

drif't of instrumenlalion of emergency saloly sysloms of Caorso

plant;

malfunclions of valves of safety rolaled systoms of Caorso and

Irino plant

Average roliability paramelors of all pressure instrumontalion has boen
ovalualod and comparoed wilh Lthe targel on [HHEHR00.  Now specific ovalualion is¢

in progress for each sysbem, insbrument Llype and manufacluring,
Analysis of valves mallunctions was receontly slarteod up. At the momoent

classilication of valves is in progress, aimoed Lo group valves according to

systom, Lype, sizo, manulacluring and convironmant condition.
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TAEA’S EXPERIENCE IN COMPILING A ‘GENERIC
COMPONENT RELIABILITY DATA BASE’

B. TOMIC, L. LEDERMAN
Division of Nuclear Safety,
International Atomic Energy Agency,
Vienna

Abstract

Reliability data are an essential part of a probabilistic safety
assessment. The quality of data can determine the quality of the study as
a whole. Among all the data which are needed for performing a PSA study,
component failure data are the ones most frequently mentioned.

It is obvious that component failure data originated from the plant
being analyzed would be most appropriate. However, in few cases complete
reliance on plant experience is possible, mainly because of the rather
limited operating experience and usually limited number of failures for
meaningful statistics. Nuclear plants, although of different design, often
use rather similar components, so some of the experience could be combined
and transferred from one plant to another. In addition information about
component failures 1is available also from experts with knowledge on
component design, manufacturing and operation.

That bring us to the importance of assessing generic data. (Generic
is meant to be everything that is not plant specific regarding, the plant
being analyzed ). The generic data available in the open 1literature, can
be divided in three broad categories. The first one includes data base
used in previous analysis. These can be plant specific or updated from
generic with plant specific information (latter case deserve special
attention). The second one is based on compilation of plants’ operating
experience usually based on some kind of event reporting system. The third
category includes data sources based on expert opinions (single or
aggregate) or combination of expert opinions and other nuclear and
non-nuclear experience. If one is to use dgeneric data sources either
directly or as a prior for updating, much information is required about
the different aspects of generic data sources.

This paper reflects insights gained compiling data from generic data
sources and highlights advantages and pitfalls of using generic component
reliability data in PSAs.

Considering current IAEA efforts to prepare a computer code package
for event tree and fault tree analysis in personal computers (PSAPACK) and
the associated need for a reliability data base, a compilation of
published component reliability data was undertaken at the IAEA. Some of
the features of the data base, like the coding system, are, therefore
directly governed by the package.

As of today the generic data base contains about 1000 different
records, including practically all the components which are accounted for
in PSA studies of Nuclear Power Plants.

Having in mind the goal of compiling data from many data sources, 20
sources have been included so far. The amount of information contained in
the wvarious sources 1is, however, substantially different. Some of the
sources provide up to 180 different records, while one source was cited in
only two of the records.

With many different sources providing different types of information,
it was necessary to define a unique record form which would enable
inclusion of information in a systematic and consistent manner and also
user friendly for information overview and retrieval.
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The record form was defined as having 21 lines, characterizing 10
categories of information.

The IAEA Generic Data Base was created using the IBM-PC software dBASE
III, so it can be stored in data base or in the plain text format.
Therefore its use is not limited to PASPACK.

During the development of the IAEA Generic Data Base insights were
gained in how different data bases address different problem areas,
namely: component boundary definition, failure mode definition, operating
mode definition, operating environment definition. These insights and
possible ways of avoiding or solving such problems are addressed in the
paper.

The IAEA effort to compile a generic component reliability data base
aimed at identifying strenghts and limitations of generic data usage and
at highlighting pitfalls which deserve special consideration. It was also
intended to complement the PSAPACK package and to facilitate its use.

Moreover,it should be noted, that the IAEA has recently initiated a
Coordinated Research Program in Reliability Data Collection, Retrieval and
Analysis. In this framework it is expected that the issues identified as
most affecting the quality of existing data bases would be addressed and
alternative solutions proposed.

1. INTRODUCTION

Reliability data are an essential part of a probabilistic safety
assessment. The quality of data can determine the quality of the study as
a whole. Among all the data which are needed for performing a PSA study,
component failure data are the ones most frequently mentioned.

It is obvious that component failure data originated from the plant
being analyzed would be most appropriate. However, in few cases complete
reliance on plant experience 1is possible, mainly because of the rather
limited operating experience and usually limited number of failures for
meaningful statistics. Nuclear plants, although of different design, often
use rather similar components, so some of the experience could be combined
and transfered from one plant to another. In addition information about
component failures 1is available also from experts with knowledge on
component design, manufacturing and operation.

That bring us to the importance of assessing generic data. (Generic is
meant to be everything that 1is not plant specific regarding, the plant
being analyzed ). The generic data available in the open literature, can
be divided 1in three broad categories. The first one includes data base
used in previous analysis. These can be plant specific or updated from
generic with plant specific information (latter case deserve special
attention). The second one is based on compilation of plants’ operating
experience usually based on some kind of event reporting system. The third
category includes data sources based on expert opinions (single or
aggregate) or combination of expert opinions and other nuclear and
non-nuclear experience. If one is to use generic data: sources either
directly or as a prior for updating, much information is required about
the different aspects of generic data sources.

This paper reflects insights gained compiling data from generic data
sources and highlights advantages and pitfalls of using generic component
reliability data in PSAs.

Considering current IAEA efforts to prepare a computer code package

for event tree and fault tree analysis in personal computers (PSAPACK)
and the associated need for a reliability data base, a compilation of
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published component reliability data was undertaken at the IAEA. Some of
the features of the data base, 1like the coding system, are, therefore
directly governed by the package.

2.TAEA’s GENERIC DATA BASE

As mentioned earlier a primary reason for developing the data base was
to have readily available reliability data for use in conjunction with the
PSAPACK. As the package is planned to be used for analysis of different
plants, one important aspect was to draw data from a wide variety of
sources. .

Usually, different sources present information in a different manner,
therefore a common input form had to be defined. To enable data retrieval
and direct use with the PSAPACK, a unique coding system had to be
developed. Having chosen the data sources, the selection of the data for
inclusion had to be made. At last, the data input and quality control to
create the generic data base was a very time consuming task. Each of the
above points define steps in a generic data base compilation, and are
elaborated in more detail next.

As of today the generic data base contains about 1000 different

records, including practically all the components which are accounted for
in PSA studies of Nuclear Power Plants.

2.1. Data sources

Having in mind the goal of compiling data from many data sources, 20
sources have been included so far. The amount of information contained in
the wvarious sources 1is, however, substantially different. Some of the
sources provide up to 180 different records, while one source was cited in
only two of the records.

To highlight some of the basic characteristics of the sources
included, the best way is to divide them in the three basic categories
(mentioned earlier) each of which show some unique characteristics.

Some of the sources belong to more than one category. A typical
example 1is the "German Risk Study" where some data are NPP operational
experience, some are combinations including NPP experience, while rest is
a combination of several different data sources, not including NPP
experience. Therefore the ultimate data source is not always unique.

2.1.1. Plant specific data

Two basic subgroups exist inside this category. The first is plant
specific data drawn directly from sources available at the plant
(logbooks, maintenance records, work orders etc.), and the second one is
when generic data are updated with plant specific information.

The first subgroup is normally considered the best source of data for
the analyzed plant, but that is not necessarily the case when one uses
these data at another plant. Generally, this is a source rarely found. The
only source in the IAEA Data Base fully in that category is NUREG 4550
(Vol.3.Surry NPP) and it provides only 10 records. It should be noted that
some other sources also provide the single plant operating experience data
but as most of the data provided there belongs to other catetgory, they
are quoted later.
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The second subgroup considers generic data updated with single plant
operating experience. This procedure 1is usually applied when either
limited plant specific data are available, or available data could tend to
over-or-underestimate component reliability. In fact in most of the
recently completed PSA studies (which are not using generic data base)
component reliability data are derived in this manner. IAEA Data Base
include several sources of that kind(e.g. Oconee NPP PRA, Zion NPP PRA and
a source identified as "0ld W PWR".

In addition to the problems encountered 1in defining component
boundaries and failure modes which are going to be addressed later, the
means of acquiring raw data at the plant have the greatest impact on the
quality of reliability data derived.

There are basically two sources to derive raw data at the plant. These
are 1logbooks and maintenance work orders. Both of them have advantages and
drawbacks.

Usually deriving raw data from the maintenance work orders is easier
and less time consuming (especially when work orders are computerized).
Because every work order adresses, in principle, an abnormal occurrence,
events related to each single component could be easily compiled together.
The quality of information found in the work orders is generally not very
good, because work order forms are filled by the personnel actually
performing work. Examples 1like work orders open for months or years and
work done on one component identified as done on another are common.
Logbooks, especially ones filled by control room personnel are more
accurate, but deriving raw data from there is extremely time consuming.

Even 1f the raw data are drawn from the logbooks or maintenance
records, one 1is still not sure that all the failures of a certain
component have been reported. if both sources are searched, the
probability of failures not reported is lower. However it still exist, and
can result in an overestimate of component reliability.

It 1is understandable that the quality of component failure data is
directly proportional to the quality of plant’s records. If the plant has
a dedicated reliability data collection system in place, that would be
obviously the best possible source of raw data.

The problem is even worse for demand related failures, when the actual
number of demands is not readily available and have to be assessed on the
basis of average time on power or calendar time. If a component is started
for testing purpose, it is usually not known weather it started
immediately or after a number of trials.

Operating experience for the standby systems involving failure to run
given start is usually limited to running time of about 1 hour. However it
is usually used (in analysis) as the long term failure rate, without any
evidence that the 1long term failure rate is equal or comparable to the
short term one.

2.1.2. Data extracted from reporting systems

A widely known NPP event reporting system is the Licensee Event Report
System used in the USA. Safety significant events occurring at the NPP-s
have to be reported, so it 1is possible to identify component failures
related to those events. Identification of component failures is not
always straightforward, and other means of discovering components involved
have to be utilized.

The IAEA Data Base includes 4 sources of that kind, namely LER based
rates for valves, pumps, I & C and control rods.

In one way similar to the LER based rates are the failure rates

published in the Swedish "Reliability Data Book", which provides the
reliability parameters derived from Swedish LER-s, ATV system (The Swedish
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Thermal Power Reliability Data system) and information provided by the
plant staff.

Advantages of reliability parameters derived in that manner is that
the actual component population covered is very large, what guarantee more
reliable statistics. On the other hand, LER systems are event oriented and
not component oriented, so actual component failure could get
misinterpreted or overlooked. In addition, some of the component failures
are never reported in the system because their failures either did not
cause any safety significant event or they were not required to report.
Furthermore, a small percentage of events is not reported because of plant
personnel general attitude towards reporting system. All this factors may
lead to possible overestimates in component reliability.

Another problem area 1is the operating time and number of demands of
the component. Operating time is usually estimated on reactor operating
time, and number of demands 1is estimated as an average also based on
operating time. This can drive the predicted reliability parameter in
either direction.

Compilation of that kind tend to diminish differences in component
design and operational practice and environment, which is sometimes a very
important information and can greatly influence the component reliability.

To conclude, reliability parameters found in this type of source
should be used with care in PSA studies.

2.1.3. Data based on expert opinion, nuclear and non-nuclear
experience

Categories in this group include single expert opinion, aggregate
expert opinion, aggregation of several non-nuclear sources, aggregation of
expert opinion and other sources and aggregation of operating experience
of several NPP-s. Usually, even a single data source includes several of
these categeries. It is obvious that any aggregation of data (if properly
performed) provides more reliable data than single expert opinion or
single source.

The most widely known representative of this category is The IEEE
Standard 500. Its 1977 version mostly includes expert opinion, while the
1984 version also includes nuclear and non-nuclear experience. Other
examples of data sources which are included in the IAEA Data Base are:
NUREG 2728-IREP (Interim Reliability Evaluation Program, which adopted
data base from EGG-EA-5887), NUREG 2815, PSA procedures guide (data from
expert opinion combined with IREP data base), Sizewell B assessment
(operating experience including nuclear and other industrial sources).

The WASH-1400 (combination of expert opinion, non-nuclear, nuclear
sources) also belongs to this category and it is important to mention that
it still is a widely used source. Some of the sources included in the IAEA
Data Base like NUREG 2886 and NUREG 3831 draw data for parameter
estimation from a limited group of plants. Other example is the Shoreham
NPP PRA- GE data, which draw data only from GE operating plants.

The quality and reliability of data in this category can vary substan-
tially, depending on the final source. It is important mentioning that
expert opinion was several times proven to be in very good agreement with
actual operating experience data.

2.2. Record form

With many different sources providing different types of information,
it was necessary to define a unique record form which would enable
inclusion of information in a systematic and consistent manner and also
user friendly for information overview and retrieval.
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The record form was defined as having 21 lines, characterizing 10
categories of information (table 1).

Table 1: Record categories

1. code 1 line
2. component type 4 lines
3. operating mode 1 line
4. operating environment 1 line
5. failure mode 2 lines
6. failure rate 5 lines
7. repair time 1 line
8. source 2 lines
9. component boundary 1 line
10.comments 3 lines

1. Every record has a code which is a unique combination of 5
alphanumeric characters. A detail description of the coding system is
presented later.

2. Component type is described in 4 lines, namely: type, subtype, detail
type 1 and 2. Type characterizes basic component type (e.g. "pump",
"valve" ). Subtype characterizes more specifically the component category
(e.g. motor driven pump, solenoid operated valve, pressure sensor, AC
motor). Some of the components do not have information at this level
(battery charger). Detail type 1 contains information about the system
where the component 1is 1located or other characteristics as voltage, or
pipe diameter etc. Valve types (e.g. gate, butterfly, etc.) are also
included in this 1line. "General" means that further characterization is
not possible. Detail type 2 is the 1last entry of the component
description. Usually a detailed division of component categories which
should belong to this entry is not available. For most of the valves,
pumps and some transformers information about size or the system which the
component belongs is found in this 1line.

3. Operating mode 1is the next category. Operating mode 1is a
particularly important characteristic for pumps (standby, alternating or
running). For other components this information is of less importance.
Precise, information of that type is seldomly included in data bases. When
the component operating mode is obvious, 1like a safety injection pump
which 1is a standby pump, this information is included. In other cases
"all" operating modes was the default value chosen.

4. Operating environment is the next entry which, similar to the
previous one, 1is seldom found in data sources. It is obvious that harass
environment should influence the component failure rate, but very few
sources address that. For example IEEE 500 provides a multiplication
factor for most of components listed for environments like high radiation,
temperature, humidity or vibrations. WASH 1400 provides different failure
rates for punmps and motors in extreme, post accident environment. Failure
rates are, particularly in the cases where the operating experience is the
basis for determining the failure rate, usually based on normal operating
environment. A default value '"normal" was chosen for all cases where no
other environmental condition was 1indicated. Some of the sources
addressing components operating environment define "normal NPP
environment" as the usual one.

5. The failure mode category 1is presented in two entries, one
describing "generic" failure mode and the other presenting failure mode as
found in the original source. Details about the failure modes are going to
be described later. Briefly, a generic failure mode was assigned because
the coding system was not able to cope with the number and differences in
failure modes found in the sources. The original failure mode was, however
left in the record for users’ clarification.
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6. The failure rate is presented in 5 entries. The first entry is
failure rate description, giving information about the failure rate (mean
or median), upper and lower bounds (percentiles of the distribution, low
and high or max. and min.values), and defining the failure rate as per
hour or per demand. The failure rate entry provides the actual numerical
value for the mean, median, or best estimate value. Upper and lower bound
entries provides the actual numerical values, respectively. If the error
factor 1is available it is given in the fifth entry. Upper and lower bounds
and error factors are not always available, therefore n/a (meaning not
available) is used instead.

7. Repair time 1is the next category. It indicates the average repair
time associated with a component failure. It is also very seldomly found
in generic sources. Some sources provide duration based on recorded repair
times, 1in others repair times are a mean value of several maintenance
durations on a particular component. For the real case generic information
of this kind is not of much use.

8. Source 1is presented in two entries, one indicating the exact
source (name of publication, page #., table #.) if available. The second
entry gives information about the wultimate source of data (e.g. expert
opinion, operating experience).

9. Component boundary 1is one of the problem areas to be addressed
later. Very few sources provide adequate information about component
boundary. The best information is found in the Swedish Reliability Data
Book, where a sketch is made for each component. Whenever this information
was not available,"detail not available" was written.

10. Comment entries are the last category of a record. Usually all
the information found in the sources and considered relevant is written
here. That includes the prior source and/or mean, if the data source is an
updated generic, the operating experience (total population covered,
number of demands or operational time, number of failures), additional
failure rates relevant to the component (with or without command failures)
etc. Practically all information which could by any means clarify failure
rate, failure mode or component description are written here. The comment
category 1is an integral part of each record and very important when
choosing any record for further calculation or comparison.

Table 2. presents the complete record form.

Table 2: Complete record form

CODE 10 spaces
TYPE 65 "
SUBTYPE 65 "
DETAILTY 65 "
DETILTY1 65 "
OPMODE 30 "
OPENVIRO 65 "
GENFAILMOD 50 "
FATILMODE 50 "
FRATEDESCP 30 "
FAILRATE 10 "
UPBOUND 10 "
LOWBOUND 10 "
ERRORFCTOR 10 "
REPAIRTM 10 »
SOURCE 30 "
ULTSOURCE 65 "
COMMENTS 65 n
COMMENTS1 65 "
COMMENTS?2 65 "
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2.3. Coding system

Coding system is the area where the PSAPACK code mostly influenced the
IAEA Data Base structure. In accordance to the PSAPACK requirements, each
record code could have 4 alphanumeric characters. The fifth character is
the character describing the source but the PSAPACK does not use this
information (table 3).

Table 3: Coding system example

COMPONENT CODE DESCRIPTION

KTAIW fuse, general, fail to open, WASH 1400

PMDRT pump, motor driven, centrifugal horisontal, flow
rate 130-200 kg/s, fail to run, Swedish Reliability
data book

RRACE relay, protective, all types, fail to close,IEEE 500

VCBOF valve, self operated, check, 1less than 2 inches

diameter, fail to open, CANDU assesment.

Because each record must have its own unique code and there are
component categories which should have the same code, longer (more
characters) code would have been preferable. However, some of the fault
tree analysis codes included in the PSAPACK limit identification of basic
event to eight alphanumeric characters. Moreover, it was felt that at
least 4 characters are needed for further identification of components
(including its physical position for eventual common cause or dependency
analysis). Therefore only 4 characters were used for basic component
identification and failure mode description.

Originally, there were more than the 100 different failure modes. That
number required 2 characters for coding, leaving only two characters for
the component type. As the generic failure modes were designed, one
character was sufficient to describe the component failure mode.

Three alphanumeric characters were then used for the component
caracterisation. For the components types with many subdivisions (for
example valves), the first character is unique for the component type, the
second is unique for subtype (for example ‘v’ is valve and ‘vm’ is
motor operated valve). The last position characterizes the detail types 1
and 2. No firm rule exist for the last position. Usually when the detail
type 1is ‘general’ or no further division exists, character ‘a’ is in the
third position.

For the components with few subdivisions, the first two positions
characterize the type (e.g. ’'1t’ is transmitter), while the last one
characterizes the subtype or detail type, if any.

For the components which are ‘one of a kind’ all three positions
characterize single component type (e.g. ’xmc’ stands for manual control
device).

In the IAEA Data Base there are about 450 different components listed
by component identification code. They are divided in 76 types. As there
is no space in the coding system for operating mode or environment,
sometimes the same component is coded differently because of operating
conditions (e.g. motor driven pump without further subdivision is coded
’pmb’ when in alternating operating mode, and ‘pmr’ when in running
mode) .
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2.4. Data selection

After choosing the data sources and defined the record format and
coding system, the actual data input was performed. Some of the sources
(like ‘WASH 1400’ or 'IREP’) were included completely, while in others
(like ‘IEEE 500’ or ‘0ld W PWR’) data for inclusion were carefully
chosen.

From some of the data bases, data for components which are plant
specific and are not comparable with any other (e.g. emergency AC
source-hydro unit) were excluded. Also, the data directly adopted from any
other generic data base (which 1is also in the IAEA Data Base) were not
included.

The IEEE Standard 500 provide single source values and aggregate
values. In the TIAEA Data Base, depending on each particular case, single
or composite wvalues or even both (when particularly illustrative) were
included. If ‘per demand’ and ’‘per hour’ failure rates are provided, both
were included, along with the source where the data are coming from.

Sources 1like NUREGs providing failure rates for pumps and valves
usually present two values, namely: with command failures and without
command failures. Values given in the failure rate entry are usually
without command failures (clearly stated in the comment entry). The "with
command failure" rate is also cited in the comment entry.

These sources often divide data in categories in accordance to NSSS

vendor. In the IAEA Data Base usually the overall value is given, what is
than described in comment entry.

2.5. Data extraction from the Data base

The IAEA Generic Data Base was created using the IBM-PC software dBASE
III, so it can be stored in data base or in the plain text format.
Therefore its use is not limited to PASPACK.

The PSAPACK package provides its users with the options for browsing
through and retrieval of data from the IAEA Data Base. Retrieval of data
can be accomplished by knowing the exact code of the record of interest.
Then the complete record or the entries of interest can be retrieved The
second way of data retrieval is to view the Data base record by record,
and than retrieve information entering the particular record number. The
PSAPACK code also includes a small data base editor which allows the user
not only to retrieve data but also to change, modify, add or delete any
information. By retrieving data and combining them with data which were
added or modified (if any) the PSAPACK form its own small data base which
is then used for solving a particular problem.

Using the dBase III code it 1is even easier to ‘search’ for or to
’locate’ a certain code, type, subtype or any other relevant information.
Browsing through the chosen fields, after locating a particular set of
components of interest, one can easily compare any of the values included
in the IAEA Data Base.

3. PROBLEM AREAS CONNECTED WITH GENERIC DATA BASES

When using a generic data base one has to be aware of possible
problem areas. Considering the areas where misinterpretation can occur,
the following 4 areas have been identified in the folowing order of
importance:

~component boundary definition
-failure mode definition
-operating mode definition
-operating environment definition
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Even when deriving failure rates from raw data from the plant being
analyzed, these are issues which can lead to substantial errors.

During the development of the IAEA Generic Data Base insights were
gained in how different data bases address each one of these issues. These
insights and possible ways of aveoiding or solving such problems are
addressed next .

3.1. Component boundary

It 1is obvious that a main source of misinterpretation is the component
boundary definition. Some of the experts agree that variations in
component boundaries are the primary reason for failure rate fluctuation
between sources. Although that statement seems to be too rigid, component
boundaries could, depending on the particular component, change failure
rates substantially.

It is therefore interesting to see how different sources address this
issue.

Probably the best defined component boundaries are in the Swedish
Reliability Data Book, because practically each component category has a
sketch exactly indicating the component boundary and points of interface
with other systems or components. Usually, in the component boundary,
local control and protection (if any) are included.

Some of the ‘NUREG’ documents also have adequately defined component
boundaries, with precise definition of interface points.

Other sources are defining a component as being an "off-the-shelf"
item. This 1s an interesting and remarkable definition, but it assumes
that "off-the-shelf" items have the same meaning everywhere, what is not
necessarily the case for all the components.

Data bases which are part of PSAs, usually do not provide detailed
definition of the component boundary. This 1is understandable, because
these sources were compiled for specific use. When performing data-
updating, component boundary gain importance because of the need for
matching the prior with the plant specific operating experience.

The sources which base their failure rate upon the combination of
nuclear and non-nuclear experience (or even expert opinion) do not provide
detailed boundary description. The level of similarity of different
sources combined is not known, but it can be expected that certain
differences would exist.

For the sources mostly based on expert opinion, the question of
strictly defined boundary becomes a more academic one. However, cases like
lube o0il being part of diesel or breaker included or not in a pump
boundary must be addressed to avoid significant (orders of magnitude)
variations in the failure rates.

One way of avoiding serious problems with component boundary definiti-
ons 1is to define ’‘generic’ component boundaries. That, of course, does not
help in already existing data sources, but could save considerable trouble
in the future. However, this 1is mainly applicable to data collection
efforts undertaken during the performance of a PSA. In that case component
boundaries should reflect two, sometimes opposite, requirements: the
level of detail needed (or wanted) by the system model and the level of
detail of plant records where raw data are retrieved from.

There are generally three major interfaces to be defined in connection
with the component boundary definition, namely:

-mechanical interface (incl.cooling system, lubricating
system, etc. where appropriate)

—-power supply interface

~control system interface
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3.2. Failure mode

Component failure mode 1is another problem area, although of a
different character than the boundary definition. Failure modes found in
various sources show significant difference even when describing basically
the same failure. For example, in the sources which were included in the
IAEA Generic Data Base over 100 different failure modes were found.
Difference between some of this failure modes is basically in wording
(e.g. fail to run vs. failure to run) and it 1is therefore easy to
understand that they describe the same failure. In other cases it is
sometimes difficult to understand the exact failure mode and compare it
among sources

To compare failure modes and also to enhance the IAEA Generic Data
Base coding system, considerable effort was undertaken to define generic
failure modes.

In addition to the component design and function in the system, there
are three basic component operating modes which affect the failure mode.
These are:

—-standby
~alternating
-continously operating.

There are also two distinct failure rate definitions. One is time
related (further divided in standby and operating hourly rate) and the
other 1is demand related. These were also taken into account while
determining, for each single component (or group of components) possible
ways (modes) of failure. All that served as the bases for defining generic
failure modes.

Finally the original failure mode was included under one of the
dgeneric categories.

The disadvantage of the approach described is that it opens the way
for inconsistencies in the grouping. For example generic definitions
"failure to function’ and ’failure to operate’ describe basically the same
failure mode, but while first is defined as per hour, the second is per
demand. Because some sources define ‘failure to operate’ as per hour
value, while others define it as a per demand value, the same (in words)
failure mode is listed in different generic categories. Another possible
complication comes from sources like NUREG 2815, Baseline Data, where all
failure rates are defined per hour, while some of them are actually demand
related. Therefore a generic failure mode, such as ‘fail to start’ (which
is defined per demand) include per hour failure rate comming from that
source.

The failure mode ’‘all modes’ deserves special attention because it is
usually a composite failure mode, actually containing several ‘single’
failure modes. The problem here is that each component usually have
different failure modes. Whenever possible failure modes contained in ‘all
modes’ are listed in the comment entry of the IAEA Generic Data Base
record form.

Generic failure modes as proposed in the IAEA Generic Data Base are
one of the possible ways of defining them. It is, however, not unique and
it would be indeed possible to define them in several other ways.
Altogether 28 failure modes were defined. The 19 of them considered most
important, are shown in Table 4. Nine others cover minor number of
peculiar failures 1like ‘overheated’ or heat exchanger ’‘tube’ or ‘shell’
leak.
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Table 4: Generic failure modes

FAILURE MODE FAILURE MODE CODE

ALL MODES

DEGRADED

FAIL TO CHANGE POSITION
FAIL TO REMAIN IN POSITION
FAIL TO CLOSE

FAIL TO FUNCTION

SHORT TO GROUND

SHORT CIRCUT

OPEN CIRCUT
PLUG/RUPTURE

SPURIOUS FUNCTION

FAIL TO OPERATE

FAIL TO OPEN

PLUG

FAIL TO RUN

FAIL. TO START

RUPTURE

OTHER CRITICAL FAULS
LEAKAGE/EXTERNAL LEAK

KHEHLOWYOONRUHIQHMOU QWP

3.3. Operating mode

Component operating mode is of importance for active components, while
generally have much 1less meaning for passive components. Even for active
components there are cases where the operating mode has more or less
importance, depending primarily on the way and mechanism of how the
failure occurs.

Obviously operating mode is of great importance for pumps and other
components which perform their function by continuously moving. These
components have operating modes defined in three cathegories:

standby,
alternating and
running (operating).

For components which perform their function changing between discrete
states, (e.g. valves), operating mode as defined above is actually status
of the system they belong to. Operating mode pertinent to the component
itself should be normally open or normaly closed position.

The majority of the sources do not define the component operating
mode. The only sources which define operating mode are some of the NUREG
LER sources.

PSA studies used as the data sources usually define the system where
the component 1is located. For most of the systems it is possible to
determine +the operating wode, what could be used for defining active
components operating mode.

Although not directly connected with the operating mode, one very
important characteristic which sometimes is overlooked is the duration of
the operation. For standby components, if the failure rate is determined
based on operating experience, it is based on recorded operation during
test performance, what is usually one or several hours. In the real case,
particular components are required to operate for times which substanti-
ally differ from the one which was the base for the failure rate determi-
nation. Most of the sources do not address that problem.
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When modeling standby components, failures during standby must be
accounted for. Failures occurring during standby are not revealed until a
test or an actual component demand, therefore are usually included in the
model as a demand related failure. In this cases the demand related
failure should comprise those failures whose mechanism is purely related
to the demand (e.g. high current to motor windings during start) and also
failures related to the time which the component spent in a standby
condition.

However,if data base provides only demand related failure rate without
indication how long is the componet in standby between two demands, this
overlooks the fact that component failure during standby is time related
and could vary substantially with variation in time between tests or
actual demands.

Some of the sources recognized this fact and provide hourly failure
rate for standby condition. On the other hand that approach is a possible
source of error, because it is normally impossible to distinguish between
time and demand related failures.

3.4. Operating environment

As mentioned earlier, the component operating environment is rather
poorly defined in most of the sources. Most of the sources do not address
it at all, while some of them are defining environment as the normal power
plant environment. This definition could bYbasically hold for normal
operation or accidents which do not change environmentally affected
parameters. However, when performing a PSA one is interested to predict
the outcome of accident in environments, that could in certain cases
change component failure rates substantially.

WASH 1400 1is a source which provides separate failure rate for post
accident situation for pumps and motors. The IEEE Standard 500 lists the
environment multipliers for most of the compohents included, for
environmental effects 1like high radiation, humidity, temperature and
pressure.

Environmental effects could obviously affect component failure rate in
different manners, therefore careful consideration should ke given to this
issue. Data from plant operating experience assume a normal environment,
because operating experience data are normally either from normal
operation or from test data, both of which are quite different from
accident conditions.

On the other hand, the number and types of components affected by post
accident conditions are usually rather 1limited. The extent of that is
greatly dependent on plant design and type of accident.

Other type of extreme environment condition which can occur in NPP-s
are high temperature condition occurring after the failure of room cooling
systems. For most of electronic components or systems it is relatively
easy and accurate to predict the effects of extreme environment and
experimental data is available. For mechanical components like pumps, high
temperature condition and consequently accelerated failure rates are
relatively more complicated to predict.

4. CONCLUSION

Generic component reliability data is indispensable in any
probabilistic safety analysis. It is not realistic to imagine that all
possible component failures and failure modes modeled in a PSA would be
available from the operating experience of a specific plant in a
statistically meaningful way.
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The degree that generic data is used in PSAs varies from case to case.
Some studies are totally based on generic data while others use generic
data as prior information to be specialized by plant specific data. Most
studies, however, end up in a combination where data for certain
components come from purely generic data and for others from Bayesian
updating.

The IAEA effort to compile a generic component reliability data base
aimed at identifying strenghts and limitations of generic data usage and
at highlighting pitfalls which deserve special consideration. It was also
intended to complement the PSAPACK package and to facilitate its use.

Moreover,it should be noted, that the IAEA has recently initiated a
Coordinated Research Program in Reliability Data Collection, Retrieval and
Analysis. In this framework it is expected that the issues identified as
most affecting the gquality of existing data bases would be addressed and
alternative solutions proposed. In particular the following areas are
being adressed:

—Component Failure Data Collection System(PR China)

-Development of Data Collection System of Reliability
Data of NPP Systems, Components and Events Important
to Plant Safety(FR Germany)

—Bayesian Analysis Under Population Variability
(Greece)

—Develpment of Methods and Procedures for Collection
and Analysis of Data for Probabilistic Safety
Assesment (Hungary)

—-Inteligent Interface for Database Interrogation by
Making use of Fuzzy Sets and Possibility Theory( EC

JRC-Ispra)
—-Reliability Improvements and Experimental
Reliability Determination of Nuclear Reactor

Instrumentation(Romania)
Reliability Data Collection and Analysis(GB)

Contributions in Field of Data Collection and
Analysis for Probabilistic Safety Analysis
Application(USA)

Finally, it should be mentioned that the work described in this paper
is being complemented by an extensive quality assurance, where all the
records are being reviewed. A comprehensive IAEA Data Base user’s guide is
also under preparation. Related to the PSAPACK package, the small data
base for benchmark calculations or test problems is going to be extracted
from the complete IAEA Data Base. This small data base should to contain
about 60 records, including all the components and the failure modes which
are tipically considered in the PSA studies.
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Abstract

Nuclear utilities have an increasing need to develop reliability databases
for their operating experience. The purposes of these databases are
often multiple, including both equipment maintenance aspects and
probabilistic risk analyses.

EDF has therefore been developing experience feedback databases,
including the Reliability Data Recording System (SRDF) and the Event
File, as well as the history of numerous operating documents.

Furthermore, since the end of 1985, EDF has been preparing a
probabilistic safety analysis applied to one 1,300 MWe unit, for which a
large amount of data of French origin is necessary.

This data concerns both component reliability parameters and initiating
event frequencies. The study has thus been an opportunity for trying out
the performance databases for a specific application, as well as in-depth
audits of a number of nuclear sites to make it possible to validate
numerous results. Computer aided data collection is also on trial in a
number of plants.

After describing the EDF operating experience feedback files, we discuss
the particular requirements of probabilistic risk analyses, and the
resources implemented by EDF to satisfy them.

INTRODUCTION

Since the end of 1985, EDF has been working on a probabilistic safety
analysis of one of the 1,300 MWe units of its PWR facilities (ref. 1).

To complete this project, a large amount of data is necessary, to obtain
which EDF is systematically drawing upon its operating experience.

Particular use has been made of the vast databases represented by the
Event File and the Reliability Data Recording System (SRDF).

Probabilistic risk analyses are nevertheless very demanding in terms of
quality (nature and content of raw data) and in terms of quantity (size of
sample and availability of general and specific data concerning the site
studied). This being the case, the raw data must be as complete as
possible and its recording must be supplemented by numerous in-plant
audits.
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OBJECTIVES

Concerning reliability data for use in probabilistic studies, there are, for
EDF, two principal objectives.

The first objective is that of obtaining, from operating experience with
EDF PWR units, a range of validated reliability parameters relating to the
different items of equipment used in the studies. This involves:

+ Establishing a list of the equipment allowed for in the reliability studies,
» Monitoring of this equipment in the units,
+ Validation of the data obtained.

For monitoring of equipment, use is made essentially of SRDF, but also of
the EDF-SPT Event File and of various operating experience feedback
documents such as incident and defect reports.

Validation is carried out by analyzing samples of failures and by in-plant
audits.

The second objective is that of guaranteeing the durability of the data.

The requirement is for monitoring and periodically revising the
information, involving a complex data processing setup.

MEANS

Nature of data
The information is of the following two types:
- Raw data

An item of raw data is essentially a description of a phenomenon:
failure, damage, repair, circumstance etc. This description is often
made in a structured manner using a set of questions and answers, in
which the answers may be pre-established. A free description
frequently accompanies this coded description.

— Processing results

The raw data is subjected to mathematical processing to obtain
reliability parameters:

« failure rates (in operation, on demand etc.),
« the durations of repair, failure, unavailability etc.

Depending on the nature of the objectives of the studies and the way in
which systems are modeled, the interpretation of raw data for subsequent
processing may be of primary importance.



3.2 Sources of raw data
The principal source of raw equipment reliability data is SRDF.

The raw SRDF data is captured directly at the nuclear plants in the form
of:

— descriptive reports of failures,
— equipment operating tables.

The principles of the collection system are:

— maximum decentralization,
— data capture based on criteria as simple and reliable as possible.

A list of the equipment monitored is drawn up, and clear definitions are
given.

The records cover the greater part of the electrical and electromechanical
equipment. A start was made in 1978 on the Fessenheim and Bugey
sites, in 1984 scope included the CP1 and CP2 standardized 900 MWe
units and in 1986 it included the 1,300 MWe units. Some 600
components are monitored, a large number of which are parts of safety-
related equipment.

The data flow is of approximately 100 to 150 failure records per unit per
year, involving the work of two or three technicians at each site.

At the end of 1986, SRDF contained some 110 reactor-years of
observation and 11,300 records of which:

— 2,600 concern pumps and motors,
~ 5,000 concern valves.

In addition, there is a system designated SRDF-A for the collection of
electronic equipment failures ("SPIN and Controbloc", | and C systems,
Plant computers etc.) from 1,300 MWe units.

This system was put into service at the same time as the first EDF
1,300 MWe units, i.e. 1984. The failures are entered by maintenance
technicians at the sites. Each record is a subject of analysis with the
manufacturers and checking at power plant level.

At the end of 1987, the observation period ran to approximately
20 reactor-years, the file containing about 2,500 records of failures in
electronic equipment of all types.

Finally, the EDF-SPT Event File makes it possible to find a large number
of failures which have affected safety-related equipment or caused unit
unavailability.

In short, the Event File represented, at the end of 1987, 185 reactor-years

for the 900 MWe units and 19,500 records, including 1,200 scrams, 1,000
scheduled shutdowns and 500 turbine trips.
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On-site audits

The collection and processing of data from national archives must be
supplemented by in-plant audits in the following cases:

— equipment not monitored,
— initial. sample insufficient,
— results not offering a sufficient guarantee.

The audits involve the analysis of the operating and maintenance
department archives.

Scanning of magnetic tapes of unit computers

To supplement and validate the conventional approach for data
collection, software for scanning unit computer magnetic tapes are under
development. The objectives of these programs are:

carrying out automatic calculations of the number of actuations and the
operating times of the components covered in SRDF,

obtaining all the standard reactor states, hour-by-hour,

finding protection system actuations,

— analyzing and monitoring the automatic sequences (for example the
safety injection sequence).

Systematic processing of the computer tapes has been carried out since
June 1987 at the Saint-Laurent B site.

In the 1,300 MWe units, this processing shall be linked to scanning the
records of the tagging assistance computers. This makes it possible to
determine, with a high degree of accuracy, outages of all items of
equipment, paricularly those which are safety-related.

REQUIREMENTS OF PROBABILISTIC STUDIES AND
PROCESSING METHODS

To carry out the 1,300 MWe unit probabilistic safety study, it is necessary
to procure a great amount of reliability data (failure rates, unavailability
etc.) from EDF operating experience feedback.

In this field, the use of raw SRDF data is systematic. Nevertheless, the
direct use of reliability parameters given by this system is not possible as,
on the one hand, the failure definitions used for the probabilistic safety
study are more restrictive and, on the other hand, the samples must be
carefully checked (size and representativeness). In practice, the
processing of qualified data therefore involves re-examination of all raw
data.



The collection system is necessarily decentralized, which entails
complications.

Even with precise definitions and unambiguous criteria, the description of
a failure frequently involves interpretation, which can result in errors in
terms of the objectives of the studies and lack of homogeneity in the
records.

There are been cases of definitions resulting from maintenance or
operating practice being substituted for theoretical definitions. Thus,
when equipment to which technical operating specifications apply is
tagged out for repair, the plants generally assume that the equipment has
completely failed (such equipment is not made unavailable without a
good reason), whereas in certain cases it could perform its function.

In consequence, in a reliability study, it is necessary to check the
coherence and homogeneity of the data on the basis of all the descriptive
material concerning the failure.

In addition, a certain number of items of equipment may have insufficient
numbers of operating hours or numbers of actuations, and it is necessary
to establish groups on the basis ot study of the samples concerned.

The analysis of failure records before the calculation of parameters in this
manner makes it possible to obtain homogeneous and realistic data, due
to low interpretation dispersion resulting from the judgment of the
engineers, and to rigorous selection of complete and pertinent failures,
as concerns probabilistic safety studies.

The analyses necessitate the study of raw records and extensive
examination of plant operating archives. Nevertheless, at the present
time, the use of computer records of the units (maintenance,
management of works and tagging out) makes it possible to rapidly
obtain a large amount of information. It would appear that in the future, it
will thus be possible to make considerable progress in the field of
equipment reliability data.

RESULTS

As part of the 1,300 MWe unit probabilistic safety analysis, a list has been
drawn up of about 140 electromechanical components specific to EDF
PWR power plants for which reliability parameters of French origin are
sought using all the EDF operating experience feedback resources.

This work has provided nearly 470 items of reliability data concerning
failure rate parameters (in operation and on actuation) corresponding to
different modes and repair durations. The common-cause failures have
been quantified for 30 generic components. Finally, the unavailability
rates for preventive or curative maintenance have been established for
about 30 components or safety functions.

The following examples illustrate different types of results obtained in the
1,300 MWe unit probabilistic safety analysis.
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In the field of reliability parameters (failure rates in service, on demand or
repair time), a comparison is made with the results obtained in other
studies. In the case of the auxiliary feedwater pumps and the standby
diesel generators, the following table is obtained.

EDF PRA PRA WASH
Connecticut
900 MW Oconee Yankee 1400
Feedwater pumps
A (per hour) 2.4x10-4 2x10-5 2x10-5 2.4x104
¥ {per demand) 2.5x10-3 5x10-4 4x10-3 10-3
T (in hours) 20 h —_ 40 h —_
Standby diesel
generators
A (per hour) 3x10-3 10-3 1.3x10-3 8x10-3
v {(per demand) 1.5x10-3 | 4.6x10-3 5x10-3 3x10-2
1 (in hours) 9h — — —

In this table, a comparison is made between the results obtained by EDF
from the Event File and by INPO using LER and SER, in the field of
analogue measurement systems.

Ah EDF (ref. 3) INPO (ref. 4)
Nuclear flux measurements 6x10-6/h 8x10-6/h
Pressure measurements 2.8x10-6/h 3x10-6/h

The results match extremely well.

In the same way, a similar comparison can be made of unavailability
rates of safety-related equipment:

EDF 900 MWe Audit on US data
unit experience 1,300 MWe (source INPO
feedback unit site ref. 5)
Motor-driven auxiliary
feedwater pumps 5x10-3 5x10-3 7x10-3
Standby diesel
generators 3.3x103 7.8x10-3 2x102
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Finally, an example of an audit of equipment maintenance is given for the
duration of maintenance of standby diesels on a 1,300 MWe unit site.

These examples demonstrate that the different sources of data show
considerable coherence, but care must nevertheless be taken not to
underestimate the difficulties in obtaining and validating data.

Number of interventions

3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43
Duration of
interventions

Number of interventions outside unit shutdown on diesel engines
as a funclion of their duration
(average duration 8.4 hours)

6. CONCLUSION

It is clear that EDF PWR unit operating experience is extensive, and is
sufficient for the successful collection and processing of reliability data to
be envisaged.

EDF has provided itself with large-scale resources for attaining this
objective by the implementation of operating experience feedback
management tools (SRDF, Event File, unit computer magnetic tapes etc.).

Nevertheless, the requirements of probabilistic risk analyses are
considerable, specifically:

— Guarantee of comprehensiveness:

It must be made sure that all failures pertinent to the study have
effectively been recorded at the sites.

- Validity of the operating tables:
The calculation of quality reliability parameters involves obtaining

certain numbers of hours of operation and of activations of validated
equipment.
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— Interpretation of raw data:

A certain number of failures involve difficulties in evaluating potential
consequences with regard to the safety functions of the equipment.

In such cases, expert opinion is primordial, and can affect the results.
— Adequacy for system modelling:

The nature and the modes of failure must be compatible with the
choices made in the system studies.

It would appear that in the future, it will be possible to make considerable
progress by using the site computer systems. This can take place from
the level of detection of failures and unavailabilities for maintenance, and
can contribute to the quality of the parameters by accurate counting of the
operating times and the actuations.

It is this that EDF is currently working on, and from now on EDF will only

use its own operating experience feedback data in its probabilistic
studies.
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CHARACTERISTICS AND USE OF THE
COMPONENT EVENT DATA BANK
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Abstract

The Component Event Data Bank (CEDB) is a centralized bank collecting,
at the European level, data describing the operational behaviour of compo-
nents of Nuclear Power Plants (NPP's) operating in various European
countries. It is one of the three event-data banks of the European Reliabi-
lity Data Systems (ERDS), developed and managed by the JRC-Ispra (the
other two banks being the Abnormal Occurrence Reporting System and the
Operating Unit Status Report) . The CEDB stores information on the opera-
tional history (operational times and/or number of demands of intervention
in a year, failure-events reports) of components of NPP's well identified
by their engineering and operation characteristics.

As of December 1987, the CEDB contains data from about 5200 mechanical
and electromechanical components, pertaining to 21 component-families and
51 engineering systems, monitored for an averaged time of 5 years in 10 LWR
Units (and in the steam-water cycle of other reactor type Units or con-
ventional Units) located in 7 European countries; the failure-events re-
corded are about 4200.

The CEDB receives data either from national banks, such as the EDF-
SRDF and the VATTENFALL-ATV, or directly from the NPP's.

The CEDB (as well as the whole of the ERDS) has as main objective the
promotion of safety. In particular it has been conceived as a support to
the analyst in his safety assessment for the design of a new NPP or the
backfitting of an old one. By putting together the operational experience
of European NPP's, it was the intention to create a database of raw data,
to be conveniently processed, in order to:

- lmprove the credibility of existing estimated reliability parameters by
exploiting the necessary feed-back from plant operation;

- provide a solution to one of the major problems of the reliability ana-
lyst; namely the wide spread in reliability parameters existing in the
current literature, especially for mechanical and electromechanical com-
ponents;

~ allow comparison between the performance of components of plants of
different countries.

This paper shortly describes:

- the main features of the bank classification scheme, its data retrieval
capabilities and on-line statistical processing programmes;

- some improvements under study to better meet PSA needs.

Some examples of on-line data treatment are given and commented.

The structure of an organized output (a CEDB-Reliability Data Book),

which is being implemented, is shortly illustrated.

The results of a study on linked multiple failure-events and some
analyses based on the application of multivariate analysis techniques
are summarized and the interest to continue to investigate along these
lines is shown.
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1. Data for Probabilistic Safety Assessment; aims and structure of the

European Reliability Data System

The JRC started in 1978 the "European Reliability Data System"” (ERDS)
project, aimed at organizing in a series of data bases the operational
experience of Nuclear Power Plants (NPP's) /1/. The ERDS, most of which
has been operational since 1984, collects, organizes and disseminates
at the European level, information on operation of NPP's, its main objec-
tive being the promotion of safety. In particular the supply to the ana-
lyst of data on component failures and on safety-significant abnormal
events derived from operating experience and necessary for its safety
assessment.

The ERDS has been structured into four data banks, three of which
store raw event data, the fourth one being dedicated to the organization

of reliability parameters. The three raw event data banks are:

a) the Component Event Data Bank (CEDB), which stores information on the
operational history of safety-significant (or important for plant
availability) components of some NPP's (component operating time and/or
number of demands of intervention in the year, failure-event reports)
/2,3/;

b) the Abnormal Occurrences Reporting System (AORS), which stores infor-
mation on safety-related events;

c) the Operating Unit Status Report (OUSR), which stores information on
Unit productivity and availability and on events which lead to a loss
of generating capacity (hystogram of Unit power during the year, plant
event description in free text and coded format). This bank is now

based mainly on the PRIS-IAEA system.

The fourth bank, of a different nature, the structure of which is still

in a study phase, is:

d) the Reliability Parameter Data Bank (RPDB), the purpose of which is
the storage of reliability parameters of homogeneous classes of NPP
components, derived from operational experience (CEDB) and literature

sources (e.g. IEEE St 500).
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2. CEDB structure and data processing

2.1 1Introduction

The CEDB is a centralized bank collecting, at the European level,
operational data characterizing the behaviour of components of Nuclear
Power Plants (NPP's) operating in various European countries.

Working groups of experts have operated since 1978 to set up refe-
rence classifications and a bank structure well-suited to the general
requirements of the ERDS project and capable of ensuring compatibility,

when transcoding, with the following national data banks:

- SRDF/EAQF (France)

GRS/RWE (Germany)

ENEL Data Collection System (Italy)

SRS/UKAEA (Great Britain)
Reference has also been made to:

- NPRDS/INPO (USA)
- ATV ({Sweden)

- LER/NRC (USA)

- GADS/NERC (USA)

- UNID/TVA (USA).

The CEDB, as well as the whole ERDS, has been developed using the
DBMS ADABAS of Software A.G. on an AMDAHL 470/V8, running under 0S/MVS,
connected to the internal JRC TP network and to the external telecommu-
nication network.

As of December 1987, the CEDB contains data from about 5200 mecha-
nical and electromechanical components, pertaining to 21 component-fami-
lies and 51 engineering systems, monitored for an average time of about
5 years in 10 LWR Units (and partly in the conventional part of other
reactor type Units or in the steam-water cycle of fossil-fueled power
plants) located in 7 European countries; the failure-events recorded are
about 4200.

The CEDB stores data coming from the following three national data

banks:

- the French EDF/SRDF;
~ the Swedish VATTENFALL/ATV;
- the German GRS.
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Original information coming from these reporting systems need to be
transferred into the CEDB structure, i.e. homogenized in the same
reporting scheme and language (English). A semi-automatic transcoding
programme is being implemented for the transfer from SRDF to CEDB; a
computer-aided transcoding programme already exists for the transfer
from ATV to CEDB.

The following Organizations supply data to CEDB in the CEDB struc-
ture: ENEL (I), KEMA (NL), EBES (B), CEGB (UK), NCSR/UKAEA (UK). All
Spanish Utilities have decided to adopt the CEDB scheme, to collect data
in all their operating NPP's and to supply them to CEDB.

JRC is exchanging information with the National Nuclear Safety
Authority of the People's Republic of China, which has chosen to imple-
ment a national reliability data system similar to the ERDS {(CEDB and
AORS) for data collection in their future NPP's.

By putting together the operational experience of European NPP's,
it is intended to create a database of raw data, to be conveniently pro-

cessed, 1n order to:

~ improve the credibility of existing estimated reliability parameters
by exploiting the necessary feed-back from plant operation;

- provide a solution to one of the major problems of the reliability
analyst: namely the wide spread in reliability parameters existing in
the current literature, especially for mechanical and electromechani-
cal components;

- allow comparisons between the performance of components of plants of

different countries.

DATA
SUPPLIERS

VATTENFALL-S

EDF-F
ENELY JRC interna
nelwork
GRS/AWE O m Manuai or
KEMA/GKN NL ' ' :,:_l::;:::nq @ Dawa search .
KEMAIPZEM.NL l ’ :0"‘"': u processing Toteprocess szns]
CEGB-UK

NCSR-UK Mag tapes or
CEDS repon forms
EBES-8

Source: S. BALESTRERI, "The European Component Data Bank and its Uses", Reliability
Data Bases, A. Amendola and A.Z. Keller (Eds.), Reidel Publisher, Dordrecht, 1987, PER 1388/87

Fig. 1 - Flow of information from the data suppliers, through the CEDB, to the users.
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2.2 CEDB data collection scheme and report forms

2.2.1 Classification scheme

A comprehensive classification scheme for failure-~event reporting

/2,3/ results from the combination of the two following schemes:

- a Plant Classification Scheme, for the characterization of the context

in which the event occurs (plant type, Reference Engineering System

Classification, Component-family Classification);

- a Failure Classification Scheme, for the general characterization of

the failure event, the following repair action and of its consequences

at plant and system levels.

2.2.2 Plant Classification Scheme and Component Report Forms

The Plant Classificaticn Scheme is based on the establishment of

the following hierarchical levels for structuring the plant: component,

system, system grouping.

a) component: it is a structure, or equipment, considered as an aggre-

gate of mechanical and/or electrical parts, constituting a well
identified element inside the plant. It has defined performance cha-
racteristics and can be removed and replaced within the plant. The
CEDB classification covers about 40 component families (TABLE I).

A piece-part reference list for each component family has been set up
to enable the failure reporter to single out the part(s) of the com~
ponent involved in a failure and to better characterize the ensuing
repair action (TABLE II). The identification of a component in the
bank is performed by specifying the following data: functional posi-
tion in the plant, system to which it pertains, engineering (e.g.
design) characteristics, operating characteristics (operating values
of the "numerical" engineering characteristics), environmental con-
ditions, mode of operation, maintenance type and schedule. Data col-~
lection forms are adopted by the CEDB (Figs. 2,3,4,5): the first

two forms, the Component Report Form and the Operation Report Form,
are filled in once, to characterize the component for which failure

data will be collected.

Text continued on p.

226.
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TABLE I : Component family reference classification list of the CEDB

ACTE Electromechanical Actuator
ACTH Rydraulic Actuator

ACTP Pneumatic Actuator

AMPL Amplifier

ANCT Annunciator Modul/Alarm
BATC Battery Charger

BATT Battery

BLOW Blower/Fan/Ventilator

BOIL Boiler

CKBR Circuit Breaker

CLTW Cooling Tower

CLUT Clutch

COMP Compressor

CPCT Capacitor

DLGE Diesel-Generator set

DRYE ALr, Gas Dryer/Dehumidifier
ELHE Electrical Heater

ELMO Electric Motor

ENGI Internal Combustion Engine
EXCH Heat Exchanger

FILT Filter

FUSE Fuse

GENE Electrical Generator

INCO Instrumentation-Controllers
INST Instrumentation-Field

INSU Insulator

MOPU Motor-Pump Unit

PIPE Piping/Fittaing

PUMP Pump

RECT Rectifier

RSTR Resistor

SAVA Safety/Relief Valve

STGE Steam Generator

SUPP Pipe-Support

SWIT Switchgear

SWIC Switch

TANK Accumulator/Tank

TRAN Transformer

TRSD Transducer

TUGE Turbine-Generator Set
TURB Turbane

VALV Valve (except safety valve)
WIRE Electrical Conductor, Wire, Cable

Source: CEDB Handbook
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TABLE II : Component famlly reference classification - component
family VALV: boundary definition and piece part list

Component family = VALV

Boundary definition:

Component boundary is identified by its interface with plant equipment,

that is:

- body ends, connecting the component to the installation of which the
valve is part.

Within the component boundary are included:

~ auxiliary devices, as far as they are dedicated to the'unit;

- protection and trip devices;

- instrumentation for the monitoring of the status of the component.

Outside the component boundary are:

- actuator;
~ support/control devices.

Piece-part list

1 Body

11 Diaphragme

13 Trunnion bearings (ball valves)/shaft bearings (butterfly)
130 Regulating/setting devices

14 Positioner

15 Spring

16 Instrumentation/monitors/recorders
17 Damper/shock absorber (check valve)
2 Bonnet

28 Body-bonnet connection

29 Body seat

3 Stuffing box

30 Disc/ball/plug/wedge

32 Pipe connection

33 Supports

4 Body trunnion (ball valves)/hinge pin {check valves)/shaft (butter-
fly valves)
8 Stem

78 Limit switch

81X Cooling system components (generxrall)
82X Protection devices {general)

822 Protection devices: sensing elements
90X Sealing (general)

90A Sealing: packing gland/stem

90B Sealing: body-bonnet

90C Sealing: pipe connection flange

90D Sealing: bellows/stem

999 Other

Source: CEDB Handbook
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Comment: Experience shows that differences in defining the boundary
of the component (i.e. of the material which can contribute to its
failure) are a major cause of variation in reliability parameters
given by the various sources.

The CEDB makes in general a distinction between motive eguipment
(valve-actuator, turbine, electric motor, etc,) and driven equipment
(valve~-body, pumps, electrical generator, etc.), i.e. it classifies
each of the above mentioned equipment items as components. In addition
it classifies a few composite items (motor-pump unit, turbine-generator
set, diesel-generator set).

Other banks monitor the aggregate (e.g. the GRS bank considers
aggregates such as "valve + reduction gear + electric motor" and

"booster pump + electric motor + over-geam + main pump").

b) system and system-grouping: a system is a set of mechanical, electric,

electronic components univocally identified by whether:

. it accomplishes a clearly defined function inside the plant,

. it accomplishes more than one function, but in different plant
operating modes (i.e. cold-shutdown, emergency, normal operation,
etc.).

A system grouping is a set of systems which are characterized by

common properties, such as:

. they can be framed in a more general lcgic furnction (e.g. the en-
gineering safety features),

. their functions are related to the accomplishment of plant-operating

services (e.g. reactor auxiliary systems).

A Reference System Classification for LWR Units has been set up /4/;
more than 180 systems, grouped into 13 system-groupings, have been
singled out. General guidelines to set up a reference plant classifi-
cation scheme are illustrated by /5/. The LWR classification has been

extended to cover also GCR/AGR and PHWR.

The Failure classification scheme adopts the following basic defi-

nitions:

a) Component failure: 1is defined as the termination or the degradation

of the ability of a component to perform a required function; it is

a component malfunction which requires some repair. A “functional"
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unavailability (i.e. a lack of performance because of,the absence
of a proper input or support function) or a shut-down of the compo-
nent due to conditions external to the process are not considered

as a failure.

b) Failure mode: it is the effect by which a component failure is ob-

served. Failure mode types are correlated with the component opera-

tion mode. The failure modes are subdivided into two general classes

(TABLE IV):

- "(not demanded) change of operating conditions (or state)" for com-
ponents asked to accomplish a function during a certain time;

- "demanded change of state not achieved, or not correctly achieved"

for components which are called to operate on demand.

A set of reliability parameters (failure rate or failure-on-demand pro-
bability, repair rate) corresponds to each relevant component failure
mode. The classification adopted by CEDB is presented in TABLE III.
Among the codes related to failure mode on demand, codes A, B, C and F
apply to components such as valves, breakers, actuators. Codes D, E

and F apply to rotating components such as pumps, electric motors,
diesel generators, etc. As far as the second class of failure modes is
conerned, "change of operating conditions (or state) not required",

two categories have been singled out, namely:

-~ degree of suddenness;

-~ degree of seriousness.

The first category describes whether the unavailability of the component
is contemporary to the detection of the failure or of the abnormality
or whether the unavailability of the component could be deferred. The
second category refers mainly to the mode of change of the component
function, i.e. to its level of degradation (no output, outside specifi-

cation) or to its peculiarity (operation without request, erratic output).
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TABLE III: Failure modes classified by CEDB

FAILURE MODE

On demand

A Wont'open

B Vont'close

C Neither opens nor closes/does not switch
D Fails to start

E Fails to stop

F Fails to reach design specification

On operation

suddenness
A Sudden failure
B Incipient failure
C Not defined

degree of seriousness

A No output

B QOutside specifications

C Operation without request

D Erratic output (false, oscillat.
instability, drift, etc.)




A failure-event is characterized by the failure mode, failure
cause, failure descriptors, failure detection, parts failed, plant
status at the time of failure, effect of failure on the system to
which the component pertains, on other systems/components, on plant
operation, corrective and administrative actions.

The repair action is mainly characterized by the repair time,
the unavailability time, the parts involved in the failure, the cor-
rective action taken (component replacement, overhaul, modification,
etc.). All the above-mentioned information items on a failure-event

are recorded by the data collector in a "Failure Report Form" (Fig. 4).

The component yearly operating time and number of cycles/demands
are recorded by the data collector in the Annual Operating Report Form

(Fig. 5) once a year.

2.2.5 Some improvements under study to meet PSA needs

In order to make the CEDB as suitable as possible for PSA, the

following areas are being investigated:

- enlarging the CEDB component classification, to make the CEDB able to
cover all the equipment important for PSA (e.g. to monitor also the
electric/electronic control equipment);

- better characterizing the actual function that some components, im-
portant for the safety, perform in the plant, by revising some engi-
neering/operating attributes (such as the component application);

- better characterizing the component unavailability due to maintenance,
by recording also the reactor status during the repair (as an addi-
ticnal failure attribute), the average test frequency adopted by the
operator and the observed average duration of the component unavail-
ability, if this is so, during the test with plant in operating con-
ditions (as two additional component operating attributes).

It could also be convenient to collect data on the preventive mainte-
nance (by the introduction of a "maintenance report form”), to answer
the requests of some Utilities interested in maintenance policy ana-
lysis and optimization. This would be less important for PSA, due to
the fact that preventive maintenance causing unavailability is mostly

performed in shut-down conditions.
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2.3 Data retrieval and processing

2.3.1 The CEDB, as all large computerized component event data banks,

allows, through 1ts enquiry procedure:

~ the selection of a set of specified components and of the relative
set of failures of a specified type;

- the statistical treatment of this set of failures (and of the asso-~
crated repairs);

~ the retrieval and the display of all information items stored in the
bank, such as the characteristics of a component and the report of

each failure 1t suffered.

2.3.2 TABLES IV, V and VI give lists of the component, operation,
failure attraibutes, with the indication for each attribute 1f it 1s
questionable or not, i.e. 1f a selection can be made or not on the
basis of this attribute. Through stepwise refinements made by the
"SELECTION" command, the user can select, for example, a set of valves,
installed in PWR's, pertaining to the "condensate and feedwater system",
globe-valve type, of a specified diameter range, operating at a cer-
tain temperature range; of all the failures which occurred to this set
of valves, the user car now select those corresponding to the failure
mode 1n operation-degree of suddenness "incipient". To this last set
of failures selected, the user can apply all the statastical applica-

tion programmes inserted in the on-line enquiry procedure.
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TABLE IV :

Attributes of the entity COMPONENT

ATTRIBUYE EXTENDED ATTR SUEST | TAB |CLASS| TYPE| INDEX
CLA CODES/STANDARD/SAFETY CLASS Y Y A 0
COMP-CODE REACTOR COMPONENT CODE Y A 0
CON-DA DATE OF CONTRUCTION Y ) ]
CYCLES ANNUAL PROGR. NUMBER OF CYCLES N N 0
EN-CH-CO0D ENGIN. CHARACTERISTIC Y ENG A 0
EN-CH-NU ENGIN. NUMERICAL PARAMETER Y ENG F 2
FIRST-CYCLES FIRST PROGR. CYCLES N N 0
FIRST-HOURS FIRST PROGR. NUM. OPER. HOURS N N 0
HOURS ANNUAL PROGR. OPERATING HOURS N N 0
1A~COD IAEA REACTOR CODE Y A 0
1D IDENTIFIER Y ENG A 0
NAN MAMUFACTURER CODE Y Y A 0
MODEL MANUFACTURER MODEL Y A 0
NA NATION Y Y A o
REA-PO REACTOR POWER RANGE Y Y A o
REA-TY REACTOR TYPE Y A 0
§C-DA DATE OF SCRAPPING Y D 0
SER-NUN MANUFACTURER SERTAL NUMBER Y A C
SE-DA IN SERVICE DATE Y 0 0
§Y ERDS BYSTEM Y Y A o]
YEAR-CYCLES YEAQ OF CYCLE PROGR. N N 0
YEAR- KOURS YEAR OF OPERATING HOURS N N 0
Y-8TAR STARTING YEAR Y N 0
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TABLE V

Attributes of the entity OPERATION

ATTRIBUTE EXTENDED ATTR QUEST| TAB| CLASS| TYPE| INDEX
AL ALTITUDE Y \ A0
cLI CLIMATE Y Y A0
CORRO CORROSION Y Y A 0O
H HUMIDITY Y Y A0
IND TYPE OF INDUSTRY Y Y a o
INS INSTALLATION Y Y A0
MAI MAINTENANCE TYPE Y Y A g
MODE MODE OF OPERATION Y Y A0
OP -CH~COD OPER. CHARACTERISTIC Y ENG A O
0P ~CH-NU OPER. NUMERICAL PARAMETER Y ENG F 2
OP-Da OPERATION DATE Y o 0
PR PRESSURE Y Y A0
RA RADIATION Y Y A 0
TE TEMPERATURE Y Y A 0
v VIBRATION Y Y A0
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. TABLE VI :

Attributes of the entity FAILURE

ATTRIBUTE EXTENDED ATTR QUEST! TAB| CLASS | TYPE| INDEX
AC-AD ADMINISTRATIVE ACTION TAKEN Y Y A 0
AC-CORRE CORRECTIVE ACTION TAKEN Y Y A 0
Cha CAUSE Y Y A 0
CYCLES CYCLES AT FAILURE OCCURRENCE N N 6]
DES DESCRIPTOR Y Y A 0
DET DETECTION Y Y A )
EF-0T EFFECT ON OTHER SYSTEMS Y Y A 0
EF-REA EFFECT ON REACTOR OPERATION Y Y A 0]
EF-SY EFFECT ON SYSTEM Y Y G} 8]
FA-DA FAILURE DATE Y 0 0
HOURS HOURS AT FAILURE OCCURRENCE N N o]
MODE-DER HMODE ON DEMAND Y Y A o
MODE-QOP-DEG MODE OPER. DEGREE Y Y A 0
MODE-CP-SU #0DE OPER. SUD. Y Y A o
PA PART-FAILED Y Y A 0
REA-STAT REACTOR STATUS Y Y A 0]
REL RELATER FAILURES Y A 0
REMARKS REMARKS N A 0
REPAIR-TIME REPAIR TIME Y N 0
RES START-UP RESTRICTIONS Y Y A o
U-DA DATE CF UNAVAILABILITY Y D a
UNAV-TINMNE UNAVATILABILITY TIME Y N o
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2.3.3 CEDB data processing methods and computer programmes

Through the CEDB interactive enguiry procedure, the analyst can
estimate reliability parameters for a specific component category in
which he is interested. The on-line statistical processing includes

at present:

a) Point and interval estimation (for complete and censored samples) of:

a.1) constant reliability parameters (time-independent failure rate
in operation, constant unavailahility on demand, time-indepen-

dent repair rate), by /6,7,8,9/:

. Bayesian parametric approach (with priors: beta, uniform,
log-uniform, log-normal, histogram);
. classical approach (maximum likelihood, confidence interval).
a.2) non-constant reliability parameters (time-dependent failure
rate in operation, time-dependent repair rate) by the Bayesian
non parametric approach (with prior identified by a sample of

times to failure or by a failure-time analytical distribution)

/10,11/,

b) Test of hypothesis on the law of failure and repair time distribution:

-~ exponential (for complete and censored samples);
- Weibull, log-normal and gamma distribution, increasing failure

rate, decreasing failure rate (only for complete samples).

Effective graphical tools can give on-line the representation of
an observed time-dependent failure rate; of the prior and the posterior
distributions (Bayesian parametric approach}); of the cumulative failure
distribution function F of the observed, the prior and the posterior
sample (Bayesian non-parametric approach), etc.

In refining a selected sample of failures for a statistical ana-
lysis, the analyst can retrieve and review each event to identify and
delete from the sample those failures which appear not to be independent.

As an example of off-line statistical processing tool, we mention
the recently implemented interface which allows the application of the
SAS statistical package, available at the JRC /12/, to the full set of

data related to a sample of components.
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3. CEDB use and data analysis

3.1 On-line inquiry for inference of reliability parameters

Some examples of data treatment by using a Bayesian parametric
approach (with the necessary assumption of constant failure rate or
constant unavailability on demand) and the Bayesian non-parametric
approach (in the case that the test of exponentiality of the failure
time distribution is rejected and, as a consequence, failure rate cannot
be assumed constant) are given in /13/. The CEDB, with the full package
of data processing programmes inserted in its on-line enquiry procedure,
is an effective and versatile tool for the safety analyst. Nevertheless,
on the basis of the experience gained in data treatment, we have verified
that the number of reported failures, characterized by a sudden and
complete loss of the function, is often very small, even when the size
of the sample observed is remarkable (TABLE VII). This is due, of course,
to the high reliability features of most of the categories of compo-
nents monitored. It is to be noted that, when the number of failures is
too small, the implemented test of exponentiality cannot be made and,
as a consequence, the Bayesian parametric approach (with the assumption
of constant reliability parameter) is the obligatory way to exploit
the stored information.

The application of the test of exponential distribution (when it
can be made) shows that a constant parameter can be assumed in a few
cases only /14/; nevertheless, we noted that when the sample refers to
complete failures of components performing the same function in similar
plants (i.e. components having similar design-related and application-
related attributes), the test of exponentiality is accepted with a

certain freguency.

3.2 CEDB - Reliability Data Book

Generic reliability data for pre-defined classes of components,
derived by a statistical processing of the contents of the CEDB, are
being collected in a Reliability Data Book (RDB) /14/. This book is
produced as an organized output of the bank and will be periodically

updated. It gives, for each item considered:
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TABLE VII Examples of CEDB on-line data treatment for the pumps of the Auxiliary Feedwater System of PWR's
(constant failure rate)
Saaple observed Prior (fail./h or Fail./d) Posterior (Fail./h or Fail./d)
. th
Coaponent/ Systea/ No ¢°?P s Nedian 95 Source Nedian 9ith
[function [failure mode Operating time/desands percentile percentile
No Failures/repairs
J2comp.s
[} -5 - - -
Elestric sotors/ of 9527 d 207 107 6.85 107 I 2,25 10 5.09 107
[drivers /faile to start
0 Fallures
10 camp.s
i 810 -3 -2 - -
Stess turblaes/ / 966 d 1.6 10 1.6 10 2 ‘.78 107" 1.95 107
/drivers [fails to start '
0 Failures
elo/ 10 comp.s
turbi -1 -5 - -4
Steaa turbines/ [fails to run 10475 h 4.7 10 4.3 10 2 2.56 107 1.68 10
[drivers .
once started 1 failure
Emergency feed 810/ 31 comp.s n -3 - -3
pusps [Fails to start 5079 d 210 1.9 10 2 4,53 10 1.06 10
e
{without drivers) 3 failures
Eaergency feed 810/ 31 comp.s , 5 . \
pusps /fails to run 26145 h 6.7 10 4.3 10 2 2.62 10 4.59 10
{without drivers) once started 8 failures
Esergency feed 18 comp.s .
Bi0 .t 1 h
pusps / 509 h (tot. rep. time) MITR = 12 h  SID = 13.6 h ain rep. tiue

{without drivers)

[all fail. modes

42 repairs (failures detected with reactor in operation)

rep. time 50 h

NOTES

B10 Auxiliary feed water systes

Source 1: 1EEE ST 500, 1977 pag. 204-205: prior assused as a lognormal function, "saxisun" awd"recomsended” values are used as the 95th
and the 50X percentiles, respectively, of the distributioen,
Source 2: OCONEE PRA, NSAG 60, Tune 1984, Vol, & pag. B.13: prior assused as a lognormal function.



- supporting qualitative and guantitative information on the item's
technical and operational characteristics and on the sample monitored
(sample size, total time of observation/number of demands, total
number of failures, etc.);

- for each of the relevant operation modes/failure modes, the mean
time between failure, the mean (number of) demands between failure,
the mean repair time and the relative standard deviations. In the
case that a constant failure rate model can be assumed (test of ex-
ponentiality accepted), the following additional information is
provided: an estimate of the failure rate in operation or on demand,

its standard deviation and the 90% symmetrical confidence interval.

Be merely consulting this book, the analyst, without accessing the
bank, can quickly obtain generic reliability data for the item he is
interested in, evaluate their credibility on the basis of the sample
size from which they have been derived, use them as priors for Bayesian

updating on the basis of plant-specific data, etc.

3.3 Analysis of linked multiple failure events (MFE's)

A study on linked MFE's (such as the CCF's), based on the esta-
blishment of a comprehensive classification scheme of these event-
types and on a search method performed through an extensive screening
of the data base, was carried out between 1983 and 1985 /15/. The pro-
posed general classification scheme is based on the combination of
these four possible linking factors: failure-cause, failure-mode,
temporal distribution of the linked failure-events, failed component(s)
involved. Through some practical application of the above-mentioned
search method, the authors have shown how component failure databases
can effectively be exploited for identifying potential hazardous
dependent failures and gain knowledge for improving design and re-
ducing operation errors and malpractices. This way of investigation

appears to be very promising and will be continued.

3.4 BApplication of multivariate analysis techniques

3.4.1 Theresultsof a first application of covariate analysis to a data
set of 543 gate valves, with the associated 156 failures, are reported

in /16/. All the failures are considered in the study, irrespective of

their failure mode (145 failures are classified as "incipient", 11 as

"sudden"). According to the results obtained, the failure rate related
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to this sample of valves, which had (nearly all) incipient failures
(i.e. failures with degraded performance of the function) is a constant
for the valves which operated in a given engineering system inside a
given plant unit; it changes its value from system to system (inside
the same plant unit) and from unit to unit. The plant unit dependency
could be due more to the presumable differences existing between the
criteria followed by the various data collectors for recording partial
failures (differences between the criteria adopted by the data collection
schemes, subjectivity in their interpretation) than to differences

in component performance. Nevertheless, ascertaining the importance of
the factor "manufacturer" and "maintenance policy” in determining

the component real performance remains the most crucial problem.

These results, demonstrative of the effectiveness of the methodolo-
gies used, ask for further investigation to verify all their signifi-

cance from the engineering point of view.

3.4,2 Multiple correspondence analysis is being performed on a data

set of 417 pumps, taking into account only their "sudden" (i.e. complete)
failures. This technique is applied for the first time for CEDB data
analysis and conclusive results are not yet available. We note that

some interesting discriminations are obtained in the graphical repre-
sentations of failure data coming from plants of different type (PWR,
BWR) or from plants pertaining to different countries. This line of in-

vestigation appears to be very promising.

4. Conclusions

Experience has shown that the CEDB structure is well suitable to
operate as a centralized bank (i.e. to receive data from national banks
through a computer-aided transcoding process) or to a direct collection
of data, in the CEDB format, in the NPP's. Due to the package of data
treatment programmes inserted in its enquiry procedure, it is an
effective tool for the user to infer good reliability parameters. The
line of investigation based on the application of multivariate analysis
techniques appears to be very promising for failure trend analysis,
failure root cause analysis, failure dependency on the component-attri-

butes, etc.
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A progressive increase in the future of the CEDB data base, to

be guaranteed by the joint effort of the European data collectors,

will

/1/

/2/

/3/

/4/
/5/

/6/

/1/

/8/

/9/

/10/

/11/

/12/
/13/

/14/

/15/

/16/

enable the user to more and more exploit its capabilities.
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EVALUATION OF RELIABILITY
DATA SOURCES IN CHINA

X.Y. CHEN

Research Institute of Nuclear Power Operation,
Ministry of Nuclear Industry,

Wuhan, China

Abstract

The paper first reviews the development of probabilistic
safety essessment in the last few years in China.We have done
the following work:

(1) Training and improving the personnel's capabilities of
performing PSA.

(2) Orgenizing activities forputting emphasis on the solving
PSA for Qinshan and Guangdoing NPPs.

(3) Working out the project for setting up the Reliability
Data Benk in Research Institute of Nuclear Power Operation.

Secondly, the paper introduces a plen on the development of
PSt in Research Institute of Nuclear Power Operation in the
near future. The plan includes:

(1) Investigating and translating the information from abroad
50 as to trein personnel's capabilities continuously.

(2) Importing part of the applied analysis procedure and
putting into computer M-240D.

(3) Sending some people to Qinshan NPP to attend the commission-
ing there for collecting operating data.

(b; Setting up the Reliability Data Bank.
(5) Developing the analysis model and multifunction computer
code and improving PSA methodology.

The paper finally expresses our hope to co-operation and
exchange experiences with other countries in the field of PSA
technology.

A. Review

Since TMI incident of NPP in 1979 in U.S.A,nuclear safety
measures have been widely enhanced in the countries all over
the world.The organizations which are specially engaged in
nuclear safety research have been set up one after another
and a lot of effective work has been done.

As is widelyknown,China i1s a developing country.Nuclear
power development in China has just started.A 300 megawatt
-electric (MWedNuclear Power Plant at Qinshan in Zhejiang
province and two 900MWe PWR units at Daya Bay in Guangdong
province are being constructed.In order to meet the require-
ments of national economic development our government also

contemplates to construct two 600-MWe PWR units at the same
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site in Qinshan after the first phase of construction.This
project will be completed and put into commercial operation
soon after 1993.China has devoted much attention to the nuclear
safety.In 1986, The Ministry of Nuclear Industry decided to
found a Research Institute of Nuclear Power Operation at Wuhan
city in Hubei province as a direct technical supporting
unit of NPPs.The Institute sets up 6 divisions as follows:

The division of operation management of NPPs;

The center of operating personnel training of NPPs;

The center of quanlity assurance of NPPs;

The center of in-service inspection;

The division of NPP’s components research and design;

The division of information material.

There are 300 members of nuclear engineering experts

covering wide fields pf expertise 1n lhis Institute. About

150 members are specialists possessing nuclear engineering
experiences over ten years.The first engineering stage of

the Institute’s elementary construction was completed in 1985.
Now,It is proceeding to the second engineering stage.After

the second phase is completed,the Institute will be a technical
supporting unit with wide technical service.

Because the city of Wuhan is located in the center of our
country,it has developed water,land and air transportation.
This is advantageous to makeing the Institute become a
nationwide center of technical service and information
communication.

The probabilistic safety analysis (PSA) is now increasingly
applied to design,licensing and operation of NPPs.It is an
important part of NPP’s operation research.In order to elaborate
using PSA for finding out where the weak points lie and ‘
searching for their possible improvement in design and operation
as early as possible, from 1983 Ministry of Nuclear Industry
set about organizing some people to translate and publish
U.S.NRC publications NUREG-2300,and through these activities
to train personnel’s capabilities.National Nuclear Safety
Administration and Ministry of Nuclear Industry organized
together two expert teams to solve PSA issues for Qinshan
NPP and Guangdong NPP.These activities have been supported

by international experts.The agreement between MNI and GRS,
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Federal Republic of Germany,for PSA of Qinshan Plant wWill

be completed in two years.Now PSA level one is near completion,
and the PSA of Guangdong Plant has participated in the ITAEA’s
inter-regional project of PSA,having got the great concern
from the division of Nuclear Safety Reliability and Risk
Assessment, IAEA.

Nowadays,In our country Some units like Ministry of
Electronic Industry and Ministry of Aviation and Spaceflight
Industry have established the research center of complete
system reliability.All important universities also have
estabilished PSA research courses.All these will give Nuclear
Industry an advantageous technical support.

MNI Authority has made a project which plans to Set up
a big reliability data bank of NPPs at Research Institute
of Nuclear Power Operation in Wuhan in order to develop PSA
more effectively,and it will be gradually expanded to be a
center of nationwide information commumication for Nuclear
Powner.

B. Plans in the near future

The division of NPP’s operations management which is a
subordinate unit of RINPO (Research Institute of Nuclear Power
Operation) undertakes the PSA research tasks.Now,there are
3?7 members in this division.21 members are engineers with
experiences over ten years in the fields of reactor physics,
thermalhydraulics,loops, electrotechnics,control,radiation
protection,computer software and hardware etc.Among them there
are ten senior engineers.Now,We are putting apropriate persons
into the field of PSA research and also the team will be
expanded increacingly.

For creating reliability data bank,the division organized
people to make overall investigations in the hardware area
and get prepared to construct.For example,To select computer
Model and interface component for data bank and communication
network;and large engineering simulator for data analysis.A
consultant meeting of internal experts Was held in 1987.Chinese
government will allocate funds for purchasing computer and
manufacturing components.The data bank is required to start
collecting and storing operating experience data before the

first chinese Nuciear Power Plant is put into operation.
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In the software area, The main task is training personnel
capability for data collecting, analysis and retrieval in
next two years. The scope of research Will be expanded and
deepened step by step.

The plan is as follows:
1. Training personnel capability

By means of holding seminarsinviting specialiststo come
to give lectures,investigating and translating information
materials from abroad,the division makes researchers recognize
and know well the status of NPP system reliability research,
its developing trend,research direction and method.

Two terms of seminar were organized in 1987.The lecturers
were Professors of Jiao Tong University.Meanwhile.according
to the investigation,a part of information materialsabout
National Centre of systems reliability in England were
translated into chinese.
2. Creating co-operative relationship

A long term co-operative relationship between the division
and Jiao-Tong University,Shanghai has been established.The
University send teachers to help the division to introduce
computer programs about fault tree analysis and put it into
computer M-240D which is located in the computer center nearby.

First of all we completed 3 programs which are program
PREP for qualitative evaluations,program FTAP for quantitative
evaluations and program KITT for maintainable system reliability
analysis.Then,both sides will join together to prepare a
sythetic fault tree analysis program which will possess
functions of “Sample” and “Importance” and also include functions
of the 3 programs above.
3. going to in-situ

The division will organize its members to go to in-situ
and to attend commissioning of Qinshan NPP.It will make its
members grasp the regularity of collecting engineering
operation data and solve to found specific field data
collection compaigns.Based on this,construction of communication
network will be completed.
4. «creating reliability data bank

The plans to establish engineering data bank will cover

about 30 systems, 4000 to 5000 components.It must start
collecting,storing and retrieving data before the first chinese
NPP is put into operation.
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5. setting up and developing analysis model.

On the basis of the PRA level one we trend to develop
the PRA level 2 or 3,
6. setting up the specialist network.

to found the specialist network for evalvation of
reliability in PWR design,operation and maintenance.
7. developing new computer programs.

to develop multifunction computer analysis program and
new calculation method programs,the latter including those
due to uncertainty effect assessment,human reliability factors
and common cause failure effect.
C. Conclusion

Before the first Chinese Nuclear Power Plant is put into
operation, there is a precious term.During this time we must
learn and apply as many experiences (both positive and negative)
as possible from advanced countries to avoid unnecessary
repetition and never follow roundabout wWway.So,We hope to
establish the co-operation relationship and exchange experiences
with other countries all over the world in the PSA technical
research field.

The openions are as follows:
1> MWe sincerely hope foreign experts would come to China,to
glve lectures,exchange experiences and train personnel cap-
ability.We also hope IAEA would give us more help in this
field.
2> UWe would like to take part in international co-operation
to tackle key problems in PSA methodologies improvement and
new calculation program development.
3> MWe wWelcome foreign experts to China to consult and direct

us In creating reliability data bank including hard-ware and
software.

4> We would suggest and support a Co-ordinated Agency’s

Research Programme on reliability data bank organized by
IT'AEA,and will participate actively.
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DATBASE: A COMPUTER CODE FOR THE HANDLING
OF RELIABILITY DATA SOURCES IN PSA STUDIES

F.J. SOUTO, R.A. CANO
Comisién Nacional de Seguridad Nuclear y Salvaguardias,
Mexico City, Mexico

Abstract

DATBASE 1= a computer code to obtain component unavailability
from generic or specific failure rate data sources and to generate
the proper numerical input data to be usec in the following
fault—tree analysis computer codes: FTAF ( Fault Tree Analys:is
Program ), SETS ( GSet Equation Transformation System ) and
TREE - MASTER. 1he code 1ncludes an  option to modify the
unavailabaility of basicr events i1n the fault tree of a system which
makes it a complementary tool in sensitivaty studies. Also it can
be applied to the screening of events ain  common cause failure
analysis. The code was developed for an  IBM-PC or compatible
microcomputer using dBASE 111 plus.

I. INTRODUCTION

One of the objyectives of the PSA group in the Comision

Nacional de Seguridad Nuclear y Salvaguardias ( CNSNS ) - the
Mexican Nuclear Regulatory Body - 1s the development, validation
and application of risk analysas methodologies and thear

corresponding computer codes. At present these technics are used
for the Laguna Verde Nuclear Power Station AC Blackout Assessment.

Within the scope of this assessment - and due to the fact
that a key element in the estimatior of a system s reliability is
the availability of appropriate tfailure rates for the components
which make wp the system [1] - 1t was recognhized the need to
develop a ctomputer program to handle failure data and to compute
component unavailabalaty for application in  quantitative fault
tree analysis.

The "DATBASE" computer code i1s the result of fulfillimg the
above need. The main features of the code are the following:

1. DATBASE includes a failure rate data base that incorporates
updated information from various sources.

2. The code uses a set of equations that describes the
stochastic failure behavior of +the various components in a
time dependent model.

A program 15 ancluded that wuses the above eguations to
calculate the unavailabalaty for specific components or
events i1n terms of the failure rate in the data base and the
particular conditions assumed for the event in question.

L

4, It prepares the proper numerical input data for the FTAP {21
SETS [3] anmnd TREE-MASTER [4] fault tree analysis computer
codes.
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5. Allows the user the screening of events with the same
predetermined location in the plant or the screening of tbhose
events with unavailability greater or egual to some selected
value.

6. DATBASE 1s programed in gBASE II1 Plus [3] amd 1t 15 compiled
for te use i1n an IBM-PC or compatible microcomputer.

In Section 11 of this work we present the basic eguatiors
used in the program and their particular application to differenrt
types of components. Section 111 descraibes the failure rate data
base used in  the code, whereas Section IV presents the DATBASE
program structure. Finally 1 Section V  we suggest further
applications for the DATBASE computer code.

11. BASIC EQUATIONS

We shall assume that a component canm be in orme ard only one
of two possable states: available or unavailable - which we will
derote by O and 1l respectively -, and that such a component carn go
randomly from one state to the other. Then the eguations that
gescribe this random behavior are

dPO(t)
—_— =
IE A(t)PO(t) u(t)Pl(t) (1)

anc

dPl(t)

—at - u(t)Pl(t) = A(t)Po(t) (2)
where
P_(t) = Probabailaty that the component i1s in state O
0 at time t,
P_(t) = Probabailaty that the component i1s in state 1
1 at time t,
A (B = Probability per unit time that the component goes

from state O to state 1 at the time instant t,

(L) = Probability per unait time that the component goes

from state 1 to state O at the time instant t.

Equations (1) and (2) can be solved for Po(t) and Plit\.
namely

_ A -(x+u) t u
Po(t) = 555 @ t v )
and
_ ) -t
Pi(t) = 3 [ 27 ] (4)

where we have assumed A(t) and u(t) constants and P0(0)=1.
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For periodically tested standbv components, which constitute
most of the Emergency Core Cooling Systems (ECCS), there are at
least four kands of contributions to the component unavailabilaty,
namely [6]3: hardware failures, unavailability due to test,
unavailability due to unscheduled repair and unavailabality due to
scheduled maintemnance. In PSA applications it s common practaice to
include these four comtributions as four different events in the
system s fault tree [&]. The unavailabalities due to scheduled
E:]_E]St (Q‘I'ES'I) and maintenance (%IN) are not random and are given by

_ T -
Qrgsr = T, and Qe = folm

where T 1S the average test duration, Ts i1 the time interval
between tests, fm 15 the scheduled maintenance frequency, and Tm
the time of the scheduled maintemnance action.

The average unavailability due to hardware Tfailures for a
periodically tested standby components (GAV) 1s deraved from
equation (4) and 1s gaven by

Q. (T )t [1-e As'rs] (5)
AV s T -

with )\s denoting the standby failure rate.

For untested standby components the average unavailabilaity
can be obtained from expression (3) by replacing T by TP where
the latter stands for the fault exposure time {1].

The average steady state unavailabilaty (Dm) for
continuously monitored standby components 1s deraved from (4) as
AT
Q = ._ﬂ_ (6)
CONT 1+ T
s”S
where TR = 3‘- 1 the mean time to repaar
H
In the case of nonrepailrable online components the
unavailability, according to equation (4), is
-2 ,T
_ 0'M
Qup(Ty) = 1-e (7

with and TM the operating failure rate and the mission taime
r‘especglvel .

For online repairable components the average steady state
unavailabilaty (GOPR ) 1s obtained from equation (&) by replacing

)‘S by )\0 .

249



I11. FAILURE RATE DATA BASE

DATBASE can obtain component unavailability either from
specafic or generic data bases. However, presently we don t have
readly available specific data and therefore we have installed
generic or baseline data in the code. Although various data
sources were used for the development of the DATBASE failure rate
data base, the NUREG/CR-2B19 data base [1] was selected as
baseline spurce. When some data was not available an this
reference, 1t was selected from specific PSA studies [7-81, or
from references [9], {6] or {107 respectively. Our data base
contains the information distributed in nine arrays: CODE,
COMPONENT, FAILURE MODE, MIN, MEAN, MAX, DISTRIBUTION, REFERENCE
and REMARKS.

IV. DATBASE PROGRAM STRUCTURE

The program structure and the ainteraction of files are
schematically described in figs. 1 and 2 respectively. DATBASE
requires a data base (file DATBASE.dbf) which 1includes the
information contained in the fields: CODE, COMPONENT, FAIL—-MODE,
MIN, MEAN, MAX, DIST, REFERENCE and REMARKS. Also an alphabetic
index file (DATBASE.ntx) 1is generated from the field CODE of
DATBASE.dbf. The program also uses a master file (BASEOUT.dbf)
which contains the arrays: CCODE, LABEL, TYPE, TIME, LOCATION,
COMPONENT, FAIL-MODE, MEAN and UNAVAILABILITY.

The program creates another dBASE file (SYSTEMDT.dbf) copying
the structure given in BASEOCOUT.dbf . This new file contains the
whole anformation about the basic events of the system's fault
tree to be analyzed, 1.e. the event code (field CODE), tbe label
given for the event in the system's fault tree (field LABEL), the
affected componernt and its location (fields COMPONENT, FAIL-MUDE
and LOCATION), the corresponding failure rate (field MEAN) and the
information needed to calculate the unavailability (field Q) from
the component type (field TYPE) and the required mission time or
time between tests (field TIME).

The name of the systems fault tree to be analyzed, togetrer
with the information corresponding to the faelds: LABEL, CODE,
TIME, TYPE and LOCATION are supplied an an interactaive way by the
user. The remaining 1nformation 1s obtained from the data base anc
the program own calculations.

Following the input of all the compomnent data, the program
proceeds to calculate the unavailability for each event. DATBASE
uses the appropriste equation according to the type of component,
i.e. 1f 1t 1s a periodically tested standby component, an untested
standby component, a continuously monitored standby component. a
nonrepairable online compomnent or a repairable online component.
Also i1t i1s possible to handle the failure pprobability on demand
as basic information instead of the failure rate.

The suitable failure rate 1s obtained from the data base for

each event. The component name and its failure mode are also
obtained from the data base.
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FIG.1. DATBASE program structure

DATBASE gives four different format outputs for the computed
results. The first output option praints a1l the numerical values
generated by the program for the basic events pof the system s
fault tree. The remaining three output options correspond to the
proper data anput files for the FTAP, SETS and TREE-MASTER fault
tree analysis computer codes.

V. DATBASE FURTHER APPLICATIONS

DATBASE was designed to provide support in  screening
components or events both for sensitivity and common cause failure
preliminary analysis. This type of analyses can be done by
searching all the events that have some feature or characteristiac
in common. In particular, our present interest 1s in components
within the same location at the nuclear power station, wath
unavailabalities greater or egual to some specified value and
further waith the same failure mode.
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FIG.2 DATBASE interaction of files.

Since specific data 31s not available at present for the
Laguna Verde Nuclear Power Plant, 1t was decided to incorporate
generic data failure rate data base for the program. In
addition, in the comming future the program waill be adpated to

update the gemneric failure rate data with site specific data. To
achieve this objective the theorem of Bayes will be used to derave
plant specafic distributions for the failure rate of components
out of the generic data bank distributions used as prior
distributions. Then the resulting posterior dastributions can be
used as updated ainputs an plant specific reliability or rask

analysais [11].
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METHODS FOR COMBINING PLANT SPECIFIC OPERATING
EXPERIENCE DATA WITH DATA FROM OTHER NUCLEAR
POWER PLANTS IN PRA/PSA STUDIES

E. LEHTINEN, U. PULKKINEN, K. KUHAKOSKI
Electrical Engineering Laboratory,

Technical Research Centre of Finland,

Espoo, Finland

Abstract

Based on the operational achievements measured by the availability
performances, scram frequencies and other performance indicators the
nuclear power plants can be regarded to form quite an inhomogeneous
population also with respect to their performances. The studies have
shown that i.e. the availability performances achieved by the nuclear
power plants are correlated with several factors: the unit design and
vintage, the degree of standardisation, the equipment suppliers, the
competence and co-operation of all the nuclear energy parties in the site
country, etc.

The heterogenity of nuclear power plants with respect to the plant type
and main characteristics, on the one hand, and the differences between
the operational achievements, on the other hand, result in estimation
problems when we are evaluating for exampie failure rates and initial
event frequencies for plant specific PRA/PSA studies. These estimation
problems are usually solved by using empirical or subjective Bayesian
methods.

The empirical Bayesian method utilizes the prior distribution based on
the operating experiences from a population of some nuclear power plants
and the plant specific evidence. In the subjective Bayesian method the
operating experiences from other plants are weighted in some subjective
way and after that combined with the plant specific evidence.

In this paper both the empirical and subjective Bayesian methods are
described and compared. In the subjective Bayesian method the rules for
selecting weights are discussed. The weighting criteria can be based on
some characteristics of the nuclear power plants or on some factors
contributed to the plant performances.

The use of subjective weights makes it possible to utilize the largest
evidence, but it also has an impact on the uncertainty of the estimates.
These uncertainties are also considered in the paper.

Finally the characteristics of the different methods are illustrated with
some examples of practical nature.

1. INTRODUCTION
In PRA/PSA studies, when we are estimating component failure rates and initiating
event frequencies, the lack of relevant and sufficient data is a problem which is

often encountered. Earlier, in particular, the problem must have been solved by
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generating purely subjective estimates or subjective probability distributions,
based e.g. on "engineering judgements”, for unknown parameters.

Nowadays there are several reliability data sources available. The power plant

utilities, suppliers and the international organizations collect operating
experiences from the nuclear and conventional power plants.

The Bayesian method is a statistical estimation method used frequently in PRA/PSA
studies when there is no or very little plant specific operating experience
available. If the quantity of interest is a failure rate A the Bayesian theorem
can be written

FIML(E/N)
f(A/E) = , (1)
J FOOL(E/N)dr
0
where A = failure rate
E = gvidence data
f(A/E) = the probability density function of A given evidence E
(posterior distribution)
f(A}) = the probability density function "prior" to having evidence E
{(prior distribution)
L(E/N) = the 1ikelihood function or the probability distribution of the

evidence E for a given value of \.

A plant specific estimate for the component failure rate to be used in the PRA/PSA
study is obtained from the posterior distribution which thus is dependent both on
the "prior information" and the "evidence" according to the equation (1).

Although the Bayesian approach is well-established in reliability and PRA/PSA
studies, it seems that no unique procedure exists for how to choose, interprete
and treat the "prior information", the "evidence" and the plant specific data for
obtaining of a proper estimate of a component failure rate, for example. It has
been stated in the PRA procedures guide /1/: "The prior information reflects the
analyst’s degree of belief about the parameter before the evidence; the posterior
represents the degree of belief after incorporating the evidence." We have seen
two ways to use the available plant specific data: one analyst does, another does
not include the available plant specific data to the prior information with the
other corresponding data obtained from the other plants. In addition and in
particular, because some other data than/with the potential plant specific data
are used for the plant specific estimation of the component failure rate, for
example, some analysts are sceptically inclined towards the Bayesian approach and
consider it too a non-objective statistical principle.
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In this paper we shall not concentrate on any problems relating to the validities
of the "objective" and "subjective" statistical estimation principles.
Nevertheless, we shall discuss two methods for combination of component
performance data from other nuclear power plants, including the plant under the

PRA/PSA study. Both the methods considered are based on the Bayesian approach.

2. PROBLEM

The heterogeneity of the nuclear power plants with respect to the main
characteristics of the plants, on the one hand, and also to the differences
between the operational performances, on the other hand, results in an estimation
problem: how relevant or useable are the available reliability data from different
sources or the operating performance data from other plants when we are
evaluating, for example, plant specific failure rates of components for PRA/PSA
studies. Although the components and the plants are quite identical with respect
to their engineering characteristics, there can be some plant operation and
maintenance related factors, which correlate with the performances of the plants
and their components. (Of course, it can not be expected the performance data of
different valves, for example, or of plants operated in different "environments"
do not differ from each other statistically.)

In this paper we shall present two techniques how to apply the Bayesian theorem
(1). In the first case a sample of the performance data from other nuclear power
plants are used for the estimation of the prior distribution of the component
failure rates while in the second case those data are used as the evidence data in

the 1ikelihood function, and the relevance of the used evidence data is evaluated.

3. METHODS
3.1 Empirical Bayesian method
3.1.1 Likelihood function

The most common forms of 1ikelihood functions encountered in the Bayesian
reliability estimation problems are the Poisson and binomial distributions. When
the evidence data are given by the number of failures k over an operating time T,
e.g. to estimate the failure rate, the likelihood function is given by a Poisson
distribution

k
(AT)
e XT. {2)

L(E/N) =
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3.1.2 Gamma prior distribution

In Bayesian method applications, the so-called “"conjugate priors" have often been
used as a distribution representing the prior information. Probably one reason for
the choice of conjugate priors is that the posterior distribution can be obtained
analytically with such priors. In particular, when the available empirical data
base is minor, as it is in many cases of practice, any approximative discrete
function, instead of a continuous prior distribution, is not feasible to be
formed, but a continuous prior distribution is to be chosen. In this case there is
no preferred prior distribution, and the choice of the prior distribution type is
subjective and can be based on a computational convenience. Moreover, according to
the PRA guide /1/, "since noninformative priors contain no generic information, it
may be preferable to avoid their use when even minimal generic prior data are
avajlable." ("Noninformative" prior distributions are a class of priors that
loosely minimize the relative importance of the prior, compared with the data, in
generating a posterior estimate; the reliability data given by the reliability
data banks, handbooks, etc., are usually regarded as “generic" data.)

We assume that we have obtained from several nuclear power plants the operating
histories of N components deemed to correspond to that being analysed. The
operating histories are given as the failure number ki and operating time Ti of
each component in the form:

E[1,2,...,N] = [{ky, T1), (kz, T2),..., (i, T} (3)

The operating history of the specific plant being analysed is given respectively
by £/0] = {(ko, To)}.

The classical maximum l1ikelihood estimator for the failure rate Ki is
xi = ki/Ti’ i=0,..., N. We choose the gamma prior distribution which is the
natural conjugate distribution to the Poisson likelihood (2). Then, if the failure

rate A is assumed to have a gamma distribution for its prior,

a

B

a-1 -Br
2] AoTe T, a0, (4)

g{n;a,B) =

and if the likelihood function is the Poisson distribution (2), the posterior
distribution can be expressed in closed form also as a gamma distribution:

g{r;a + k, B + T). The positive shape parameter « can be interpreted as the prior
number of failures in B prior total operating time.
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The task is to estimate the parameters o and 8 of the gamma prior distribution (4)
from the available sample E(1,2,...,N). There are several approaches to this
estimation task. A "two-stage" Bayesian procedure is represented in the PRA

procedures guide.

Two basic statistical estimation methods, among the others, can be used to
estimate o« and f: the method of matching moments and the marginal maximum
likelihood method, which are described by Martz and Waller /2/, for example, and
programmed in the Technical Research Centre of Finland /3/.

After the parameter estimation the posterior mean, median, variance and
100(1 - y)% symmetric probability interval are given by the formulas /1/

Posterior mean: (a + kg)/(B + Tp)
2
Posterior median: y vol2a + 2kg)/(28 + 2Tg)
) 2
Posterior variance: (a0 + kg)/(B + Tp)

Posterior 100(1 - y)% symmetric probability interval:

2 2
[XY/Q(Z(I + ZkQ)/(ZB + ZTO); Xl_Y/z(Za + Zko)/(Zﬁ + ZTQ)]
(The respective characteristics of the gamma prior distribution (4) are obtained

from the above formulas by setting kg = 0 and Ty = 0.)

3.2 Subjective methods for combining data sources

The phrase "subjective method" is here used to emphasize that the estimates or the
distributions obtained by using such a method are not totally based on statistical
observations. The observations are often interpreted in various ways which are
always effected by some analyst dependent factors. These factors originate from
the experience which the analyst has gathered; they may be based on statistical or
empirical observations but they cannot be formulated for example as likelihood

functions or as other similar concepts.

As opposite to "subjective methods" it is possible to speak about "objective
methods" which include the empirical Bayesian statistics and classical statistical
techniques. The objectivity of these methods can, however, be questioned because
of the enormous number of possible interpretations of the raw data material. The
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objectivity of the "objective methods" cannot be increased by forgetting these
uncertainties.

3.2.1 A" mixture method"

In the PRA-procedures guide /1/ a method referred to as the "mixture method" is
discussed. It involves fitting a suitable prior to each generic source and then
combining the individual prior distributions fi(k) by forming a mixture,

N
f(A) =1_le].f1.()\), 0 < w, < 1’1‘

1wi =1, (5)

o~z

where N is the number of sources.

If the mixture (5) is used as a prior distribution, the corresponding posterior
distribution will also be a mixture of the individual posterior distributions,
namely

It~ 2=

f(A/E) = w%fi(X/E), (6)

i=1

where the new (updated) weights are

fi(x)L(E/k)dx

» 1 =1,...,N. (7)

O 8}|O— 38

fi(h)L(E/k)dx

According to the PRA-procedures quide /1/ several methods are suggested tor
determining the weights w;3 no method is, however, presented in the PRA-procedures
guide /1/.

3.2.2 A subjective Bayesian method for combining evidences

Another method for combining several evidences has been proposed by Pulkkinen et
al /4/. Basicly the same ideas have been appiied be Mosleh and Siu in estimation
of common cause failure probabilities /5/. Both approaches utilize the possibility
to define a subjective probability distribution in the space of all relevant
evidences.
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Again, it is assumed that there are N independent data sources or evidences the

jth evidence being of the form E (k failures in time T1). Further, it is

.th

assumed that the relevance (or useab111ty) of the i evidence to be used as

evidence for the case being analysed can be interpreted in a probabilistic way:
P(Ei is relevant) = W 0 < wy < 1, i =1,...,N. (8)

The evidence EO is from the specific case under analysis and it is perfectly
relevant

P(EO is relevant) = wy = 1. (9)
The probability that the only relevant evidence is E0 is
N
e, = 1 (1-w.), (10)
L) i

And the probability that all evidences are relevant is
N
€ = I w,. (1)

Between these extreme cases there are numerous combinations of evidences for each

N'l, can easily be evaluated. If the

of which the probabilities €5 i=2,...,2
evidences E, 1eC where C is some subset of the set {1,2,...,N}, are relevant
we have the ev1dence E

* *
E.: kj = k. + Y ki o Ty = + ) T, (12)

0 1EC O 1£C

The probability of having this evidence is

e, = T w.,» T (l-w.). {13)
J 1acj‘ irC; !

If the prior distribution for A is f{A) then the posterior corresponding the
evidence E is f(x/E ) and we have this posterior with probability €5 The "final
posterior' is the m1xture of the posteriors f(x/E )

I 100

() =

*
prSt ; Ejf(K/Ej). (14)

1
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and the posterior mean and second moment are

N
2 *
Epost(x) = jzl ejE(x/Ej) (15)
and
N
2 o= b ME(A/E )
post A} o= j—z.:l ej }\/Ej , (16)

where E(+) and MZ(-) are notations for the mean and the second moment,
respectively. The posterior variance is expressed in terms of the mean and the
second moment

02 () = ME o0 -[E. (V] (17)

post post post
If we use the approximately noninformative gamma prior, i.e.

fF(A)~ x'l/z, (18)

we obtain the posteriors

*
L ketlj2 .
N (1.) 9 k.-1/2 -AT,
FOME ) = —3 Y e V. (19)
J F(kj+1/2)

The "final posterior" is obtained by using equation (14).

The most essential feature of the above method is the interpretation of the
evidence weights w; as subjective probabilities. This makes it possib]e*to combine
the distinct evidences Ei,i=1,...,N, to form the "extended evidences" Ej’
j=1,...,2N. This interpretation also makes it possible to obtain the probabilities

of the extended evidences.

The probabilistic interpretation of the weights W, is not the only possibility.
However, if w;s are subjective probabilities there is no difficulty of conceptual
or technical nature to include the obtained posteriors to the whole of the
PRA/PSA. When other interpreations (for instance fuzzy sets or membership
functions) are preferred many difficulties are immediately encountered.
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The first problem is connected with the combination of evidences and the
determination of the weights of the extended evidences. Other problems inciude the
difficulties to include and interprete nonprobabilistic concepts in the PRA/PSA
which is based on the notion of probability.

The wss describe the probability of the evidence Ei being usable or relevant to be
used as data e.g. for the failure rate estimation of the plant under analysis. As
subjective probabilities wys can be, in principle, determined rather arbitrarily
to describe the analysts degree of belief about the relevance of the evidence Ei'

The relevance of the ith evidence can be decomposed to some factors. Assume that
one is interested, for instance, to use the occurences of some initiating
transients at some nuclear power plants as the background data for the estimation
the initiating event frequency for ones own plant. The weights wg describe, in a
sense, the similarity between the plants and own plant. This similarity is partly
the similarity between the plant designs and partly the similarity between the
plant operational characteristics or principles. The design similarities can
further decomposed to similarities between the plant sizes, plant vintages and
plant suppliers etc. The operational characteristics may be decomposed to factors
depending on the utility using the plant, the infrastructure of the site country
and the authority in the site country. The figure 1 describes the above hierarchy
of similarities.

RELEVANCE OF DATA

DESIGN OPERATIONAL
CHARACTERISTICS CHARACTERISTICS

l . | [

SIZE ‘V[NTAGE MAIN SUPPLIER{ JUTILITY| JINFRASTRUCTURE OF NATIONAL

v /\ SITE COUNTRY AUTHORITY
X\\\\ ////\ ,/;7
MAINTENANCE || OPERATION
ORGANIZATION| |JORGANIZATION

~
PLANTZ} PLANT3 ‘PLANT4 PLANTO

Figure 1. The hierarchy of similarities.

PLANT1
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The index of similarity of the plants (i.e. wi) can be obtained, for example, by
using the analytic hierarchy process (AHP) /6/. In AHP the factors in some
hierarchy level are compared in pairwise way with respect to the goal at the next
higher level. The comparisons are continued until the lowest level and then the
global weights of the factors at the lowest level (i.e. the evidences Ei) with
respect to the highest goal (i.e. the relevance of the evidence) are evaluated.
These weights can be scaled to be used as probabilities W -

The AHP is originally intented for comparison of alternative decisions in the
situations there the decision criteria are conflictive. It can also be used to
compare the probabilities of some events /7/. There are several computer codes for
performing AHP-analyses, in this context we have used the code EC /8/.

Another possibility to obtain the weights is the use of the multiattribute utility
decomposition /9/ which is equivalent to the AHP if some suitable weights are

used.

4 APPLICATION OF METHODS

In the following both the empirical Bayesian methods, represented in the chapter
3.1, and the subjective Bayesian method, represented in the chapter 3.2, are
demonstrated with the aid of a data set of practical nature. the operating
histories of the components corresponding to that under study have been collected
from four nuclear power plants, Plantl, Plant2, Plant3 and Plant4 for the PSA
study of the specific plant, Plant0. The task is to estimate the failure rate of
this component by using the above methods.

The number of the failures, ki’ during the accumulated operating times, Ti’ of the
components at each plant until today are presented in the table 1. In addition,
some general information about each plant is given in the table 1. this
information is used for the evaluation of the relevance of the evidence data from
the nuclear power plants.

The plants are of the same basic type. However, the plant vintages as well as the
capacities vary from one plant to another. Furthermore, the suppliers of the
reactors and other components are different and the plants are not situated in the

same country.
The availability performance studies of nuclear power plants /10/ have indicated

that some factors related to design characteristics as well as to the competence
and co-operation of the nuclear energy parties {the power utility with its
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Table 1. The operating histories of the components with some general plant
information and the relevance probabilities

Plant |Size|Comm. [Main Site Power |[Evidence Relevance
(MW) foper. |supplier|countryfutility probability
k T w
Plantl | 500{10/71 A a I 22| 99400 0.407
Plant2 { 520 1/74 A a 1 41 91700 0.412
Plant3 [1300] 7/84 B b 11 21 31800 0.332
Plantd | 750} 7/80 C c 111 41 53400 0.505
Plant0 | 7501 5/85 A d v 0] 14000 1.000

operational and maintenance staff, the national nuclear authority, the research
institutes, the component suppliers, etc.) in the site country contribute to the
availability performances of the nuclear power plants.

We have taken these results into account in assessment of the weights for the
factors which we have assumed to characterize the relevance of the evidence data
from the plants. We have collected the factors effecting on the evidence relevance
into the hierarchy given in the figure 1. Then we have done subjective pairwise
comparisons between the factors at each hierarchy level with respect to the goal
at the next higher level and obtained the global evidence weights of the plants
0-4 using the AHP procedure with the computer code EC /8/. The obtained weights
were then scaled to be used as the relevance probabilities oF (w0= 1 was fixed,
see the equation (9)). The probabilities wy are given in the table 1. These
probabilities are used in the application of the subjective Bayesian method.

The application of the empirical Bayesian method is straightforward and well known

and thus it is not considered in more detail here.

The posteriors obtained with the methods are presented in the figure 2. The
central characteristics of the distributions (mean, median) obtained with both
methods are in good agreement. The posterior variance obtained with the empirical
Bayesian method is significantly smaller than that obtained with the subjective
method. This is due to the fact that the empirical method does not take the
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uncertainty caused by the irrelevance of the data sources into account. However,
the posterior variance obtained by using the subjective method is strongly
effected by the weights ws - The effect of weighting could have been analysed by
various sensitivity studies. In this small example we did not perform any
detailed investigations.

EMPIRICAL BAYES METHOD

CUMULATIVE DISTRIBUTION

1.00
Ve
0.80 —
0.680 pb—
0.40 |—
POSTERIOR MEAN = 5.3E-5

0.20 b— POSTERIOR VARIANCE = 8.4E}10

y POSTERIOR MEDIAN = 6.6E~5
0.00 Coonnd A vl vl o1 o

Briure a1 0e-¢ 19R° 1ocoo

WEIGHTED SUBJECTIVE BAYES METHOD

CUMULATIVE DISTRIBUTION
1.00

//PDSTEHIOR MEAN = 9. 2E~S

0.20 b— POSTERIOA VARIANCE - 3.7ela
POSTERIOR MEDIAN = 7.7E-5
0.00 ——ﬁ»ﬂ—rnTﬂFJ/: vt ol 1ot

i 10000

&gILURE RAﬁ?qH“OE—G 1930

Figure 2. The posterior distributions.

5 CONCLUSIONS

We have considered two different Bayesian estimation methods in the cases where
a few evidence data from both the plant under analysis and other plants are
available. The methods were both of empirical and subjective nature.
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In the empirical method the sample of operating histories N components, given in
the form E|1,...,N] ={(kl’Tl)"“’(kN’TN)}’(kiz the number of failures in time T,
for component i) obeying the Poisson distribution, has been interpreted as an
usable prior information and the plant specific operating experience EO=(k0,T0)
has been used as evidence data. Because of the computational convenience the gamma
prior was chosen to represent the prior information E|1,...,N|. The parameters of
this prior have been estimated both with marginal maximum 1ikelihood method and
with method of matching moments after which the gamma posteriors have been

directly determined.

In the subjective Bayesian method the possible incompatibility of the evidences
from components 1,...,N was taken into account. The incompatibility was described
by introducing the evidence relevance probabilities oF for each of the components
i =1,...,N. The evidence relevance probability represents an index of the
similarity between the specific plant and the plants from which the data have been
gathered. In this way the uncertainty caused by partly non-relevant data could be

analysed.

The evaluation of the evidence relevance probabilities has key role in the
suggested subjective Bayesian method. Here we have proposed the use of the
analytic hierarchy process (AHP) which is a systematic procedure for representing
elements of any problem, in particular, the the decision problem hierarchycly.

In our application the hierarchy of similarities was constructed based on the
availability performance on one hand, and on purely subjective intuition on
another hand. In the 1ight of our application the use of AHP for for evaluating
probabilities was encouraging. Other possibilities, such as multiattribute utility

decomposition, lead probably rather similar results.

The differencies between the empirical and the subjective approaches are connected
with the uncertainty of the estimates. The central measures (mean, median) do not
differ significantly. The advantage gained by using the subjective method is in
the possibility to use the largest possible data base and to evaluate the
uncertainty caused by judgements about the relevance of data. The probabilistic
interpretation of the data relevance is not the only possibility, but it suits

perfectly to the probabilistic risk assessments.
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DATA SPECIALIZATION FOR RELIABILITY STUDIES —
AN APPLICATION TO DIESEL UNITS

E. FELIZIA
Comisién Nacional de Energia Atémica,
Buenos Aires, Argentina

Abstract

The failure rates or failure probabilities of components ussd in PSA for
specifio plants are generally detsrmined through the application of the Baye's
theorem. Starting from information available in the literature, it is derived
the generic distributions a priori which later on are specialized on the basia
of statistios related to the behaviour of sucsh components in the specific
plant.

Consistent with the interpretation that those generic distributions express
the plant-to-plant variability of the failure rates or failure probabilities

of similar components, it has been auggested +the convenience of considering
the elements of the same typs -in the same plant~ as nominally identical and
consequently, of grouping their individual statistics in one single wvaluas, This
implies not only the derivation of spacialized distributions common to such
alementa, but also that these should be oconsidered as completed dependent if
the intention is not underestimate the uncertainties associated to the failure
probabilities of a system constituted by such elements.

This work contains an analysis based on ihe preceding concepts, made with the
purpose of determining the failure probabilities on demand corresponding to two
aystems, each one constituted by two redundant diesel units., These units are
respectively part of the emergenoy power supply and the emergency water supply
syatems of tha Embalse's Candu-500 station.

In ona of those systems, the derivations of the specialiged distributiona of
the failure probabilities on demand has special interest due to the fact that
periodic operation tests during three years has shown a zero failure result. It
is demostrated that the hypothesis of the grouping of statisticdata related to
campanents of the same type implies, in this case, & displacement of the
specialized distribution curve to the left, that is, to optimistic valuss of
the system's fallure probability on demand,

On the other hand, it shows the calculation of the failure probability an demand
regarding the two systems —-starting from the same apriori distribution- dbub

obtaining specialized specific distributions for each diesel unit, In othsr
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words, components of the same type in a specific plant are treated as if they
were distinguishables. The results show that, in this case, the full
dependence assumption lead to more broadened distributions than those of the

former approach,

1. INTRODUCTION

Bayes' theorem is frequently used for deriving data on
rates and probabilities of component failures 1in
eliability studies or 1in PSA developments for a specific

plant.

Apostolakis, Kaplan et al.[1] dintroduced a calculation
thod consisting, as a first step, in an assessment of
an a-priori probability distribution for a given data, as
from generic information available in literature. Then,

such distribution i3 specialized by applying Bavyes'’
theorem and statistics cbtained from operational
experience in the specific plant. The analytic
expression of the specialized distribution or of the
a-posteriori probability density function is:

P (£/E)eC P (£)+ L (E/f)

“H
]

random quantity of interest (rate or
i1 ure

P{(f):is the a-priori probability density function of
andom quantity f;

L{E/f); is the Tikelihood function {probability of
a

obtaining evidence E, given an f value};
P{(f/E): i35 the a-posteriori probability density function
cf f, given evidence E; and,

is the evidence

tatistical data corresponding tc
the specific plant)

t W

It has been understoccd that the a-priori probability
density function, P{f), expresses the behaviour of
individual compOﬁents within a generic population

concerning variab-1lit in failures, Such variability has
been associated to different manufacturing gualities, to
different plant-to-plant operation and maintenance
conditions, to different designs, etc.

The same authors [2] suggest that it is convenient to
consider components of the same type -~within a given
plant- as nominally identical elements and as members of
the generic popultation represented by function P{f).
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Consequently, the individual failure statistics
concerning those components are given a single value,
this -in turn- implying the derivation of a single
function, P(f/E), expressing the degree cof knowledge
attained on the distribution of the failure probability
or rate among those components.

Being consistent with this interpretation, the authors
2} demonstrate that, when the failure probability of
systems composed by similar elements is5 calculated, the
failure behaviour being represented by identical P(f/E)
functions, these functions must be considered as fully
dependent 50 as not to disregard uncertainties in the
values of such failure probability.

This paper introduces the analysis of two systems, each
one of them composed by two redundant diesel units, to
which the above described methodology i3 applied in order
to calculate the failure-to-start probability of those
systems.

However, the treatment of the evidence -that is, of the
statistical data corresponding to the operational
experience 1in both systems- is based on two different
hypothesis concerning the distinguishability of the units
in each system. The first hypothesis considers the
diesel units in each system as identical elements and,
consequently, the number of failures, rj;, and the nhumber

of tests, ni, are shown as two single values. The set of
data:
ﬁr 52.“'}
i=1,2
represents a failure statistics that is common to both
components in each one of the systems.

The second hypothesis assumes that the diesel units 1in
each system are distinguishable; consequently, the
information on the number of failures and on the number
of tests corresponding to each one of the units is
retained, The set of data:

{(1'4 s Ty )y (1'2 s Ny )}

represents, in this case, failure stat
of the components +in each one of the s

Section 2 shows the development of calculations on
specialization in the probability distribution
corresponding to each one of the formulated hypothesis.
In section 3, the reliability is calculated for start-up
demand in both systems. Considering the first
hypothesis, the failure-to-start probability is assessed
by assuming a system model with two fully dependent
in-parallel components, the calculation being adjusted to
what was expressed in [2]. Concerning the second
hypothesis, the same model was assumed but the
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lculation of the failure probsbility for the two

stems was performed by applying the Montercario

mpling technigue with Generalized Knowledge Dependence
veloped by R. M. Cooke and R. Waij [2].

Finally, section 4 provides a discussion of the results
ocbtained by considering both hypotheses and formulates
the corresponding conclusions.

DATA SPECIALIZATION

2.1. Des

ription of the systems

0

The analysis was applied to the diesel units in the
Emergency Power Supply (EPS) and Emergency Water
Supply (EWS) systems of the CANDU-600 Embalse
nuclear power plant. These systems are aimed at
supplying essential electric power for the
instrumentation and the comand of valves and at
feeding water to the steam generators, respectively,
in case of occurrence of a severe earthquake {OBE).

The EPS system is constituted by two redundant
diesel moto-generators, each onhe with a generating
capacity of 50 KW - 380 V AC. The EWS system i3
consituted by two redundant 75 HP diesel engines,
coupled to their respective punmps. Both systems are
absolutely autonomous as far as their auxiliary
services are concerned, seismically gualified and
housed in separate seismic-resistant buildings.

2as taken from
ssumed that

ormal
er

- .
= .

The failure-to-start probability, f, w
the Reactor Safety Study [4]; it was a
this randocm guantity is a-priori log-n
distributed with the following paramet
£05 = 1,0E=2
£50 = 3,16E=2

f95 = 1,0E~1

where f05 and f25 correspond wWwith the lower and the
upper bound, respectively, of the failure-to-start
probability, Qg, shown in Table III.2.2. of the

Reactor Safety Study [4]. The f log-normal
distribution is discretized in the interval between
Z0.5 and Z95 percentiles of the corresponding normal
distribution (Table 1). Twenty class intervals were
used in order to attain an acceptable accuracy in
the results of the a-priori distribution
calculation.



TABLE 1. DISCRETIZATION OF THE A PRIORI LOGNORMAL
DISTRIBUTION OF f

Cantor .
_ z of clnas A f P (1)
:;::;g; —2.4932 -5, 3347 , 0040 ,005
-2.3414 =2.4537 -5, 1746 .00?7 L 00y
2. 1069 =2.2742 -5,010% L0067 .00y
-1.8724 =197 ~4.1464 L0079 013
-1.6319 =1,7592 =4, 6023 , 0093 L 020
~1.4034 ~1,5007 -4,51%8 , 0109 LG30
-1, 1009 ~1,2h02 ~4.3541 olz¢ . 041
~0.9344 -1,0417 ~4.1900 . 0152 . 054
-0, 6999 -0.3172 ~4.0259 .0178 L0067
~C. 8504 ~0. 5027 ~3.6618 L0210 .079
0. 2309 -0, 3452 =3.6971¢ .0248 L 086
-0.0036 ~0, 1131 -3.,335 L0272 L 000
+0.2361 +0.1209 -3,3095 . 0344 L0395
). 4726 +0.3503 =3.2004 . 0405 RRolive
40,7071 0. 5495 =-3.0413 L0413 .08
+,9416 +0. 8243 -2.8112 L0563 L066
+1.1701 41,0488 ~2.7130 L0663 L053
+1. 4106 +1.2933 2,541 L0782 L041
+1. 6451 41,5218 ~-2. 30413 L0221 .029
+1.8796 +1.7'73 ~2,7u01 L1006 . 050
1,000

X -(,T;(-z + My ow 0,7-7 ~ 3,454
f = Exp (X)

sment of the a-posteriori distribution of th

ure-to-start probability

2.3. Asse
fail

The statistics on failures to start -obtained from
periodical tests performed regularly in both
systems- show the following figures for the first
three years 1in opersation [5]:

Number of tests Number of failures

(n) (r)

EPS System

Unit G1 101

0]
Unit G2 6 0
Tctal EPS Ig? 0

EWS System

Unit P1 122 1
Unit P2 115 2
Total EWS 237 3

FIG.1. Failure statistics.
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A binomial distribution was adopted for the
assessment of the likelihood function of the
evidence, considering that such distribution was
compatible with the failure-to-start model. Its
analytical expression 1i3:

L (E /t) = (‘?) e¥ (1) ¢

where:

L(E/f)sis the likelijhood function of the evidence;

fe is the faijlure-to-start probability;

n? is5 the number of tests performed;

r; is the number of failures occurred during the
n tests.

The a-posteriori distribution of f i3 calculated on

the baszis of two different hypothesis concerning the

distinguishability of the diesel units in each one

of the systems. These hypothesis were:

Hypothesis (a): it is assumed that both units are
nominally identical. Their failure statistics are
thus reduced to a single pair of values (See Figure
1):

EPS System: r
EWS System: r

; n = 197

; n = 237

[
[N )

Tables 2 and 3 show the results of the calculations
performed as per this hypothesis, for the
a-posteriori distributions of f.

Hypothesis (b): it is assumed that the diesel units
in the two sysitems are different and distinguishable

entities. Their faijlure statistics are (see Figure
1)
EPS System: r, = 0; n, = 101
r, = 0; n, = 36
EWS System: r, 1; 7, = 122
r, = 2; n, = 115

Tables 4, 5, 6 and 7 show the results of the
calculations performed as per this hypothesis, for
the a-posteriori distributions of f.

RELIABILITY OF THE SYSTEMS

3.

1.

Hypothesis (a)

As stated under 2.3., it is assumed that both diesel
units in each system are nominally identical and
that their behaviour concerning failures to start



may be described by a single distribution function
P{(f/E) an is applicable to both units.
Consequently, the calculation of the failure
probability of the system, Q, is adjusted to the
procedure developed in [2] for a configuration in
rallel.

L]
03

Below are the mean, variance, median and 5 and 85
percentile values of the Q distribution
corresponding to the EPS and EWS systems,
respectively, calculated on the basis of the above
described conditions and of the already known ratios
among parameters ¢f the log-normal distribution.

EPS system

Mean: O(Q ==<>(?'+ Plz 1, TE=4
Variance: [3g = 3,4E-8

Q05 = 2. 5E=5

Q50 = 1.1E-4

Q35 = 4,8E=4

Mean: O‘Q = "(2'}' Pz= 3.6E—4

Variance: P% = 1,1E=7

QCs5 = T.9E=5
Q50 = 2,864
Qes5 = 9,9E-4

The calculatio performed by using results shown

n 1is
in Tables 2 and 3.
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TABLE 2. CALCULATION OF THE A POSTERIORI DISTRIBUTION
OF f FOR THE EPS SYSTEM

P(f)L{E/r)

t Pi1) L(%/1) (x10-3 P(£/E)
, 0048 L00; . 304 1.94 078
. 0057 LUy 327 1,51 . 001
, 0067 L0u) LU 2.13 L0l
0079 ,01, .21l 2.1% .110
L0093 L0c0 . 100 3. 22 .129
,0109 ,030 115 3.40 .13
.o128 , 041 .08 3.20 . 128
L0152 L 054 L0409 2.66 .07
L0178 L0457 .02y 1.93 L0717
L0210 L0y , 015 1,20 L 048
, 0248 LU ., 007 NS L025
0292 , 090 ,003 .20 .00
, 0344 L 094y L 001 , 10 . 004
. 0405 LObe - .03 . 002
0478 L0 - .01 -
L0563 . Ouvo - - -
L0663 093 - - -
L0102 L0qL - - -
,0921 L0029 - - -
. 10406 ., 050 - ~ -
1. 000 24.917 1,000
A97

LL/r) = (1-f)
Histogram moansg K = ,012
Histogram varimicet ]32 = 3,0E-5
Lognormal porcentilos: f05 = 5,0E-3

£50 = 1,1L-2
195 = 2,2L-2

TABLE 3. CALCULATION OF THE A POSTERIORI DISTRIBUTION
OF f FOR THE EWS SYSTEM

WS Syotom,

P (£)L(E/T)

f P(f) L(&/1) (x10°3 ) ¥(£/E)

. Q048 . 005 L0719 .33 L 005
L0057 , 009 L 105 .4 L0035
L0067 . 00 L1330 1,08 .Cl4
.0079 L, 013 L1468 2,18 .029
L0093 .00 197 3.97 .053
L0109 030 218 6,45 .80
L0128 .0l .229 9.23 .12}
. 0152 LO91 .214 11,52 L153
L0178 Lou] 184 12.33 L164
L0210 L0 141 11,11 .14y
. 0248 L0 .094 8,25 . 110
L0292 LU0 L0353 4.1 LU53
0344 . 094 . 024 2,36 L031
, 0405 L O . 009 Lo ,011
.0478 L0734 . 003 .20 .003
L0503 o . 001 .03 . 001
L0663 .03 - -~ -
L07u2 L 041 - - -
L0921 . 029 - - -
. 1036 L 00 - - -

1,000 75,15 1.000

Lw/e) - () £t (a-r)™

listogram moean: K = 018
lilatogran variuncet (51 - 5,1E-5
Lognormal poercontilesr {05 = 8,9L-3

£50 = 1,7L~2
£95 = 3,15=2
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Hypothesis (b}

In this case the calculation s made for two
distributions with different failure-to-start
probabilities, corresponding to each one of the
diesel units 1in the EPS and EWS systems (Tables 4,
£, & and 7). The failure-to-start probability of
the parallel system is simply the product of the
failure probabilities of each one of thei:

components.

Such product was performed, for different degrees of
knowledge dependence, between the probability
distributions in each one ¢f the components by means
of the application of the Montecarlo sampling
technique wWwith Generalized Knowledge Dependence,
developed in [317.

Below are the mean, variance, median and 5 and 85
percentile values ¢f the Q distribution
corresponding to the EPS and EWS systems,
respectively, resulting from the Montecarlo sampling
for different values of parameter d[3] in the range
betwen 0 (tota independence) and 1 (total
dependence).

TABLE 4. CALCULATION OF THE A POSTERIORI DISTRIBUTION
OF f FOR THE EPS SYSTEM — G1 UNIT

P(2)L{L/1)

f I'(f) L(E/1) (x10°3 ) P(£/R)
. 0044 L00) W0lY 3.0 L033
L0057 L0UY . H04 2,060 . 028
LU0 LO0S . 509 4,04 .044
L0079 .01} L4ul 6.0? . 065
L0093 L 02U V391 1.817 » U85
L0109 LU30 .330 9.75 L1035
LL128 .04l L2171 11,10 L2120
Lus2 .CH4 L214 11.452 .125
L0178 LOuT J1oe 10,8u L1
L0210 .07y L117 9,21 Lloo
L0243 L04 D L. 90 LUl5
LUL g2 . 0y0 L 050 4.91 L 049
. 0344 09 Loy 2. 78 L 030
, 0405 L0 LC1Y 1.34 LU15
,0478 L0118 . 007 .56 , 00w
L0563 L Uau L 003 .19 . 002
L0003 .03 . 001 , 05 . 001
L0482 L041 -~ .01 -
L0321 L 029 - - -
. 1066 L0l - - -~
1.00Y 92.44 1,000

L(&/t) = (1-1)""

Histoqram meant o = ,016
Mistogrwa variancot {52 - [.1b=Y
Lognozmnl porventilear £04y = 6.3L-}

£50 = 1.4L-2
£95 = 3.2BE=2
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TABLE 5. CALCULATION OF THE A POSTERIORI DISTRIBUTION

OF f FOR THE EPS SYSTEM — G2 UNIT

, . P(L)ILF/L)
e (1) i(x:/r) (x20-3 )

. 0048 , 005 .630 3.15
L0057 ,00% . 560 2.67
L0057 . 005 .526 4.18
L0019 . 013 L 469 6.10
. 0033 . 020 . 409 8.25
. 0109 .030 . 349 10,30
, 0128 . 041 . 2U9 11.84
L0152 L0494 .23l 12,43
Lull3 ,0u] L1107 1.4
,0210 , 079 .130 10.25%
.0248 L 0ul ,090 7.89
.0292 . 090 .04 5.23
. 0344 , 095 . 035 3.31
. 0405 . DLy . 019 1,65
L0479 L0178 . 009 .1
L0503 . 060 L 004 .26
,0ué3 . 053 . 001 .07
.0fg2 .041 - 02
L0921 . 029 - -
L1040 050 - -

1. 000 100,19

(/1) = (1-1)%

Histogram mean: & « ,016

Histogram varianoet [32- 7.7E~5
Lognormal percentiless £05 =~ (,4E-3

£50 w 1,8L-2
£95 = 3.3B-2

TABLE 6. CALCULATION OF THE A POSTERIORI DISTRIBUTION

OF f FOR THE EWS SYSTEM — P1 UNIT
r(e)L(E/L)

b4 r(r) L(E/2) (x10°3 ) P(£/5)
. 0048 L OUY 327 1,63 L 013
. 0057 L 0UYy <347 1,60 ,013
. 0067 . LLL , 362 2.688 ,024
L0019 LU13 . 309 4.00 .039
L0093 U220 . 307 T1.39 Oul
. 0109 ,030 <353 10,42 . 086
L0128 L 041 . 3e8 13,4) .110
.0152 , 054 .291 15,69 .129
.0178 L0561 .246 16.50 .125
.0210 L0719 L1906 15.45% 127
L0248 NN 145 12,74 . 109
,0292 LU0 L U99 8,87 L0713
. 0344 095 L0061 5. 80 L0471
, 0405 L oLt L033 2.90 .024
L0478 L0718 ,016 1.22 .010
L0503 LObo , 006 .41 ,003
L0663 L0933 , 002 L1l . 001
L0712 .041 , 001 .02 -
.0921 L029 - - -
L1046 L 00 - - -
1, 000 121,80 1,000

I(E/f) = f?z)f (1-ffa4

Eistogram meant ol = ,019

Histogram varianco) p' ~ B, 1E=9

Lognormal porcontilunt [0S = T,90L-]
50 = 1,7b=2
95 = 3,062



TABLE 7 CALCULATION OF THE A POSTERIORI DISTRIBUTION

OF f FOR THE EWS SYSTEM — P2 UNIT

t B(£) L(L/1) P&ié(_";/? B(£/L)
0048 .00y L0808 .44 .003
0uyT . 00y .11 .52 L 0U3
0us T L 00 137 1.09 L0
0079 L, 013 L1566 2,16 .01y
0093 ,020 .196 3.96 L0271
0109 .030 .226 €.67 .045
0128 .041 .251 10,28 .040
0152 . 054 .268 14.43 . 098
0178 L0067 .213 18,27 124
0210 L079 263 20.70 . 140
0248 . Oub .236 20.74 .141
0292 . 090 .196 11.€5 .120
V344 .09y L 148 14.18 L 096
0405 . 088 L 100 8.79 .0L0
0478 L0748 .0y 4.65 .032
L0563 L0066 ,030 1,98 .01}
0663 .03 .012 L6 . 005
oL L041 . 004 .16 .ool
o921 . 079 . 001 , 03 -
1086 . 050 - .01 -
1,000 147,236 1.000
1(E/L) = @f)tzufrf“
Mistogram means X = ,024
Histogram variance: pz - 1,2E-4
Lognormal percentilest {05 « 1,6L-2
£50 = 2,202
£95 = 4.4E-2
EPS System
d =0 d=0,2 d=0,4 d=0, 6 d=0,8 d=1,0
% 2,6E~4  2,8E~4  2.9B-4  3,1B~4  3,3E-4  3.4E-4
Pa 4, 3E-8 6, 1E-8 8,9E-8 1,387 1, 6B=7 1.8E-7
Q05 6, 5E~5 5, 8E~=5 5, 2B~5 4.TE~5 4. 3E-5 4.2E~5
Q50 2.1E-4 2.1B-4 2.1E~4 2.1E~4 2,1E~4 2.1E-4
Q95 6.5E=4 7.3E-4 8., 3E~4 9.2E~4 1.0E=3 1,0E~3
EWS System
°<1Q 4.4B=4  4.6F~4  4.9E-4  5.1B~4  5,3B=4  5.4B-4
[50\ g, 6E-8 1, 3BT 1.9E=7 2,5E~7 3, 1E-7 3,487
Q50 3.6E~4 3.6E~4 3.6E~4 3,6E~4 3.6E-4 3.6E~4
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Compariscn of results

The results shown under 2.1. and 2.2. above are
shown as a graph in Figure 2, so as *to facilitate
their comparison. The mean, median and & and 95
percentile values of the failure-to-start

a
probability for both systems are repres
tcgaritmic scale.

For the case of hypothesis (a), the graph shows the
values calculated in section 3.1. and corresponding
to total dependence beiween the failure probability
distributions of both components. For the case of
hypothesis (b), the values shown correspond with
different degrees of dependence that are expressed
by the wvalues of parameter d.

EPS _System
Eyp(a) 4 + X . 4 +
4 P
rﬁ—‘ *— »-X +—% $ 0.0 0.0
+ * + Py L 4 > + 0.2 0.23
+ * ¥ - + 0.4 0.50
-]
te(®) ~ > + Y ¢+ + 0.6 0.74
. . 1 —F - N 0.8 0.93
L + - + *—> . + 1,0 1.0
it +— + +
1075 107" 1073 1072
EWS System
PQ’P(&) 1 *+—t Y »- +
a £
- . . . .. 0.0 0.0
e e - te ' 0,2 0,23
— . -~ e ' 0.4 0.50
Eyp(b)
»t —x i . ~ 0.6 0.74
! - oY — 4 0.8 0.%3
| —¢ * o Y + & + 1.0 1.0
# { + 3
10 -3 1074 10°3 10 ~*?
References
—— 5,50 and 95 percentiiles
—Y . mean
d: degree of positive dependence parameter
f> H correlation coefficient

FiG.2. Comparison of results.



CONCLUSIONS

The first conclusion arises from the comparison ¢f the
ralues of the parameters in the failure-to-start
probability distribution of the EPS system. This system
shows a singular condition -which appears freguently in
component failure statistics-: it did not fail at all
throughout all the periocdical tests performed during
three vyears.

It may be observed that hypothesis (a), in which a
grouping of the data is considered, leads to a
distribution that i3 sensibly displaced toward the left,
that is5, to optimistic Q values, if compared with the
distribution resulting from considering hypothesis (b)),
in which the individual information corresponding to each
component in the s3ystem i3 maintained

The information provided by one statistical approach

{r, +r, =0; n, + n, = 127} is essentially different
from that provided by the other {(r, = 0; n, = 101)

(r, = 0; n, = 96)}, this explaining the displacement

observed in the failure probability distributions of the
EPS system.

In the case of the EWS system, the displacement between
the probability distributions derived on the basis of
hypothesis (a) and (b) is practically regardless; in
other words, no relevant differences exist between the
respective mean and median values.

The second conclusion concerns the dispersion parameters
cof the failure-to-start probability distribution of
systems EPS and EWS and the dependence, or coupling
degree, of the probability distributions corresponding to
each one of the diesel units involved in those systems.

Considering the distributions derived within the
framework of hypothesis (b) as fully coupled does not
seem to be adequate because, although they originate from
a single distribution -that describing the population-,
they are later specialized for two components showing
different failure behaviours, thus resulting in different
distributions for each one of those components (as may be
seen in Tables 4 through 7).

However, the distinguishability hypothesis concerning
both diesel units is compatible with reality, since it 1is
improbable that they show an identical failure behaviour
during their lifetime. In fact, this hypothesis implies
a more complex model and a higher complexity brings along
a higher degree of associated uncertainty. Thus, it was
considered convenient to assume that the probability
distributions developed on the basis of hypothesis (b) be
fully coupled. This implied -as may be seen in Figure
2- that the failure-to-start probability distributions
for both systems are more broadened than those developed
on the basis of hypothesis (a).
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Abstract

Initiating events (IEs) are the occurrences that initiate accident
sequences that potentially lead to core damage in Nuclear Power Plants
(NPP). These occurrences can be experienced during the operating life of
a plant, recorded and in cases that their frequency appears to be

unexpectedly high, may initiate corrective actions.

One of the tasks in performing a Probabilistic Safety Assessment (PSA)
calls for initiating events selection and frequency estimation. The
review given here discusses the data sources utilized for performing this
task. It brings examples from actual PRAs, and some special probabilistic

studies that were published.

Two types of sources for IEs identification and frequency estimation are

discussed:

a) LER compilations intended for presenting IE frequencies. The
history of these data sources for transients, for Loss of Offsite
Power (LOSP) and for Loss of Coolant Accident (LOCA) is given,

b) Fault-Tree analyses, or other probabilistic studies, in which a
model is constructed and analyzed to compute a certain frequency of
a special IE. This method is used mainly in cases of infrequent

IEs having a small probability of occurrence.
The discussion of initiating events selection and frequencies is presented
in the paper via a breakdown into several subgroups discussed separately:
(1) Transients
(2) Loss of Offsite Power (LOSP)
(3) Loss of Coolant Accident (LOCA) including Interfacing LOCA
(4) Special Initiating Events

(5) Internal Flooding
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Relevant methodologies and data for these topics are given in the paper
and the treatments performed in several types of PRA are reviewed and
compared, Several recommendations are given on the more suitable data

sources for PSA and for further data improvement.

INTRODUCTION

Initiating events (IEs) are the occurrences that initiate accident
sequences that potentially lead to core damage in Nuclear Power Plants
(NPP). These occurrences can be experienced during the operating life of
a plant, recorded and in cases that their frequency appears to be

unexpectedly high, may initiate corrective actions.

One of the tasks in performing a Probabilistic Risk Assessment (PRA) calls
for initiating events selection and frequency estimation. The review
given here discusses the data sources utilized for performing this task.
It brings examples from actual PRAs, and some special probabilistic
studies that were published. There are in general two types of sources

for IEs indentification and frequency estimation:

a) LER compilations intended for presenting IE frequencies. The
history of these data sources for transients, for Loss of Offsite

Power (LOSP) and for Loss of Coolant Accident (LOCA) is given.

b) Fault-Tree analyses, or other probabilistic studies, in which a
model is constructed and analyzed to compute a certain frequency of
a special IE. This method is used mainly in cases of infrequent

IEs having a small probability of occurrence.

The data on failure rates for the above task (b) is derived from LERs as
well., It is rather difficult to collect the data from the plant-specific
failure and corrective action program. A large number of events may be
needed for establishing an adequate data base for failure rate derivation.
If sufficient plant specific data is not available, generic failure rates
are utilized to evaluate the frequency of the special low frequency IEs.

An 1E frequency can be made plant-specific by using a two stage Bayesian
update process. In this case the generic compilations of IE frequency data
are used as prior, and the collected plant specific occurrences are used to
evaluate the posterior. The same technique can be used also for updating
failure rates for the use in Fault-Tree analyses for IE frequency

estimations.

284



A

The discussion of 1nitiating events selection and frequencies 1s presented
1n the paper via a breakdown i1nto the following subgroups which are

separately discussed in the subseqguent sections:

(1) Transients

(2) Loss of Offsite Power (LOSP)

(3) Loss of Coolant Accident (LOCA) including Interfacing LOCA

(4) Special Initiating Events

(5) Internal Flooding

This discussion, however, 1s limited to US type BWR and PWR plants.

Relevant methodologies and data for these groups of IEs are given 1n edch
section and the treatments performed in several types of PRA are reviewed

and compared.

TRANSIENT INITIATING EVENTS

Two c¢lasses of transient IEs are discussed 1n this section: transients
Wwith successful scram and Anticlpated Transients Without Scram (ATWS).
The data for the frequency estimation of both classes 1s obtained from the

same data source, using different treatments on the basic data.

Transient Data Base

The initial review of 1nitiating event data was performea by the Reactor
Safety Study(1) (RSS). Twenty transient IE categories were selected for
BWRs and twenty-three for PWRs. Electric Power Research Institute (EPRI)
published 1n 1978 1ts first study of anticipated tran51ents(2). This work
which will be referred to as NP-801, 1ncluded compilation of operational
occurrences 1n 12 BWRs and 30 PWRs. For BWRs 1t reported 459 events
in 37 selected categories of different IEs. For PWRs 1t reported 71000
events categorized in 41 different IEs. The data in NP-801 covered NPP
experience up to 1979 which was the equivalent of U7 plant years and 131

plant years for BWR and PWR respectively. In 1982 EPRI published an
update 1n report NP~2300(3). It reported 903 events for BWRs and 2093
events for PWRs under the same IE categories. The number of plants
covered increased to 16 BWRs and 36 PWRs and the amount of plant years
covered was 101.5 plant years and 213 plant years for BWR and PWR

respectively.
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Some of the changes made in NP-2230 relative to the NP-801 study are:

a) NP~801 had used an "effective in-service date" as supplied by the

utilities.

NP-2230 uniformly used the first day of commercial

operation as the starting point for reporting plant anticipated

transients.

Because of this change,

excluded from NP-2230 update.

b) NP-801

reports 191

137 events of NP-801

were

events within 37 plant years that occurred in the

years subsequent to the first year of plant operation (less than

half the total number of events).

85.5 plant years (70% of the total).

It is clear that NP-301

NP-2230 reports 647 events in

included very early periods of plant operations,

such as from criticality to commercial operation, whereas NP-2230 included

events that occurred only after commercial operation was initiated.
general this is about a half year later.

evaluation of several

In

Table 1 is a comparison of the

initiator frequencies based on these two data

SOUPCGS.(M)
Table 1: SNPS-PRA and BNL Results for Initiator Frequency
and Sources of Differences
BNL Review:
SNPS-PRA: BNL Review: Two-Stage
EPRI-NP-801 Data’ EPRI-NP-2230 Dataf Bayesian
SNPS-PRA
1st Subseq. All Years| Weighted | 1st Subseq. All Years| Weighted| Subseq. All
Transient Year Years Average Average* | Year Years Average | Average Years Years**
Loss of Condenser 1.6 0.38 0.67 0.41 1.0 0.38 0.47 0.40 0.40 0.50
Vacuum (2,4,8)
Turbine Trip 16.9 4.14 7.3 4.46 13.4  6.39 7.39 6.59 6.85 7.89
MSIV Closure (5) 2.2 0.19 0.67 0.24 1.67 0.27 0.47 0.31 0.29 0.57
Loss of FW (22) 0.6 0.16 0.27 0.18 0.27 0.11 0.13 0.12 0.11 0.13
LOOP (31) 0.4 0.11 0.16 0.08* 0.13 0.12 0.12 0.08* 0.12 0.15**
I0RY (11) 0.7 0.08 0.20 0.09 0.53 0.15 0.21 C.16 0.19 0.25
CRW (27, 28) 0.1 0.03 0.04 0.03 0.13 0.10 0.11 0.10 0.11  0.12
Total 22.5 5.09 9.3 5.49 17.1 7.52 8.9 7.76 8.07 9.65

*Based on SNPS grid data.
++Based on NSAC-80 reportl®,

*Used in the PRA.

**))sed in the BNL review.
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The first four columns of the table show a BWR-PRA results. The next four
columns represent results obtained from applying the same methodology to
the more recent data source (NP-2230). The two last columns present

results using the updated source and the two stage Bayesian methodology(S’

6). It can be seen that most of the increase in BNL reviews 1initiator
frequencies derives from the updated experience of BWR related events,

rather than from the use of the Bayesian methodology.

The BWR-PRA differentiated between the impact of failures during the first
year of plant operation and failures occurring in later years. However,
in the review(u) it was argued that the data base of NP~801 used was not
sufficiently refined for this purpose. The latter update, given in NP~
2230, showed that the impact of ignoring the first year of plant operating
experience causes a reduction of about 20% in initiator frequencies (see
last two columns of Table 1). In addition, the "weighted average"
approach utilized in the BWR-PRA weighted the data from the first year as
(1/35) and the data from subsequent years as (34/35). This approach
apparently results in small underestimation of initiator frequencies,
since we lack experience from aging plants (after 30 to 40 years of

operation).

Table 1 depicts that the number of shutdowns due to anticipated transients
is higher than experienced in the recent years. This is apparently
because the NP-2230 data base extends to 1981 only. An updated review of
the experiential data was published in 1985 by INEL(T).

The INEL study updates the data base and covers additional 10 BWR and 14
PWR plants. It updated the IE occurrences until December 1983 so that the
data base includes 251 BWR plant years with 1832 events and 423 PWR plant
years with 3574 events. Now/most of the events come from years following

the first two years of operation.
The INEL study reviewed the data base of NP-2230 and determined that:

a) INEL basically concurs with the choice of initial day of commercial

operation as the starting point for event recording.

b) INEL judges that the NP-2230 categories of IEs are adequate*)but in

need of better definitions to accurately describe the event data.

¥"adequate" -~ include "fine" categorization which allow the PRA analyst
much flexibility in combining events into transients groups
according to the specific plant responses.
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The new INEL data falls too many times into the more broad
categories PWR-37 and BWR-34, More detailed breakdown of these

categories can help the PRA analyst.

c) The BWR and PWR IE categories are comparable in most events and the
main difference is in the treatment of the condenser originated

transients.

d) While accepting the NP-2230 categorization INEL suggests a new
scheme of 50 BWR (instead of 37) and 56 PWR (instead of 41) IE
categories for study in the future, Full event definitions should

be developed for the new scheme to enable their future use.

The above [indings were based on a thorough comparison of the NP-2230 data
base and the NRC Gray Book(8)* data base for 11 plants which were selected
for comparison. For each plant selected the events that occurred during
the third and eighth year of operation were carefully compared. It was
found that 66 (27%) events were categorized differently based on the event
description in each of the two sources compared. However, about one third
of the discrepancies were because the Gray Book did have less information
than in the NP-2230 description. The final conclusion was that on the
whole the NP-2230 data was found to be valid and is indicative of US
commercial NPP experience. This is because the deviations were small (and
not random) and in general, did not cross "borders" of the broad groups of
transients used in the PRA studies. Another important conclusion was that
sufficient amount of detail in the event descriptions is crucial for

correct categorization.
Many PRAs used the NP-801 data source(Z). Only newer PRAs such as the
Oconee PRA(9) that were prepared after 1983 used the NP-2230. None of the

published PRA today used the INEL data base.

2.2 An Application of NP-2230 in the Oconee PRA

The Oconee is a plant that has three units all of them operating for
several years. Therefore, a significant plant-specific experience was

accumulated. These plants' specific records were used to modify the

*USNRC's Operating Units Status report (Gray Book)
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generic data given in NP-2230 by using the two stage Bayesian method. In
addition the plantwspecific events were also used tomodify the 1l1st of
initiators, 1.e., additional IEs were considered beyond the standard 41
IEs of NP-2230 (e.g. "Loss of ICS bus KI"™ or "Low PZR pressure signal').
Furthermore, based on the original 1i1st of the IEs 1n the RSS(1) (Table
I.4-9 there), 1t was decided to include steam-line and FW-line break
1nitiators 1n the 1list of Oconee transients. Thus, the Oconee PRA
1included 10 IEs collapsed from the 41 PWR IEs and four IEs beyond the
standard 1list of NP-2230 (or INEL).

The Oconee PRA frequency evaluation provides additional insight on the use
of NP-2230 data. The PRA analysts reevaluated the records of the plant
transient events and came out with a different number of events than in
the NP-2230 transient categories for Oconee; the main difference was 1n
the number of cases of the "partial loss of MFW" transient. Many of these
events were recategorized as "turbine trip" i1n Oconee PRA 1nstead of
"partial loss of MFW" in NP-2230. 1In the course of the rev1ew(1o) of the
Oconee PRA additional considerations were included which resulted 1n some
small changes 1n the frequency determination of the IEs as can be seen 1n
Table 2. The table provides also a comparison with three other

probabilistic studies.

Table 2: Comparison of OPRA and BNL Initiator Frequencies
With Several Other Studies

B/W
Arkansas®! Midland  Owner BNL
Initiator IREP PRA? Group OPRA  Review
Ty Turbine tm 6.1

: {Reactor trlg 7.1 1.9 {a.1 (4.9 (4.9
To: Loss of MFW 1.0 0.7 0.9 0.64 0.5
T3+ Partial loss of MFW 0.69 0.69
Ty: Loss of condenser vacuum 0.21 0.21
Tg: LOOP 0.32 0.135 0.14 0.17 0.12
Tg: Loss of air 0.17 0.21
T, Excessive FW flow 0.22

7" {MypS malfunction - 2.9g-3 0-22 0.052 0.092
Tg: Spurious ESF - - - 0.01 0.01
Tg: SLB and TBV failure - 6.7E-3  }0.052 3.-3 0.053
Tyg: FW-11ne break - - - 9.3t-4 9.3E-4
Ty1- ICS malfunction - 0.055 0.048 0.02 0.05
Ty,: {Loss of SWS 2.6E-3 3.7E-6 - 4,0E-3 4.9E-3

Loss of CCW - 4,1E-5 - - -
Ty3: Stuck open spray - - - 0.044 0.044
Tyy: ,Loss of ac power bus 0.035 - -

t {Loss of dc power bus 0.036 - - 3.4E-3  5.4E-3
R: SG tube rupture - 0.014 0.017 8.6E-3 8.6E-3
RPV: RPV rupture - - - 1.1E-6 1.1E-6
Aout: Interfacing LOCA - 7.7E-7 - 1.4E-7
VS: Very small LOCA 0.020 5.0E-3 8.3E-3* - 3.0E-3
S: Small LOCA 6.9E-4 3.3E-3 4,e-4 3.0E-3 3,0E-3
M: Medium LOCA 1.6E-4 4.76-4 - - -

A: Llarge LOCA 8.7€E-5 2.0E-4 - } 9.3e-4 }9.3E-4

*Taken from the ORNL precursor study NUREG/CR-2497. It 1ncludes induced LOCAs
(about 40%).
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2.3 ATWS Selection and Frequencies

The data base of NP-2230 or INEL is suitable for the derivation of ATWS
frequencies and for the selection of several types of ATWS which require a
different plant response. Table 3 (taken from Ref. 10) provides an
example of how the NP-2230 data is used for the evaluation of ATWS in the
Oconee PRA.

Table 3: Mean Annual Frequencles of Translent Categories at Oconee (from EPRI-NP-2230)

Power Level Greater than

Ail Power Levels 25%
Al Subsequent All Subsequent
EPRI-NP-2230 years years yoars years
Translent Category Grouping (19.8 years) (16,8 years) (19,8 years) (16.8 yeoars)
Loss of condenser vacuum 25,27,30 0.25 0.12 0.20 0.12
Turblne trip 3,9,12,15,19, 5.10 4,40 4,30 3.70
21,23,28,33,
34,36-40
Loss of maln feedwater 16,22,24 0.70 0.48 0.35 0.18
Loss of offsite power 35 0.05 <0,.01 0.05 <0,01
Load Increase 26,29 0,05 0.06 0.0 <0,01
Loss of RCS tlow 1,14 0.25 0,18 0.15 0.12
Control rod withdrawal 2 a.10 0,12 0.10 0.12
RCS depressurlzation 4,5,7 0.05 0.06 0,05 0,06
Boron dliution 11 <0.01 <0,01 <0,01 <0.01
Excessive cooldown 6,20 <0,01 <0.01 <0.01 <0,01
MSIV closure 17,18 N/A N/A N/A N/A
Inactive RCS loop startup 13 <0,01 <0,01 <0,01 <0,01
Total 6.60 5.50 5.20 4,30

The first column shows the grouping which is performed according to the
specific plant response. The frequency of each ATWS category is evaluated
for all years including first year of operation (column 2) and for
subsequent years after the first year of operation (column 3). Because an
ATWS from power level smaller than 25% is considered benign, the
frequencies for this case are also evaluated, and they are used in the PRA

analysis.
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3.1

An example of the use of NP~801 is in the Shoreham PRA(11). The frequency
of ATWS challenges to the scram system as evaluated for power level
greater than 25% was 3.87 per year. In the review(u) the NP-2230 was used
and the ATWS challenge frequency raised to 7.34 per year which is higher
by almost 100%. This is because NP-801, has 60% of the data from the
first year of plant operation which includes many cases of low power
testing., In NP-2230 the time period before commercial operation was
removed. Thus, in the latter, only 33% of the data are from the first
year of plant operation. This figure is further improved in the INEL data

base.

LOSS OF OFFSITE POWER (LOSP)

Data Sources

Loss-of-0ffsite~-Power (LOSP) experiential data have been reviewed in four

studies since 1980:

1. Scholl(12) reviewed the data received from licensees following a
June 1980 NRC request to submit licensee experience with LOSP
events. This review includes a 1ist of 109 occurrences of LOSP
events.

2. A SAI study was summarized in EPRI-NP-2301(13) which used data
collected from 47 nuclear power plant sites. The report presents
frequency and duration of LOSP from 45 occurrences through April
1981, representing 375 plant years of experience.

3. A NSAC/ORNL study was reported in NSAC/80(1M) which covered 52
nuclear power plant sites, for the period prior to December 1983.
It summarizes 47 LOOP events in 530 plant years.

4, An USNRC study for the resolution of the "Station Blackout" issue
was reported in NUREG-1032. The study covered 52 NPPs (all the US
NPP sites of December 1983 excluding three with one offsite power

connection). It summarizes 55 events in 533 plant years.

The review of the data sources has resulted in several findings:

a) The Scholl data base is rather conservative and needs additional
evaluations prior to its utilization in PRAs.

b) The NP-2301 data base is more realistic. A few events are
apparently missing from this source. 1Its recovery probability

information is relatively conservative for use in PRAs.
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3.2

c) The NSAC/80 data base appears to be sultable for realistic PRA
analyses. It recommends exclusion of several total LOOP
occurrences during shutdown which 1t judges to be "1mpossible"
during operation. Qur judgment 1s that these are 1nadvertent human

errors that should be 1ncluded for completeness.

The above three studies reported the LOSP events by plant and per
geographical regions wWwhich have similar weather conditions and an
interconnection agreement with respect to keeping a reliable electric

supply 1n that region.

d) The NUREG-1032 data(15) are based on almost the same data base as
the NSAC/80 however, 1t i1ncludes the "shutdown" events as well.
The main 1mprovement of this study i1s that 1t provides a breakdown
of all the LOSP events 1into well defined causes which allows
tailoring of the LOSP frequency of a new plant according to its
design and also allows for evaluating the 1mprovement that may be

expected by a design change 1n an older plant.

Some Applications

Ref. 16 presents a review of the results of applying the first three data
sources to a BWR. The application was based on using the LOSP events 1n
the geographical region of the new BWR plant for generating a prior to
serve as a first estimate to the plant LOSP frequency (One-Stage
Bayesian). The NUREG-1032 study(15) presents several comparisons between
PRAs results using plant or regional LOSP experience, and the results of
the general methodology suggested taking 1nto account plant specific
features such as plant protection against weather conditions 1n the
region, grid related design and plant specific design and procedures. It
concludes that the generic models can usually provide good "ball park"
results for generic applications and perspectives. It would be less
suitable for plant-specific LOSP frequency determination at least until
better data would be accumulated on the design features associated with

each LOSP occurrence.

It may be concluded that while NUREG~-1032 may be more suitable for the
newer plants, NSAC/80 would be more suitable for two stage Bayesian

updating of data for older plants.
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LOCA FREQUENCIES

Tne Reactor 3afety Study (RSS) evaluatad tne Loss of ZToolant Accident

i

(LOCA) frequencies by 1nference from zeneric data oOn plpe 0r2ik 1n tng no

nuclear i1ndustrizss. Tals 1s tne 2as.s for the val les 3nown 11 Taol=z2 4 for

w
O

the RSS. Tne Reactor Pressure Vessel (RPV) rupture Jrobadlliity ~2s 3l

based on non nuclear vessel exp=srisnce. whilz tne freguency >f tne 1att

{
5

did not change much by newer PRA3 /most of them still use -—ne RSS value),

I
the LOCA frequenclies wWere reevaliited 11 tne newz" PRAS. W-dland‘17oh

Table 4: A Comparison of LOCA Frequencies in Various PRAs

LOCA Type Very Small Small Medium Large RPV Interfacing SG Tube
Initiator(¥) LOCA LOCA LOCA LOCA Rupture Loca Rupture
PRA VS S M A RPV Aout R

ARKANSAS 0.020 6.9E-4 1.6E-4 8.7E-5 - -~ -
IREP

MIDLAND 5.0E-3 3.3E-3 4, 7E-L 2.0E.4 - T.7E~T 0.014
PRA

B/W Owner 8.3E-3 4.0E-4 - - - -- 0.017
Group

OCONEE - 3.0E-3 - 9.3E-4 1.1E-6 1. 4E-7 8.6E-3
PRA

LIMERICK -= 0.010 2.0E-3 4,0E-4 -- - -=
PRA

SHOREHAM - 8.0E~3 3.0E-3 7.0E-4 3.0E-7 1.8E-7 -
PRA

BWR-6 - 1.2E-3 6.7E-U4 2.1E-4 - 1.7E~-7 -
PRA

SEABROCK - 1.7E-2 4y, 7-4 2.0E-4 2.TE-T 1.8E-6 1.4E-2
PRA

RSS-PWR - 2.7E-3 8.1E-}4 2.TE-4 1.0E-6 1.1E-5 -=
RSS-BWR CRD Pump 2.TE-3 8.1E~U4 2.7E-4 1.0E-6 - -

¥VS:Very Small - less than 1.5 inch diameter break; S:Small LOCA - less than U4
inch diameter break; L:Large LOCA - Greater than 4 inch diameter if "Medium"

is not considered, otherwise greater than 8 inch diameter size.
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Oconee(g) and Seabrook(17a) PRAs used experiential data for the evaluation
of part of the LOCA frequencies rather than pipe break data used in the
RSS. The Oconee PRA(9) considered the following events in a population of
35 plants:

Large LOCA (A) : no event occurred

Small LOCA (S) : one event that occurred at Zion Unit 1 in 1975
SGRupture (R) : Three events of SG tube ruptures with leakage rates
greater than 100 gpm : Surry Unit 2 (Nov. 1972), Point Beach Unit 1t

(Feb. 1975), and Prairie Island Unit 1, (Oct. 1979).

A two—-stage Bayesian analysis was applied to the above generic data and to
the Oconee plant-specific experience which reflects none of the above
events in any of the three units on site. The BNL review of the Qconee
PRACTO) added another event:
Very Small LOCA (VS): One event that occurred at H.R. Robinson Unit
2 (May 1975).
This has added a frequency of 3 x 1073 (see Table U4) in addition to the
NP-2230 transient no. 6. B/W owner group(18) based their estimate of "VS"
on the precursor study (NUREG/CR—2M97)(19) which introduced the "Robinson

event" mentioned above,.

Table Y4 summarizes the list of initiating events that can be considered
under the "LOCA" category and their frequencies according to several PRAs.

It includes both PWR and BWR plants.

The Table includes LOCA frequencies from two types of origins:

a) Based on pipe break frequencies such as in the RSS,

b) Based on LERs such as in some of the newer PRAs.

The frequencies of Interfacing LOCA (Aout) has been derived in a process
similar to the small LOCA and SG rupture cases. The RSS estimated its
frequency based on generic check valve failure rates. Later PRAs, used
generic valve and pipe break data(20'23) to estimate Interfacing LOCA
frequencies(9'17’2u’25). The publication by NRC(26) of a number of casees
in which a testable check valve was inadvertently activated while another
check valve was leaking, leadto several recent studies which uses LER for
a PWR(2M) and for BWRS(25’27) experience to improve the valve and pipe
break data in order to provide a more plant-specific frequency

determination. The NRC data reported nine failures of air operated check

294



valves in 1361 BWR valve years. Tables 5 and 6 present a comparison of
several sources on valve failure, rupture and leakage rates as used in
several PRAs and other special probabilistic studies. While the RSS used
data from non nuclear sources, the NUREG/CR-1363 uses LERs for many
plants, most of them include small leakages as well as very small ones
(Tech spec exceedance). The last two sources {see Tables 5 and 6) uses
more recent LERs. The data provided in the tables is used to estimate the
Interfacing LOCA frequencies according to the number of valves available
in every leak path identified in the particular plant under review, and on

the basis of the testing intervals used on each leak path's valves.

Table 5: Motor Operated Valves Failure Rates

Component Source Failure Mode Assessed Range Mean Value
Rss{1) Failure to 3x1078 - 3x1073/d 1.3x1073/4
operate
(include
Motor command )
Operated
NUREG/CR‘1§63<23) Failure to S 8x1073/d
Valves (for BWRs operate
(include
(MoV) command )
NUREG/CR*1§63 Failure to - 6x1073/d
(for BWRs operate
(w/0 command)
Command Failure Failure of ——— 2x1073/4d
of both MOVs Inboard and
(Inboard and Qutboard MOVs
snps-pRral1l) MOV ——- 1.6x10" T /nr
App. A.2%¥ Spurious
Opening
CHU"1987(25) MOV Spurious - 9.2x10"8/nr
Qpening
CHU~-1987 Failure to - 3.9x1076/d
reclose
CHU-1987 Inadvertent - 1.2x1073/4
opening

*Based on GE evaluation
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Table 6: Valve Rupture or Excessive Leakage Rates

Component Source Failure Mode Assessed Mean Value
Range
(he™ 1] (1)
Check Rss(1) Internal Leakage 1076 -107T7 3.8x1077
severe

Valves

NUREG/CR Internal Leakage - 11070

-1363(23) (all sizes)

SEABROOK PRA  Internal Leakage  5x10°0 -1x10710 1079
(17)

update (severe)
(all sizes) 5%x1070 —5x10"8 5%x1077
cHU-1987(25)  Internal Leakage ——— 3.4x10"7
(all sizes)
Check RSS Rupture 1077 -1079 2.7x1078
Valves -8
NUREG/CR External - 7x10
or -1363 Leakage/Rupture
Motor _ax
SEABROOK PRA  Rupture - <5x1079
Operated update
Valves -7
CHU~1987 Disk ——— 1.4x10

Separation

*¥Never occurred 1n more than 10,000 valve-years

SPECIAL INITIATING EVENTS

T71e more recent PRASs do not solely use the transient data sources for
identifying and evaluating IEs, They include a treatment to i1dentify events
of the loss of support systems. Some IEs of this kind are loss of
instrument air, DC power buses, service water or component cooling water.
Tnese events, 1n spite of being relatively infrequent, have a large impact
because several support and subsequently frontline systems fail as a result

of the IE.

As a result of their low frequency of occurrence, there 1s no sufficient
plant specific experience. Thus, their potential frequency 1s estimated by
a special analysis; 1n most cases a fault tree analysis. Such an analysis
was performed i1n the Oconee PRA(9X Table 7 1s an example of the evaluation
of the loss of i1nstrument air 1nitiator frequency performed in Reference 9

by the fault tree method.
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Table T: Loss of Instrument-Alr-Initiator frequency Contrlbutors

inltliator
Frequency (yr'l)
Event Dascriptlion Dominant Cut Set OPRA BNL* ¥
Contamlination Inadvertent A system con- AIAPICF 0,102 0.133

taminatlion with water or oll

Plipe rupture iA pipe rupture not repalred ALAPLF* 0,052 0,059
in 10 minutes® AIAPILIOF
Loss of SA and one IA Pipe ieak In SA system and ASAPILF® 0,006 0.007
traln fallure of one 1A compressor AIACPCF*3
to run
Loss of SA and one {A In Plpe leak In SA system and ASAP|ILF* 0,003 0,004
malntenance one }A compressor in malnte-~ A ACPAM*3
nance
Loss of SA and loss of Pipe leak In SA system and ASAPILF* 0.002 0,003
RCW to IA RCW valve to 1A falls closed ARCWI ASYO*3
One A train falls and IA talls mechanlcally to run, AIACPCFx3» ~0 0.001
SA interconnect and and SA Interconnect falls (ASAIAVDO +
falts too ASAIAVVH)
Totai 017 0.21

*The abllity to repair or isolate a major leak In the A sysvem is compllicated by the fact that the
system was not Included In the detalled desian drawlngs =-- whlch make the recovery operation more
difficutt, Some plpes and valves are not visible or accessible (OPRA, page A,15-10),

"pltferences In the BNL reevaluation are due 1% BNUL!'s use of a factor of 0.8, rather than 0,7, to
account tor unit 3 being at powar durlng the fault, and to correctly use the fallure data given on
page Al15-19 of OPRA,

The data required for these special IEs are of two kinds:

a) Experiential data (LERs) on these special events in similar plants.
This is used to identify the existance of the potential for these
kinds of IEs.

b) Failure rates of equipment either generic or plant-specific for the
quantification of the fault tree that was constructed for

estimating their potential frequency.

6. INTERNAL FLOODING

Internal flooding is another initiating event that is treated in a
detailed special study. The two common approaches that were referred to

in the previous sections were also used for evaluating the internal
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flooding frequencies:

a) Estimation from NPP experienced flooding events combined with the
plant-specific flooding-event experience.

b) Estimation from detailed fault-tree models for several internal
flooding rates based on plant design and on the basis of pipe
rupture rates, expansion joints rupture rates, valves' failure rates

and human errors in maintenance.

Three important internal flooding studies were performed in the
past(9J1’17). These three PRAs all used a combination of both approaches.
In the case of the Oconee PRA(9’28) three iterations were carried out on the
flooding analysis. The first was according to approach (a) above, the
second was a combination of (a) and (b) and the third iteration was a
combination of (a) and (b) with very detailed (b) approach. In the case of
the Seabrook PRA(17), approach (a) was used more extensively than approach
(b). However, pipe failure rate data was used to assess the frequency of
the very large flooding category for which no event has been experienced by
the industry. The approach in the Shoreham PRA(1‘) took into account the
NP-801 transient IE frequencies in combination with unavailabiliity of
isolation system (due to maintenance and human errors) when the transient

occurred, leading to a flooding event.

All the above application indicated a need for flooding event records from

NPP operating experience, and for effective pipe and valve failure rates.
SUMMARY

A discussion of initiating event selection and frequency determination was
presented by a breakdown into transients, Loss of Offsite Power, LOCAs,
Special events (mainly infrequent support system failures) and internal
flooding. The methodologies used were examplified from the treatment

employed in recently published PRAs. There are two main approaches used:

a) Study of LERs and plant~specific occurrences which are combined by
the two—stage Bayesian methodology.
b) Fault tree analyses and similar studies to probablistically evaluate

the frequency of a certain initiating event.

Many studies combined the two approaches in their detailed analysis.
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Qur review reveals the need for accumulating LERs for use 1n PRA for the
purpose of 1nitiating event selection and frequency determination. It
1dentifies the need for a master 1li1st of initiating event categories with
well defined event descriptions to help the PRA analyst. In addition, the
need for better failure rates in some particular areas - mainly for pipes
and valves 1s identified for use i1n determination of LOCAs and internal

flooding events.
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