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FOREWORD

Reliability dctta plays an important role in Nuclear Power Plant safety
and avai lability.

In plant design reliability data art- used to evaluate the safety
implications of various redundancy strategies. En ploint operation reliability
dottd arc needed for the evaludtion of maintenance schedules, allowable outage
times and to optimi/e test intervals.

Other uses of realiability data include: root cause and failure trend
«•analysis, common cause failure analysis, plant performance indicators ctnd
optimisation of spare parts inventory. Of particular importance is the use of
reliability data in probabilistic safety assessments.

It is clear that the establishment and the maintenance of a reliability
data bank based on specific N P P operational experience requires considerable
commitment from the organisation managing the work. Experience shows,
however, that benefits clearly compensate for the costs involved, particularly
if one considers the multiple uses of the collected data in WPP safety and
availability analysis.

Clearly, if data are to be suitable for use in PSA studies, their
collection should be orgctni^ed in a way which meets the needs of the PSA
analyst. This implies that a close liaison between the people who are
responsible for the collection of data and the PSA analysts should be
established. "I he combined experience of the Agency's member countries in the
various aspects of data collection, analysis and retrieval represents a much
richer source of data than that which could be provided by any single country.

Tn order to ensure that this wealth of experience can be made use of, a
Technical Committee Meeting was convened by the 1ACA in Vienna, 1-5 February
1988. The general objective of the meeting was to compile and to disseminate
ongoing work and experience with reliability data sources including aspects of
data collection, analysis and retrieval.



This Technical Document, prepared by the participants in tho meeting,
highlights the issues discussed during the meeting. The document reviews,
based on the information available in the group of participants, the
experience in Member States and identifies areas where further work is needed,
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EXECUTIVE SUMMARY

1 o compile and to disseminate on-going work and experience with
reliability data sources, including aspects of data collection analysis and
retrieval, a Technical Committee Meeting was convened by the IAEA in Vienna,
1-5 February 1988.

This technical document, prepared by the group of participants in the
meeting, reviews, based on the information available to the group, the
experience in Member States and identifies areas where further work is needed.

Chapter 2 reviews the role of reliability data in plant safety and
availability. It also identifies major issues in data collection, evaluation
and utilisation. Among these issues the incompleteness and inconsistency of
data, the factors affecting failure data, data validation and the use of
generic and plant specific data are addressed.

In Chapter 3 the experience of some countries in establishing and
operating data bases is compiled in the form of tables. Both event data bases
and reliability parameters data bases are addressed.

The following aspects were compiled:

- status and general characteristics of data bases
main information items provided

- modes of data collection
manpower and computer resources in data collection

- means of data manipulation
potential application of the data banks

A full section of this chapter is devoted to the Component Event Data
Bank (CEDB) of the JRC Tspra managed European Reliability Data System.

In addition, the chapter contains a detailed description of information
to be collected for an adequate failure characterization and use in safety
analysis. Quality assurance aspects in data collection, validation and
screening are also addressed.



l\lew date* collectors can benefit from the experience gotinod during data
collection and data base formation in other countries, 1 hört1 Fore, common Is on
the experience available and potential pitfalls are given.

Chapter 4 addresses data management and analysis Once the data base
is established special attention should be given to the computeri/ed data base
management system in order to choose the most appropriate one for each
particular application. Information found in data bases must be procosvd
using appropriate statistical techniques selected in accordance with the
characteristics of the data and requirements of the analysis.

A number of data bases containing component, re] iabi 1 à t_y parameters are
available in the open literature. They usually differ with regard to sixe,
level of detail and the ultimate source of data. The comparison of main
characteristics of representative data sources is also found in Chapter 4.
Special attention is devoted to the Reliability Data Book of CM)B and to the
IAEA compilation of generic component reliability data.

The data for rare events (some initiating events are usually of that
kind) usually cannot be collected From plant operational experience. Special
studies used to assess that kind of data are presented.

Tnfonnation «about events can be used to generate system reliability
indicators. Reliability indicators which condense a large amount of
information about the system operation into a few quantitative parameters is
discussed.

Finally, the participants in the 1CM identified aspects which deserve
special attention by those involved in collecting and using of reliability
data. Among others are some remarks about historical quality of data,
operating times needed to derive parameters, root causes of failures,
importance and cost oF data collection efforts, manpower requirements and
needs for international cooperation and standardisation.
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1. INTRODUCTION

Reliability data plays an important, role in Nuclear Power Plant safety
and availability.

Tri plant design reliability data are used to evaluate the safety
implications of various redundancy strategies. En plant operation reliability
data are needed for the evaluation of maintenance schedules, allowable outage
times and to optimise test intervals.

Other uses of reachability data include, root cause and failure trend
analysis, common cause failure analysis, plant performance indicators and
optimisation of spare parts inventory. Of particular importance is the use of
reliability data in probabilistic safety oissessrnents.

It is clear that the establishment and the maintenance of a reliability
data bank based on specific I\SPP operational experience requires considerable
commitment from the organisation managing the work. Experience shows,
however, that benefits clearly compensate for the costs involved, particularly
if one considers the multiple uses of the collected data in I\IPIJ safety and
availability analysis.

Data can be derived from generic or plant specific information. for
use in Probabilistic Safety Assessment (PSA), data is needed for the
frequencies of initiating events, the rates of the different component failure
modes, common cause failure rates, repair times, unavailabilities due to tests
arid for preventive maintenance and human error probabilities.

Specific field data collection campaigns, generic published
information, laboratory testing, expert opinion, and abnormal event data from
operational experience are the most common sources of data.

Available data is, however, often of limited use in PSA studies because
of the way in which the data have been collected. Frequently events are
recorded without providing any information concerning the time over which the
data have been collected or the number of demands which have been made during
this time. Other shortcomings in available data sources are the Jack of
sufficient detail concerning the event or operating conditions and the lack of
consistent and well specified definitions, including component boundaries,

11



operating environment, design specification and available information on
failure mode or root cause.

Clearly, if data are to be suitable for use in PSA studies their
collection should be organized in a way which meets the needs of the PSA
analyst. This implies that a close liaison between the people who are
responsible for the collection of data and the PSA analysts should be
established, "Iho combined experience of the* Agency's member countries in the
various aspecbs of data collection, analysis and retrieval represents a much
richer source of data than that which could be provided by any single country.

In order to ensure that this wealth of experience can be made use of, a
Technical Committee Meeting was convened by the IALA in Vienna, l-S February
1988, The general objective of the meeting was to compile and to disseminate
ongoing work and experience with reliability data sources including aspects of
data collection, analysis and retrieval.

This Technical Document, prepared by the participants in the meeting,
highlights the issues discussed during the meeting. The document reviews,
based on the information available in the group of participants, the
experience in Member States and identifies areas where further work is needed.

12



2. ROLE OF RELIABILITY DATA

Reliability data plays an important role in Nuclear Power Plant (I\IPP)>
availability and safety. The establishment and the maintenance of a
reliability data bank based on specific |\IPP operational experience requires
considerable commitment from the organ i /a t ion managing the work. Experience
shows, however, that benefits clearly compensate for the costs involved,
particularly if one considers the multiple uses of the data associated with
WPP design and operation.

Assessment

Safety assessment in general and probabi J i stic safety assessment (PBA)
in particular provide important insights to be considered in connection with
the design and operation of nuclear piants,

Three different levels of PSft are defined in the literature. Thus, PSA
may be focused on plant analysis and in calculating the frequency of core
damage. Tt may also address the physical phenomena leading to uncontrolled
radioactive release and its associated probability or the risk of harm or
injury to the general public,

This document is restricted to the first of these objectives (leveJ }
PS A) ,

In normal operation of the plant none of the above conditions would be
reached. They can only be experienced if the plant operates beyond its design
limits. The plant can be placed beyond design if it is subject to accidents
or operational transients, that are not controlled by the various control and
safety systems.

In order to calculate or assess the probability of the above conditions
the analyst must determine the frequency of occurrence of accident initiating
events, together with the unavailability of the appropriate safety systems.
This can only be done if the appropriate data on initiating events and
component failures are known.

"I he application for which PSA has been used most widely in the past is
identification of design or operational weaknesses having an impact on the
core damage frequency. Evaluation of the dominant accident sequences, and

13



system faiJures oind human errors can identify relatively weak poinls that, if
improved, would most effectively reduce the expected core damage frequency.

In order to niako most, use out of the probabilistic safety assessment,
it has to be continuously updated. Therefore, operational experience must be
monitored to ensure that the various assumptions used in the- analysis are not
vioi rilled .

The use of specific operational data is of utmost importance, because
l.he examination of such data can highlight those areas where safety needs
further consideration fts a result of the safety review, the resources for
safety improvements can then be allocated more effectively.

Probabilistic Safety Assessment methodology provides a very important
systematic means of predicting new accident scenarios. These scenarios can be
extracted either front a PSA, if available, or by constructing dedicated event
and fault trees for specific accident sequences. This information can be used
in operator training to aJert him to the various accident scenarios.
Additionally, it may be used to identify weak points in the knowledge of the
plant personne]

tor this subject, the concept of a J i v i n g PSA is applicable and
useful. Ihis form of training necessitates an updating process for in-plant
data collection and analysis to periodically revise the plant specific
accident scenarios used for training based on in-plant event experience and to
provide information required to modify both emergency and normal procedures of
operation.

2.? Uses of reliability data in WPP Design

Several options might be available to achieve a specified function at
the design stage of the plant, Ihe designer must consider the structure of
the systems, the choice of materials, the reliability of the available
options, quality assurance programme, etc. Reliability data are used to
evaluate the reliability for each of the various design options. This
information enables the designer to judge which of the option should be
adopted, taking into account a cost-berief it analysis and therefore enabling
him to realise a more rational and economic design.

14



t valuat ion of design option imply in the spef i f i cat ion of d i ff front.
lewels of redundancy and diversity.

ft genera] procédure to specify redundancy and diversity levels includes'

i) specify the possible different system structures;
ii) perform r e l i a b i l i t y analysis for each defined system structure

using the same data set input;
i i i ) evaluate the dependencies and common mode aspects for the

different redundancy and diversity levels (including
considerations of d i v e r s i t y and separation);

iv) compare and evaluate the results for the various system structures.

The identification of specific aspects of the level of redundancy
considers that:

a) redundancy can be established on different levels to achieve a
given safety goal;

b) the logic of redundancy is not unique (e.g. parallel, voting
logic); therefore various options have to be studied,

c) the effectiveness of the redundancy is dependent on the
operational (i.e. whether passive or active trains <*re used) mode
as well as on the reliability of the individual trains.

1 he identification of the diversity level involves analysis of the
effects of:

a) functionally diverse systems/components, e.g. for reactor
protection and shut--down, decay heat removal;

b) technically diverse systems/components, e.g. for different power
(steam or electrical) supply units;

c) manufacturing diversity, i.e the components manufactured by
different companies.

Tn conclusion for the identification of the appropriate redundancy and
diversity levels reliability data are needed beyond the simple component
failure rates, i.e. common mode failure, data, and human interactions are also
required. It should be noted that the groat variety of possible design
options can increase substantially the amount of effort needed to complete
this task.

15



2,3 Use of" reliability data in NPP Operation

The use of reliability data in NPP operation can be characterized in
three general areas namely: Operational Management, Safety Management and
Operator Training.

2,1.1 Operati onal Management

In the framework of reliability analysis for operational management
generally two types of information are needed:

(i) a description of operational procedures, and a description of the
different operational modes that need to be considered in the analysis,
and

(ii) reliability data as input for the analysis,

2,3.1.1 ÜV if] to nan ce Schedules

Specifically, to evaluate plant maintenance schedules on a
probabilistic basis the following analytical steps should be performed:

a) define the calendar period to be considered. Basically it can be
categorized as
refuelling period, i e. several weeks per year,
operational period, i.e. about one year,
one campaign, i.e. one continuous operational period plus
subsequent refuelling period (normally one year for PWRs),
several campaigns, i.e. several years or refueling period,

b) determine the different maintenance schedules which can be
considered as possible options. Typically long term schedules
(for several campaigns) are desirable, A maintenance schedule
should include all plant systems, subsystems arid complex
maintenance activities.

c) Obtain the input reliability data required. For maintenance
scheduling three types of data are needed:
failure data;
repair and recovery data; and
test induced failure data (i.e. errors occuring before or during
test which render the system unavailable after the test).

16



d) calcule the equipment/system reliability or unavai labi 1 ity for
different maintenance policies and its impact on plant safety.

e) compare the results, and derive the economic worth of the
different policies considered in the analysis.

It should be noted that in the course of the analysis, special
attention must be paid to maintenance activities, failures caused by the
maintenance actions, as well as to the specific procedures used for both
technical and economic evaluation

2.3,1.2 Opt imi sat ion of Test_ lnterv_als

For optimisation of test intervals the following procedure can be used
(together with the information listed):

a) definition of time period considered. Basically it can be:
one test cycle (i.e. one stand-by period plus test period)
one operational campaign of the plant (i.e. several test cycles).

b) collection of input information for reliability analysis. The
information involves:
test procedure description (i.e. frequency of testing of each
train of a redundant system, shift period within train tests);
reliability data for stand-by period,

c) calculation of unavailability of components/systems considering
different test frequencies;

d) consideration of their impact on the probability of occurence of
dominant cut sets in PSA,

(e) evaluation and interpretation of results.

The unavailability of a component/system is subject to two opposite
effects if the test frequency is changed.

1. In case of more frequent testing the contribution from stand-by
latent failures decreases,

2 the contribution to system unavailabilities due to testing and
from test caused failures increases.

17



A time depend ont rel iabi li ty analysis based on the minimum cut set of
the system is normally performed to determine the minimum time averaged system
unavailability. This is important when the system has c*n important impact on
plant safety and availability.

It, must be emphasi/ed that the optimisation described above involves
only technical aspects. Tn practice for the selection of the actual test
frequency other aspects, such as available manpower and economic efficiency
also need to be considered.

2.3. ] .3 Outage T i mes

When a failure or an abnormality of a safety system is detected by the
surveillance activities, the system goes into a repair. Technical
specifications (Operating Rules in U.K.) restrict outage times of these
systems to prevent unacceptable increase in the risk. If longer outage times
are required, the plant must be shutdown. PSft produces the dominant minimal
cutsets which lead to core damage. These cutsets indicate the importance of
the safety systems and of the various components. If contribution of outage
of a system is small or negligible, the allowable outage time can be increased
if required, It is argued that if the outages due to repairs do not affect
significantly the availability of the various safety systems, repairs can be
carried out during plant operation. Repair times are more controllable than
the failure data. Therefore, operating experience can be used only as one of
the ingredients in estimating or planning repair times for a certain
equipment. PSA can be used for the determination of the permissible outage
time of the system or components. Reliability data used normally in PSfl are
needed for this application. Appropriate safety criteria must be used to
specify acceptable risk levels, against which outage times can be judged

2.3.1.4 SpareJPar t s

The repair times are a function of the spare part inventory at site.
Storage space and budget for the provision of spare parts are, however,
conditions to be considered. Actual component reliability data, allowable
outage times, data on accessibility of components, costs and space available,
repair times and estimated time needed to obtain replacement parts, can be
used to optimize the inventory of spare parts.

18



2.3.1.4 A vai Labil ity of Piant

Availability of the plant has an impact, on both its economics and its
safety.

Reliability data of various plant systems can be used as performance
indicators of plant safety. Tn this framework, PSA results particularly the
importance of safety systems in the toted core damage frequency can be of most
use,

2.3.? Safety Management

2,3.2.:! Backfitting and/or Design .Improvements

The U.S.WRC has conducted a program riouned " Integrated Plant. Safety
Assessment, Systematic F valuation Program". The aim of this program was to
review some older plants with respect to the more recent regulations imposed
on the new plants. As a result, backfilling issues and design improvements
were identified. However, before imposing corrective actions to be taken by
the utilities, a PSA was performed to evaluate the relative risk impact of the
proposed changes or improvements. The program included the development of the
fault-trees for the relevant system pending improvement or backfitting.
Actual failure data was used for the quantification of fault trees.

2.3.2.? Accident Management

Reliability data are also used in the area of accident management.
Reliability analysis and PSAs can be used to provide guidelines to the
operators. The accident sequences must be reviewed to specify appropriate
operator actions, as well as to identify safety features which can be used in
accident management. The aim is to stop accident propagation and to mitigate
consequences of accidents.

tmergency preparedness should take into consideration the human ability
to cope with procedures under situations of stress. Therefore, human
reliability analysis, as well as ergonomie aspects should be considered.

The reliability data needed for this task are those normally used in
PSA, and the human reliability data in conditions of stress.

19



2. 4 Reliabi^lity_ Data Requirements

2.4,1 In i t_i_a± ina_ Events

For the selection and frequency evaluation of initiating events (II 's),
two types of data sources are generally required:

a) Event data - actual occurrences in WPPs such as those reported in
lERs

b) Failure data - generic or plant-specific failure data for
evaluation of low frequency initiating events.

The main source needed is the event data from the operating experience
of NPPs. Ideally, any occurrences in a nuclear plant should be analyzed with
respect to a periodically updated master list of initiating events, in order
to determine whether it is an event that can be classified as an "old" type
already identified in the master list, or whether a "new" type of event has
occurred, which should then open a new category in this master list.

An example of a list of IE1 s that developed over several years and is
frequently used in the last years is the FPR3-NP 2?30 list of 41 PWR Ibs and
37 BWR TEs. All LERs in the IMRC file up to the end of 1983 have been put into
the above categories. This list covers anticipated transients only. In a
number of recent PSAs this list was augmented to include other sources of
initiating events based on additional LER evaluations and other
considerations. Thus, it can be seen that at this time the PSA analyst does
not have a well agreed master list of lEs where all LERs are included on a
periodical basis. Such a list is desirable for use as the prior for the
selection and determination of the relatively frequent Its.

In order to be useful as a prior, the IE master list should include an
estimate of the frequency of each IE. This estimate could be based on the
data accumulated in national or international event data banks, and on
published PSAs,

The low frequency (rare) events do not occur frequently enough to be
established from the experience with LERs, In these cases engineering
judgement is used for their selection, and a special analysis (fault-tree or
other methods) is performed to determine their frequency. An example is the
interfacing LOCA, In this case the location of the break and its size are
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important for the PSA analysis. However, the few I tIRs available are just an
indication of the- possibility of such an intiating event, and the frequency of
this event for different break si^es and location needs to be separately
assessed.

A common master list for selectjon of low frequency Its for PSA does
not exist. Rather, different PSAs generate their own ]ists based on previous
studies and plant specific Lb'Rs, There is a need for a master list also for
the low frequency (rare) initiating events for future PSAs. nomination from
this master list of those events which may be not relevant for a particular
plant should then be done on a case by case basis, and thoroughly documented

It is recommended that master list for [Es and their expected (generic)
frequency should be prepared for use in the categori/ation of operating
experience, and to be the starting point in choosing TK for PSA study.

Z.4.2 Fai lu re Data

In order to undertake the various reliability calculations the analyst
requires the following information: (i) mechanism of failures, (ii) failure
modes and (iii) failure rates.

First the analyst must decide on the mechanism of failures to be
considered, such as whether they are demand-dependent or t i me-dependent,
whether they are random or dependent on each other. Second, he needs the
failure data separated into a sufficiently fine selection of failure modes.
Additionally, numerical failure data must be characterised either by their
mean or median values and uncertainty, or by their distributions. The failure
data at the component level is required for most applications, system or
subsystem data may be useful in some of the applications discussed in section
2.2.

2.4,3 Testing

Numerical calculation of reliability parameters depend on the
operational mode of the components/systems; i.e. different data are needed if
continuously operating components or stand-by components are analysed.

21



hrom Ihr» point of view of the analysis, the stand-by components can be
classi f ied as •

repairable corit J nuousl y monitored,
repairable periodically tested,
or noi'i repairable,

lo calculate reliability parameters, i.e. averaged or time- dependent
unavailability of periodically tested components, the following input data are
required :

failure data (failure rate, unavaiJabiJity per demand)
repair data (repair Lime)
information on testing policy and efficiency (including test
induced failure data).

Information on testing policy and efficiency involves the following
parameters :

a) frequency of testing,
b) duration of test period, including further repairs (if any)
c) failure detection efficiency during tests; i.e. the probability

that the failure mode in question will be identified during the
test,

d) test caused failure probability, i.e. probability of failures
which can be caused by the testing procedure, (incl.
non restoration after test)

e) test override probability; i.e. probability of taking the
component under test back to operation in case an actual demand
occur s.

The data (a) and (b) can be extracted from actual operational
procedures, while data (c) to (e) can be deduced from operational statistics
(from the raw data). This kind of data is in general not readily available.

Due to the opposing effects of the above factors, a test frequency
optimisation can be performed as mentioned in Section 2.3.1.2,

r n practice most of the safety systems or safety-related systems are
periodically tested according to a predetermined time schedule. All trains of
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redundant systems have to be tested, and both the test period and the lest
stagger have to bo considered and taken into account in the analysis of the«
redundant system.

2.4.4 Rcpai r and Recovery Delta

2.4.4.1 Repair limes

Repair time is the time needed to repair a system or component, which
has failed during the operation of the plant. Ft should be noted thai the
repair time is not necessarily equal to the time during whir h the system is
unavailable due to a failure since repairs do not always start at the time of
the detection of the failure. Furthermore repairs must be followed by testing
to ensure that the system is functioning again within its technical
speci fixations requi renient s .

Since the repair time can contribute appreciably to the total time
during which the system is unavailable, the rep(!tj r time must be determined and
controlled, There is a general need to calculate the maximum allowable repair
times on a more sophisticated basis. Probabilistic safety criteria can be
used to specify the maximum time for maintenance or repairs of components and
systems during plant operation.

To calculate allowable repair times, the following information is
necessary :

a) meantime to failure
b) meantime to detect failure

— c) meantime to repair
d) meantime of test.

Plant operating experience including manpower available for maintenance
and availability of spare parts is needed and should be used to complement
above information.

Recovery Data

The more recent PSfts (such as Oconeo PRfl) do not conclude with a list
of plant dominant accident sequences but apply on the resulting dominant
sequences a set of recovery probabilities. This can significantly change the
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resultJny hierarchy of donunarit sequences These recovery probabilities
manifest tho probability of operator corrective actions to mitigate the
accident sequence the plant may experience. The recovery probabilities are
derived based on the emergency procedures of the plant and correlate to their
effectiveness and operator training in their use.

The determination of recovery data is riot yet well established. There
is a need for data that will help the analyst to choose recovery probabilities
based on the factors presented above as weJl as other additional factors.
Further discussion of this data would be covered in studies of human
reliability data,

? , b Issuejs on _ Data Collection,, tyaluation .and Utilisation

Some issues on data collection evaluation and use are detailed in the
following sections

2. 5. 1 Data Collect!on
2,5.1.] Avai la_bi li._ty_/Incompleteness of .Data

For Reliability Analysis and PSA required data are compiled from
generic sources, plant specific statistics, and engineering judgement.

Generic data have been published in various report in different
countries 1 he use of such generic data involves a number of problems which
include :

the limited types of components involved and unknown assumptions;
the inconsistencies between various published generic data banks;
(Section 2.5.1.2)
the difficulty in application of generic data to some specific
components (Section 2.5.3,1)

Plant specific statistics are available for plants which have been in
operation for long periods. Even in this case difficulties still exist,
namely :

how to extract the information needed for reliability analysis
from raw data sources, which very often does not include all the
parameters of the required data in existing data collection
systems. To avoid this problem it recommended that a reliability
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analyst should bo involved in the development of raw data
collection system for a new plant from the earliest stages,
for old plants the current forms and methods should be revised and
extended by reliability analysts.

Data based on engineering judgement very often imply data suggested by
one person. Collective opinion and suggestion of an experienced team composed
of both operational staff and roaliability analysts are preferred (see Section
2.5,1.5 and 4.3).

2 . "j . 1 . 2 Inconsistency of Data

Since the raw data are usually collected from many different plants on
several sites, the data collected can include inconsistencies. Frequently
encountered problems are listed below:

Inconsistent definition of components or systems, especially in
the definition of the system boundary and interface points;

- Inconsistency of the component boundary, e.g. interface to the
control system, the power supply, and the lubrication system.
Therefore, the boundary of each component needs to be clearly
defined in order to avoid overlaps or omissions.
Inconsistent definition of failure. For example, a component
success/failure criterion depends on the failure mode and failure
severity in the system analysis. Failure due to an inapplicable
failure mode or incipient failure should not be considered.
Inconsistent definition of operational data, including the number
of demands estimated and the operating times. These should be
assigned for each failure mode separately. For example, the
failure rate of "failure to run" should be calculated on the basis
of the operational time, but that of "external leakage" should be
calculated either on the basis of the time the component or system
is under fluid pressure or, if this is not available, on the basis
of the calendar time.

2.5.1,3 Statistics and Uncertaint i es

The following statistical problems are also frequently encountered:
Assumptions used in the calculation of statistical parameters must
be well documented and kept in mind when drawing conclusions. The
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assumptions must be included in Reliability Analysis or PSA
reports.
Uncertainties are sometimes mi sinterpretfH . Ihey arc» sometimes
mistakenly believed to express objective stochastic variations of
given parameter s However, because of the lack of sufficient
statistical information this is not necessarily so. Ihere is a
large amount of subjectivity in the specification of uncertainties
People with operational as well as statistical experience should
be invoived in the collection, évaluation and use of reliability
data.
Computers in statistical analysis are useful, but must be used
cautiously. An understanding of the statistics and the various
assumptions is of most importance in manipulation of data.

2. '3 . 1. 4 Randqm/Dependen t Failures

In the design of complex, highly reliable systems the designer and the
safety analyst must work together to decide how many trains will be necessary
to achieve the required reliability.

As it is generally recogni?ed that complex, multipie -train systems can
be affected by hidden dependencies, ways must be devised by the designer and
the analyst for dealing with them. Generally, they look for guidance by
examining operational experience with systems of similar complexity. However,
operational data are not always collected in a way which makes such an
examination fruitful. Therefore, it is recornmendable that, whenever possible,
reliability data clearly indicate which ones are truly random and which
failures are related.

2 . "b . 1 . 5 I n£LLne§r_iQ£L ̂ ydgement

Engineering judgement is sometimes required to obtain reliability
parameters for those components for which raw data do not exist. Engineering
judgement is necessary on all levels of handling reliability data in both
Reliability Analysis and PSA,

It could be dangerous to use the judgement of either anonymous experts
or well known experts with expertise which is irrelevant to the problem in
question. It must be always ensured that it is known who the experts are,
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who»t are their credent Jal s and what are the bases for their opinion and
judgement. Tt must be remembered that because experts frequently have their
knowledge influenced b_v their background and interactions with each other,
their advice may be not completely independent. fngineering judgement should
be tested, as with any other source of reliability data, and not accepted
uncri tically.

Engineering judgement should be provided by skilled engineers who have
a considerable experience in designing, constructing and operating IMPPs, or in
related topics as well as in Reliability Analysis and PSA work.

Tt is also more advantageous to use engineering judgement to modify
available data for similar application rather than to use it to produce new
data for which no related experimental data is available.

i>.r.>,2 Data t valuation
? . '3 . ?.. 1 Sources of Re 1 iabi 1 i ty Data

There are many sources of reliability data that the analyst should
consider. However, the various sources must not be used uncritically. The
analyst must be aware of the advantages and of the limitations of the various
sources.

Ihe available sources can bo broadly classified on by how the data were
obtained and on how specific they are for a particular application.
Classification of the data according to the way the data have been obtained is
shown in Table 2.5.2.1.-1. Classification of the data according to how
specific they are is shown in Table 2 , fj . ? . 1 .--? . Which source of data should
be used depends on specific conditions and requirements.
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Table 2.5,?,] -1 :
Classification of data according to the way they have been obtained

SOURCt OF IHt DATA ADVAMIAGtS LIMIIAIIOWS

Operational data

Field tests

Laboratory testing

Generi c pub!i shed
information

Expert opinion
(engineering
judgement)

most appropriate

influence of various
parameters can bo
ascertained

failure mechanisms
can be more easily
identified; testing
can be accelerated

data conveniently
available; sometimes
endorsed by reputable
organisations
sometimes this is the
only source available

full spectrum of data rarely
available
important operational parameters
can be mi ssed

possible unrealistic and over-
simplified operating conditions

primary source is not always
given and thus not open to
scrutiny; use may be misleading;
applicability problems
can bo misleading; credentials
of the experts must be known;
must not be accepted uncritically

1ABLF 2.5.2,1-2:
Classification in accordance to how specific the data are

SOURCE OF THF. DATA ADVAWrAGLS LIMJL1 A1IONS

own plant specific data most appropriate not always available-

plant reference data provided by the
vendor of the plant;
often checked and
validated

are not appropriate if
vendors' assumptions and
experience are not reflected
in the operation of the plant

generic data most readily
available

not always appropriate, must
be used cautiously and
critically
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2.t>.2.? Factors Affecting Failure Data

Reliablity data arc chardcteri/ed not only by stochastic features such
as frequencies of random events. There are other factors arising from both
environment^ and operational conditions of the components and of the systems.

For appropriate use of operational experience data in Reliability
Analysis and PSA it is necessary to collect and evaluate a wide range of
operational information. The following list of types of information is given
as a minimum of what should be t<*ken into consideration:

- date and time of the event and transient sequence as well as the
time from the beginning of the normal operation of the component

- operational state of the plant at the occurrence of the event
operational states of systems involved in the transient
influence of the event on the state of the unit as a whole
evaluation of the influence of the event on nuclear safety
causes of the event as well as their evaluation
special technological system characterisation
characteristic features of history of inspections, testing and
repair of systems and components related to the event
other information on technology, operation and maintenance, such as
the age of the component

2.5,2.3 Categorization of_initiating Events

To help in performing plant-speci fie PSAs, F.PKI (M) and WRC (l'a)
supported studies to prepare generic lists of initiating events, Tn these
studies a list of 37 It categories for BWRs and 41 Ih categories for PWRs was
recommended. The latter study reevaluated the IE categories and determined:

(a) a comparison of the PWR and RWR lists shows that they do not
have similar detail in part of the categorization and mainly
with respect to loss of condenser initiated events.

(b) categories PWR 38 and BWR 34 "cause unknown" are too broad in
nature and should be detailed when the list of initiators would
be revised.
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Another observation of lack of sufficient, information for
categori/at ion of initiating event can be found in a report (J6) which was
based on a <~ircuJotted questionnaire to all utilities operating WPPs. 1 he
questionnaire was not, defined weJJ enough to screen the correct initiating
events. [he result was that 109 events were categori/ed as LOSP, while later
studies (J7,J8) revealed that only half of them could be correctly categori/«'d
as LOSP events.

It is recommended that categorization of H s wouid be made by use of
event descriptions that wilj well define each FK that is categorized and
selected for data collection and frequency evaluation. T h i s would help to
avoid misinterpretation of the events.

2 '). ̂  Use of Data
?.'3,3.1 Generic vs. Specific

It is obvious that for plant studies plant specific data are
desirable. The appropriate amount and quality of data for such studies will
be only avaiJabJe if the plant has been operated for a long period arid
systematic data collection has been performed. Unfortunately in many cases it
is not so; therefore it w i l l then be necessary to extract reliability
informât ion from generic sources.

There are three main problems using generic data for plant specific
studi^s:

a) Generality of data. In many cases the generic data are derived
from plant specific experiences and from engineering judgement (see
WASH-1400), so they are sometimes more specific than really generic.

b) Combination of generic and plant specific data. This combination
has to be done on component, sub-system, or system level. Bayes
theorem is an approach to this problem.

c) Interpretation of results, from calculations based on a combination
of generic arid specific data. Results which have a relative
nature, e.g. importance factors or ranking ratios (risk reduction
worth, risk achievement worth) are less dependent on data used and
can be used with greater confidence than absolute values, l"o
illustrate the dependency of results on input data, extensive
sensitivity analysis are required.
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2 r).l.? limitation of Data

As discussed in Section ^ . b , ? , J various sources of rel iabi J i ty
are available to the analyst. The analyst must recognise that the reliability
data cannot bo used universally and in aJ J c i rcumstancos. All data art-
subject to certain limitations and these must be «Appreciated, rocognixod and
understood,

1 ho analyst must ensure that as far as possible- ho uses the data onJy
within the limits of their validity. Since the ranges of validities are not
always given, the analyst must use his judgement whether the available data
are appropriate for his application or if adjustments are needed.

fis a minimum, the analyst should recognise that as the operating
conditions become more extreme, the uncertainty associated with the generic
data increasos.

? . '3. 3. 3 Validation

Most studies, especially those related to less common types of
reactors and plants in the first years of their operation must use generic
data to establish component parameters. In these cases the dotta have to be
extracted from generic information, and, if possible, from the reference
plant, to yield more realistic results.

Once a study has been completed, new data may be used to validate or
to update the study. In order to carry out such validations new data
confirmed by operational experience or simulator use will contribute to this
process of validation.

In the processing of the data one of the major objectives is to set up
agreed methods for data authentication and validation; this provides increased
confidence in the results of PSA studies. Data must be validated in order to
show how methods can be applied to problems of common interest and transferred
into standardi/ed procedures.
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2.1>.3.4 Historical or Improved Data

One of the common prob Jems with the use of the reliability data from
the analysts point of view is to decide what reliability data he should use
when analysing future systems (as happens in analysis at the design stage).

Two approaches are possible, namely the use of data from historical
databases or of data reflecting technological progress. There are good
arguments for both approaches.

\ or example, the use of historical databases will indicate how well
proven technology has been used, Such an approach will enable a direct
comparison to be made with other designs based on the same or similar
technological developments.

On the other hand technology has advanced and the designers do learn
from past mistakes. Thus improvements in availability and reliablity of
various components and systems are to be expected. These improvement can be
taken into account and targets for improved reliability data can be used,
provided that:

there is evidence that over the years the reliability and
availability of components and systems have been improving,
the observed and documented improvements, rather than postulated
(or hoped for) improvements, are cautiously taken into account when
setting the targets for improved reliability data,
targets from improved performance, reliability and availability are
challenging, but realistic.

These considerations provide an appropriate and legitimate framework
for incorporating technological progress. However, it cannot be
over-emphasised how important the above conditions are. If they do not apply
and if the targets for various improvements become divorced from reality, the
credibility of the whole approach is lost.
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3. DATA BASE FORMULATION

3 . 1 Status arid Characteristics of Reliab_i_ii_tj/ Data _Base_s_ in__Mernber States

A general review of some of the data bases in Member States has
been undertaken with two objectives, namely:

to give general information on the nature, the structure and
the content of the different data bases.

to help in defining the specifications of new data bases.

Wot a]1 existing data bases are described here, because some
countries were not represented. The participants tried, however, to
reflect all the information known to them.

The main data bases described here are:

France: SRDF, SRDF--A, Event Fi Je
Federal Republic of Germany: FUV - Worddeutschland E.V.
German Democratic Republic: Reporting System
Great Britain: PR/A, WUPLR
Hungary: Generic data bank, Component reliability data bank
Italy: SDE, SEME, PACS
Japan: NSIS, FREEDOM - CRFDO
Republic of Korea: PUMAS/W
Spain: DACIUE, BD10, DACNF, B DC
Sweden: A TV
CEC-JRC ISPRA: ERDS/CEDB, ERDS/AORS

Fhe status of the different data bases is described in Tables 3-1.
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T ABI t 3 . 1 . Gen f rôti information

Country: Fh DURAI. REPUBLIC OF GLRMANY (I-RG)

Warne of the
Da ta Base

DCU R A

Operator/
Manager

Type of
information
in OB

l UV -N

Component failure

Main purpose rev tow of operational plant experience
reliability parameter comparison actual
with reference data

Date of start 1986

Conditions of
information
release

No. of in principal, all safety components of I\IPP
monitored
cornp. s/uni t

Status in operation

No. of records ~ '3000
(-end 198/)

Components/ all types (see d
event

Types and No. 2 BWR
of units 3 PWR
concerned

confidential
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Country: I- RAWCE

TABLE 3.1, Gene roi] information (Continued)

Name of L he
Data Base

SRDF ÏRDF A Event Ki le

Operator/
Manager

EdF/SPT
Operat . Dopt.

EdF/SPF
Opérât.DGpL

EdF/SPF
Opérât.Dept,

Type of Component faiiure Component failure Fvents
information in DB

Main purpose PSA maintenance PSA maintenance Operating Experience
Analysis

Date of Start 1978 1984 1980

No, of monitored 600
cornp. s/unit

> SOU

Status in operation in operation in operation

No. of records
(end 1987)

1'iOO 2 '500 20,000

Components/
Events

Fleetro -
mechani caJ

Electronics

Types and No. 34 x 900 MW PWR 10 x 1300 MW PWR
of units concerned 10 x 1300 MW PWR

Siqnifi cant
E vents

4 x GCR
34 x 900 MW PWR
10 x 1300 MW PWR
2 x LMFBR

Conditions of
information
reJease

to be discussed
accord, to fdF
rules

to be discussed
accord, to EdF
rules

to be di scussed
accord, to KdF
ru ] e s
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TABLF 3.1. GeneraJ informâtjon (Continued)

Country: German Democratic Republic (GDR)

Name of the
Data Base

Report i ng Sys tern

Manager/
Operator

National Board on Atomic Safety and Radiation PruU-i lion

Type of Abnormal events of safety related systems
information
in OB

Main purpose Safety evaluation of NPP

Date of s U r t- 19/6

in opcr ,-il ion

No. of
Monitored
comp.s/un i l

10000 components

Status In operation

No. of records Data accumulated in 60 reactor years
(end 1987)

Components/ Events from off-normal reports
Event

Type and No. PWR -- 5 units - 440 MWe (WER)
of units
concerned

Conditions of Not defined
information
release
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"l ABI K 3.1. General i rif or mat i on (CoriUnued)

Country: GREAT BRLTAIN

Name of the Plant Reliability/Availability The Nuclear Plant Puent
Data Base D.B, - Safety Systems Recording System (NUPI: R)

(PR/A)

Manager/ CH58 CRJB
Operator Production Planning Department Mue3ear Coordination Group

Type of Component h vont reports
information
in DB

Main purpose To gather quantitative To collect and transmit
information on availability information on safety
and reliability related events

Date of start January 1988 for safety March 198*5
system reliability

Wo. of Of the of 500 dpend ing on Not relevant
monitored the complexity of plant
comp,s/unit)

Status At pilot scheme stage Fully operational, but evolving

No, of records ^ero '300 event reports,
(end 1987) (growing by 5 per year)

Components/ Safety related components in Fvents of safety significance
Events systems

Types and Wo. All GEGB Magnox with concrete All gas cooled reactors in UK
of units pressure vessels, and all CEGB (40 reactors), with significant
concerned AGRs: 14 units in total events from other countries

Conditions of Not yet decided Confidential, but available*
information to other utilities with a
release need to know

^controlled dissemination
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IftBU 3 . J . General in for mu t. Jon (Continued)

Country :

Warne of 11
Datei Hase

Operator/
Manager

HUNtirtRY
3 Ceneric D,B.

Frist, For
F 1er, trical
Power Research
(VI1KI)

Load Réduction Incident <*nd
Report System Safety Related

Event Report
NPP PAKS >P PftKS

Component
Reliabilty D.B.

I\1PP PAKS

Type of
i n formatjon
in DB

[ni tiatinq
event
frequency
Component
rellabil i ty
data

plant urioivai 1. events
di <>tr i but J on

Failure data
of periodicalJ y
tested comp.

purpose P°>A (Rft) Analysis of
plant
availabili ty

- Report to the Reliability
authority data for PSfl

- Feedback to
the operation

Date of Start 3987 1983 J98J

Wo. of
monitored
comp,s/unj t

Status

Components/
events

(100)
component
categor Jes
(30)"
initiating
events

From 1989
to be extended
by generic
common mode
and human
err or data

all types
of components

1988

400 WO

To the end of
this year planned
to extend to
other components

Periodically
tested components
only

Types and rt/a
No. of units
concerned

4x400 VVfcR 4x400 WER 4 x 400
WER (PWR)
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Country: L1ALY

l A B L F 3.J Generotl in forme* t ion (Continued)

Name of the
Data Bejse

SDE SI MK PACS

Operator/
Manager

FNKI H\IHA/IHSP

Type of Abnormal event Abnormal event
i nf orrna L i on i n DB report s r opor L s

Rp] it-ibility data
on safety r cl atod
f.ornpontirits and
s_vs torn s

Main purpose* Baickfi tLJng Dackf j t t inq and op«>r Uoickf i t Li ng.
and operatioal ational s<
safety improve improvement,
ment, design improvement
design
improvement

design improvement,
reliability parameter
for PSA

Date of Start

Status

J 9 / 8 19/8 CAÜRSO
J 9 8 ' > 1RINO

operationaJ operational

1989

development

No. of record
(end 1907)

?00<) Diesel generators
reliabili ty data
from 1978 to 1987

components/
events

safety safety
related events related events

safety related
components and systems

Types and No.
of units
concerned

BWR CAORSO BWR GAORSO
PWR 1RJWO

BWR CAORSO
PWR 1RIWO

Conditions of
information
release

to be agreed to be agreed w i th
with ENFL FWhA/DISP (major
released to events reported to
CfcC JRC Ispra) l\lr A and lAf-A 1RS
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TABU 3 1, Genercd information (Continued)

Country: JftPAN

Name of the rRhEDOM/CRHX)
Data Base FBK Reliability Evaluation Data for Operation and Maintenance

Centralized Reliability Data Organization

Manotger/ Power Reactor and Nuclear Fuel Development Corporation
Operator Oak Ridge National Laboratory (U.S. DOP)

Type of Component
information
in DB

Main purpose Collection, storage, maintenance, and evaluation of IMBRs
components

Date of slart hRLEDOM (1985) at PNC
CREDO (19/8) in the US

No. of 21.000 components
Monitored
comp,s/unit

Status in operation

No, of records 21.000 components 1. '300 events
(end 1987)

Components/ liquid metal reactor specific or related components
Event

Types and No. 3 LMFBRs and several test facilities
of units
concerned

Conditions of limited (available only for PNC and U.S. DOE users)
information
Release
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TABLE 3.1. General information (Continued)

Country: JAPAN

Warne of Lhe The Nuclear Power Safety Information
Data Base
Manager/ Nuclear Power Safety Information Research Center
Operator

Type of 1. Incidents and failures file
information 2. Operation fiJe
in DB 3. Power station data

4. Annual Data
5. Monthly Data
6. Data on individual energy loss
7. Shutdown data
8. Damage data
9. Overseas information

Main purpose 1. Maintenance of nuclear power safety control information.
2. Analysis and evaluation of information on off-normal

events
3. Reliability evaluation of plant systems and facilities,
4. Evaluation of the plant characteristics.
"3. Compilation of the pertinent information to be

distributed to local municipalities.

Date of start Oct. 1984, but accumulated data for the past 20 years.
No. of n/a
Monitored
comp.s/unit

Status in operation

No. of records 1000 events
(end 1987)

Components/
Event

at present events or off-normal report only

Type and Wo,
of units
concerned
Conditions of
information
release

1 gas reactor, 33 LWRs (PWRs, BWRs)

not yet defined
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"IABLL 3 , J . Gêner«*] inform» t i on (Continued)

Country: REPUBI 1C OF KORFA

Warne of the PUMAS/N
Da tot Base

Manager/ Kori no. 1,2 Plant
Operator Nuclear Generation Dept.

Type of ]. Incidents and fai Jures file
information ?.. Operation file,
in OB 3. Mater if* J Data

4 . Ou tage Da ta
5. Equipment History Data
6. Event Data
7. efficiency Data
8. Radiation Protection Data

Main purpose Management,

Date of start June 86

No. of 10000 components
Monitored
comp. sAinit

Status En operation

No. of records r>000
(end 1987)
Components/ all important equipment and events
Event

Type and No. 2 (PWR) 600 MWe, 1 (CANDU) 600 MWe
of units 6 (PWR) 900 MWe
concerned

Conditions of not yet decided
information
release
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1 ABI F 3.1, Genen*] information (Continued)

Country:

Warne of the
Data Base

DACI\IE-Bf)[0 DACWE-BDC-ChDB

Operator/Manager UI\irSA/lECI\IA10M UNESA/lhCWATOM/JRC Tspra

Type of information
in DB

Event; Component

Main purpose

Date of start

PS A
Reporting to CSW

March 1989

Reliability parameter for
I'SA
Data interchange

March 1989

Wo, of monitored
cornp, s/uni t

500

No. of Record;
(end 1987)

Status Development Development

Components/Events

Types & no. of units
concerned

Events

G<.;R

Me chemical and
t]ectromechanical

- GCR

6 PWR West inghouse
1 PWR KWU
2 BWR GF

6 PWR Westinghouse
1 PWR KWU
? HWR GE

Conditions of
information release

Utilities and CSW use
only

ODB-rules
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TABLE-, 3.1, General information (Continued)

Country: SWH)t~W

Name of the ATV
Data Base

Operator/ Vattenfall
Manager

Type of Component failure
information
in D8

Main purpose Reliability parameter
for PSA
Plant availability

Date of start J976

No. of 7600
monitored
comp.s/unit

Status In operation

94263
Wo, of records
records

Components/ Components
event

Types and No. 12 LWR(PWR-fBWR)
of units ? Finnish BWR
concerned

Conditions of
information
release

To be discussed
with utility
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TABLF 3.1. General infornidLion (Continued)

Country: VARIOUS

Warne of the
Data Base

F RDS - ( If DB LRÜS - AORS

Operator/
Manager

CFIC JRC-T<jpra CFC .IRC-Ispra

Type of Component failure safety significant event
information
in DB

Main purpose Reliability parameters PSA
for PSA Backfi tting
Plant availability Design improvement
Operational safety Operational safety
Maintenance evaluation

Date of start 1984 1984

No, of 600 Not re lovant
monitored
comp.s/unit

Status Tn operation Tn operation

5200 comp.s, 30.000 94263
No. of records 4200 fail. events
(end 1987) records (incl. USA I LR)

Components/ mechanical and Plant abnormal events
event electro-mechanical

comp,s

Types and Wo. 10 LWR(PWR+I3WR) LWR(PWR<BWR)
of units conv.part of GCR
concerned GCR FBR

Conditions
of informa-
tion release

To be discussed
with JRC and
data suppliers

To be discussed
with JRC and
data suppliers
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fts far a<> t ho component r e l i a b i l i t y datot bases are concerned, a table w i t h
tho main information given by tho data banks has been prepared.

T t includes:
tho typo of component <> monitored;
the main ongi noering arid operating characteristics recorded;
tho operating tables (number of demands, operating time's,. ).

The results are presented in Tables 1.7,

The complot ones s of information regarding the engineering characteristics
of each component monitored is indicated in the data base, including-

opérât ing conditions;
s i / e ;
materials;
manufacturer;
preventive mcdntt'nance (maintenance practice);
pr«'Cciutions and limits of use.

The operating data included in the tables (i.e exposure time, operating
time and /or number of domands), are essential For obtaining correct
r e l i a b i l i t y parameters Ihis informaition can be obtained from evaluation or
from observation.

In the first case, it is possible to estimate the operational data on the
basis of the plant operation or from tho number of expected periodical tests.
This can load to an underestimation of the exposure times or of the number of
demands.

The second case is preferred. Several means can be used to observe
directly the operating times and the number of demands; the best being
counters installed on actuators, A very efficient solution is to use the
plant computers programmed to record practically hour by hour the operating
times and the number of demands on the components monitored.
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labié 3 ? Main in form«* t. ion Herns provided

Country: K DERAL RFPUBLCC OK (iLRMANY (f-RU)

NAME OF HIE DA1A BASH DCURA

Types of Components
Pump
Val M fi
Breakers
Transformers
Heat Exchangers
Bus Boirs
Tanks
Motors (filectric)
Turbi ne
AJ ternators
Enqino (Diesels)
Batter i PS

Electrons cs

.V
y
V
V
_v
y
y
y
y
y
v
y

Enq , Charac . n ( futur«' pJans)

Nature of Huid
Pressure and Température
Other

n
n
n

Manufacturer

Periodical Tests Description

Wo. of Demands n

Operation Time n
Unavaiiabil ity Tirnp Due to Preventive assessed
Mai ritenance
Number of Test or Preventive Maintenance outside DE)
Acts
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labJe 3.? Main information i terns provided (Continued)

Country: FRANCF

NAME OF THF. DATA BASF MROF SRDF A

Types of Components

Pump
Valve
Breakers
Transformers
Heat f xchangors
Bus Bars
Tanks
Motors (electric)
Turbine
Alternators
t'ngine (Diesels)
Battori es

Flectronics

.V
Vyyyyyyyyyy

Eng. Char cic

Nature of Fluid
Pressure and Température
Other

yyy

Manufacturer

Periodical Tests Description

No. of Demands observed
Operation Time observed
Unavailability Time Due to Preventive not direct
Maintenance
Number of Test or Preventive Maintenance not direct
Acts

no

operates permanently
yes
not direct
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Table 3.2 main information items provided (Continued)

Country: GRHAT URil'AIW

NAME OK THE DATA BASE
Plant Reliability/Availability

Data Bank

Types of Components

Pump
Valve
Breakers
frans For mars
Heat Exchangers
Tanks
Motors (electric)
Turbine
Alternators
lingino (Diesels)
Batteries
Bus Bars

Electronics

yy
yyyyyy
ri
y
yy

Eng , Charac .

Mature of Fluid
Pressure and Temperature

Manufacturer

yy
y

Periodical Tests Description

Wo. of Demands
Operation Time
Unavailability Time Duo to Preventive
Maintenance
Number of Test or Preventive Maintenance
Acts

yy

(only for some
component
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Table 3.2 Main information items provided (Continued)

Country: LTflLY

IMME OF fi IE DATA BA^3E SUE GKME

Types of ComporionLs

Pump
Valve
Breakers
Transformers
Her»! Exchangers
F «an k s
Motors (electric)
Turbine
Me* in Generator
Engine (Diesels)
Ba1 te ri es
Bus Bars
El PC t ronic s

Eng . Chc*rc»c .
Si/e
IMaLuro oF Fluid
Pressure cjnd Température

Manufacturer

Per'iodicc»! Tests Description

I\lo. of Demands
Operation Time
Uridvöiiläbi 1 ity Time Due to Preventive
Maintenance
Number of Tost or Preventive Maintenance
Acts

y
y
yyyy*
yX
y
yy
y

nXK,,xx
r,xx

r,xx

r,xx

rixx
„XX
n
nMK

y
y
yy
yy*y*y
yy
y

r,xx
n XX
r,XX

rixx

r,xx

nxx
nx-x-
n
nxx

if safety related parts are affected as consequential event
ailabié in other plant documentation
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Table? 3.2 Main information items provided (Continued)

Country: JAPAN

NAME OF fHE DATA BASE R l-1 DOM WSIS

Types of ComponcnLs

Pump
Valve
Breakers
"I ransformers
Hua t F_x changar s
Tanks
Motors (electric)
Turbine
Al ternators
Eriqiric (Diesels)
Batteries
Bus Bars
E lac tranics

(safety re lei tad
components only)

y
V
y
y
y
y
.y
y
y
y
y
y
y

lïrig. Charcic.

Si/e
Mature of Fluid
Pros sure and Temperature

yy
y

Manufacturer

Periodical Tests Description

No. of Demands
Oparation FLine;
Unavailability Time Due to Preventive
Maintenance
Number of Test or Preventive Maintenance
Acts

y
Vy

n
n
n
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Table 3.2 Main information items provided (Continued)

Country: REPUBLIC OF KOREA

NAME OF HIE DATA BASE PUMAS/W

Types of Components

Pump
Valve
Breakers
Trans for mers
Heat Exchangers
Tanks
Motors (electric)
Turbine
Alternators
Engine (Diesels)
Batteries
Bus Bars

Electronics

yy
yyyyyyyy
yy
y

Eng. Charac.

Size
Weit u re of Fluid
Pressure and TcMTiperaturo

y
V
y

Manufacturer

Periodical Tests Description

Wo. of Demands
Operation Time
Uriavailabi lity Time Due to Preventive
Maintenance
Number of lest or Preventii/o Maintenance
Acts

n
n
n
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Table 3.2 Main information items provided (Continued)

Country: SPA CM

NAME OF THE DATA BASH L)ACI\IE--6PC -CKOB

Types of Components
Pump
Val vß
Breakers
Transformers
Heat Exchangers
Tanks
Motors (electric)
Turbine
Alternators
Engine (Diesels)
Batteries
Bus Bars

Vyyyyy
yy
n
yy
n

Electronics

Eng. Charac.
Sire
Nature of Fluid
Pressure and Température

Manufacturer

yyy

Periodical Tests Description

Wo, of Demands
Operation Time
Unavailability Time Due to Preventive
Maintenance

Number of Test or Preventive Maintenance
Acts

observed*
observed,
n

*as much as possible
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Table 3,2 Main J n for ruction Herns provided (Continued)

CounLrv: JMDKAI

NAMtf OF IMF DATA BASE ATV

Types of Components
Pump y
Value y
Breakers y
Transformers y
Heat Exchauyers y
Tanks y
Motors (ele.ctri<) y
Turbine y
Al ter nator s y
Fngine (Diesels) y
Batteries _y
Bus Bars y

LlectroniL s y

Enq . Char 01 r.,

Si?o y
Wotturo of M nid y
Pressure and 1 emporoiture y

Manufotcturer

Periodit.a] Tests Description

No, of Demand s y
Opération Time y
UridvaJ labi 1 ity lime Due to Preventive y
Maintenance!
Number of lest or Preventive Maintenance y
Acts

54



3.2 Main information items provided (ConLinued)

Country: VARIOUS

NAME OF I HE DATA BASF a OB

Typos of Components
Pump
Valve
Breakers
Transformers
Heat Exchangers
Bus Bars
Tanks
Motors (electric)
Turbine
Alternators
Engine (Diesels)
Batteries

V
yyyyyvy
vyyy

Electron]es

Eng . Charac .

Mature of Fluid
Pressure and Température

Manufacturer

Periodical lests Description

y
Vy

not avai JabJe

Planned for future

No, of Demands
Operation Time
Unavailability Time Due to Preventive
Maintenance

Number of Test or Preventive Maintenance
Ac ts

V
y

Not observed
no prow, maint
recorded(X)

Average values, estimated by operators, will ble given (Future
improvements)
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3.7 Component fai Jure description

In this sertion the be* s i c informât J on necessary for an adequate failure
description is listed and commented on. In addition, the special requirements
for PBA use are specified.

Table- 3,3 correlates the information collected for failure description
and its use, primarily from the point of view of the safety analyst.

Table 3 3, Description of informal ion to be collected
and relation to the safety analysis use

FA H URE ION

date of failure detection for studying time to failure
date of start of the repair for assessing average Lime

before repair starts

date of restart to operation for assessing actual repair
(end of tagging-out of the time
component)

duration of the failed (or duration of the degraded
unavailable) state performance or loss of
(from the failure occurrence performance
detection until the restart)

for assessing total downtime
(unavailability) of component

duration of repair gives a useful indication
of technical aspects of
repair (useful for
maintenance purpose)

manpower for repair, mainly for the optimization
radiation exposure of maintenance team activity
plant status at failure evaluation of the impact
detection (e.g. in operation, of the function loss or
during maintenance or degradation on the plant
shut-down for refuelling) safety.

Failures during shutdown are
not usually taken into
account for PSA purpose
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Table 3,3 (Continued)
FAUUFn Dt SCRIPT LOW cont'd INItRE.Sl

plant status during the
unavailability time
system status at failure
detection (e.g. one train :
operation in a two train
system, components sharing
load)

impact on p]ant safety

provide data for calculating
conditional probabilities or
for state transition
probabilities in Markov models

effect by which the failure is
observed (failure mode in the
CFDB classification)

I) Failures occurrs while
component is operating

a) degree of suddenness
of the component failure
[The component is
suddenly unavailable
or the unavailability
can be deferred.]

* immediate
(e.g. catastrophic
failure)

* progressive
(e.g. incipient
failure)

b) degree of seriousness
(of the degradation of
the component function)
e.g.: -complete loss

-partial loss
-no consequence
on the function
(minor imperfect-
ion or the
repair can be
made while
maintaining
the component
available)

for characterising whether the
component failure initiation is prompt
or gradua] (in the latter case
credit can be given sometimes
for emergency intervention)

it is correlated to the
previous (a) and at the same
level of importance
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Table 3,3, (Continued)
FftJUJRL INSCRIPTION r.ont'd IN1KRFS1

13) Failures occurrs on
d ernand ( i n c l ud i ng
testing)

* complete failure
to start

* it starts, but with
a certain delay or
the required
performance is nob
reached

description of the failure
mechanism (failure mode in
SRDF classification which
has a failure mode matrix in
accordance with each component
type)

causes of fai]ure (immediate
and root causes)
Tt reveals (identifies)
the root cause
of the failure (design,
manufacturing, installation,
operator error or maintenance
error, abnormal service/
environment conditions;
faiJure induced by external
influence).

parts failed:
it characterizes the parts
of the component involved in
the failure and in repair

effect of the comp. failure
on the plant; on the system
it belongs to or
on other system/components

common cause failure
identification (related
failures)

in some cast's this is not a
catastrophic failure and should
not be considered as such in
emergencies.

important according to the
degree of detail of the
modelling used in the
IJSA: it also helps in identi-
fying the possibility of
recovery actions. The des-
criptors of the failure
mechanism are useful inform-
ation items to understand
what has really occurred
with the component
from the "cause"
analyst understands if it is
spontaneous (random) failure
(component hardware fault)
or caused by misoperation
or by external influence.

it is of primary importance
for the maintenance aspects

it is of interest mainly for
operational safety evaluations,
it can provide some useful
information in case of

_E?£e_ndencies_ .between _faj._l_ures
it allows for assessing probabilities
common cause failures

of
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rftllURt OF.SCRIP1JLON (cont'd)

corrective actions taken
or planned (incl. human
factors)
administrative actions taken

number of demands at the time
of the failure

number of opérât ing hours at
the time of the failure

Free (uncoded) description*
proposed minimum information:
plant and system status
description of what happened,
direct causes, consequences

reference to similar events
in the same plant or similar
plants

3 3. (Continued)

TWltRtSl

it describes the repair action
and it indicates the need
for modifications
it specifies the repair
schedule; consequences on
plant operation schedule, on
failure reporting to safety
authority,
Important to the plant
management.
to calculate reliability
parameters for pcirtJcular
components.
it is also used to verify
the adequacy of constant
unavailability on demand
model, to study variation
of failure probability
on demand component
ageing, etc.
to calculate reliability
parameters for particular
components.
it is used to verify
the adequacy of a constant
failure rate model, to study
failure roite time
dependency, component ageing,
etc.
it helps the data collector to
better describe what occurred,
it is useful for the safety
analyst who examines and
possibly discards some
failures from the set
before making the statistics.

a list of keywords is convenient for easy retrievals
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3.3 Modes of Data Col lection

Several modes of data collection can be used according to the
objectives and the resources available bo the data base manager.

Tables 3.4 indicate the modes of data collection in various Member
States. Some options have been included in the list as possible modes despite
their present limited use.

Table 3,A Modes of data collection in several Data Bases

Country: FFDE'RAL RKPUBI 1C OF GERMANY (hRG)

DATA BASE DCURA

MODES OF DATA COU HM ION

Technician(s) on site in charge of data
colJection

Maintenance tech. in addition to their
current activities

Operation tech. in addition to their
current activities

Automatic Data Collection (plant computers,
maint. comp.)

Specialists (PSA analysts) send on site for
limited mission

Investigations by questionnaires

Others (to be specified) TUV specialist
in charge of L.A.
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Table 3.4 Modes of data collection in several Data Bases (Continued)

Country: FRANCE

DATA BASF SRDF JîRUF A Fvont File

MODUS OF DATA COI IX M TON

Technician(s) on site in charge of data
col lection

Maintenance tech. in addition to
current activities

Operation tech. in addition to thoir
current activities

Automatic Data Collection (plant computers, on study l\14 type
maint, cornp.) plants

Specialists (PSA analysts) send on site for for PÜA
limited mission project

Investigations by questionnaires

Others (to be specified)
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l a b i é 3,4 Modo s of dctta c o l l e c t i o n in sever«*! Dotta ü&ses (Corit inued)

Coun t ry : BKI ÏA IN

DATA

nonrs o^ DATA

P loin t Re- l i ab i l i ty /
Avai iabi J i t y D . E i .
Safe ty System

WUPER

1>chnician(s) on sit« in charqe of
col]oction

Maintenance tech. in «addition to th^ir
current activities

Operation tech. in addition to their
current ac ti \i i ties

Automatic Data Collection (plant computers, (in the future)
m«t i nt. comp. )

Specialists (PRA <an«alysts) sent on site for
3 imi ted mi ssion

Fnvestigations by questionnaires

Others (to be specified) x x
(ÜpeciaJist information engineer)
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Table 3.4 Modes of data col lor. L i o n in several Doit* tëa:>e<> (Couti nuod)

Country: HUNGARY

DATA BASH

MODES OF DATA COI Ltd TOW

Fechnician(s) on site in charge of doita
col lection

Maintenance tech. in addition to their
current activities

Operation tech, in addition to their
current activities

Automatic Data Collection (plant computers,
mai nt. comp.)

Specialists (PRA analysts) send on site for
limited mission

Investigations by questionnaires

Others (to foe specified)
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Table 3 4 Modes of data collection in several Data Erases (Continued)

Country: ITALY

DATA BASK SUE SkME

MODKS OF DATA COLLUJl TON

fechnician(s) on site in charge of data -
col lection

Maintenance tech. in addition to their x -
current activities

Operation tech. in addition to their x -
current activities

Automatic Data Collection (plant computers,
mai nt comp.)

Specialists (PRA analysts) send on site for - x
limited mission

Investigations by questionnaires

Others (to be specified) reported
by the
utility
and revised
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Iah U1 i 4 Mod«1'» of d < i t < - i f öl Iff t ion in c><'wor< ;j l )< - t tc i tarses- (Dont, i riufd

Coi.inl.rv: JAPAN

D A Ï A BA'. f i in i DOM

MODI S Of HAI A ('Öl l l CI IOW

l ff.lin i <. i an{ ">) on s i t. P in ü'wr-qp f> f "
r o l J « ' < t i 011

M. i i n t frii-trK, P l.pfh. in . iHHi f. ion l,o l^if_> i r
ci.ir r PI 11 c-if t i w i t i f">

oiM f;n l .ofh. in addit ion to t^
ne r ci it df l i v i l i <"•

.om.-il ic Ddla O»J Iff.I ion (pJotnt fornpulrrs,
t f,onip )

Sp<'C i «i l i -> t s (PRÄ .111.4] VT t°>) sond on s i I e for
J i in i t <'d rn i ss i on

rr iv<_' '>M<jaMons hv qucst ionrio»j r fs

(to bo '>po( i f i f d ) By hoad of f ice
or sdft'ty
dppoir'l.mont of
ut,i l i t. i <-s
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Table 1,4 Modes of data collection in sever«*] Data Hase0» (Continued)

Country: RLPUBI EC OK KORFA

DATA BAST PUMAS/W

MODFS OF DATA CO I I FU ION

Technician(s) on site in charqe of data X (2/uni.t)
collection

Maintenance tech. in addition to their
current activities

Operation tech. in addition to their
current activities

4 computer specialists/unit

Automatic Data Collection
(plant computers maint, comp.)

Specialists (PRA analysts) send
on site for limited mission

tormina!, automatic collection
(plant network)

10

Investigations by questionnaires

Others (to be specified)
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Table 'Ü.A Modus of data collection in several Data Bases (Continued)

Country: SWfDFN

DATA BAStl A1V

MODI'S OK DATA CO I l H M TOW

Vochnician(s) on sibe in charge oF daba
colloction

Maintenance tech. in addition to their
current oictivities

Operation tech. in addition to their
current activities

Automatic Data Collection (plant computers,
mai nt. comp.)

Specialists (PRA analysts) send on site for
limited mission

periodically

Investigations by questionnaires periodically

Others (to be specified)
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ôiblo 3 A Modes of date* <,<>\ Je* (.ion in souf re* ] l ) e > i t t i Heisos (Cont inued)

Country: VARIOUS

iwsr ci- m

MOWS Oh DATA COU H,'! ION

rechnic ian(s) on si he in ch^ryc of H a U*
f,o I Jc(,t ion

J ntoncince Loch, in addition to t.h^ir
current wf. ti v i L i« i s

Opération toch, in addition to Lh^ir
cure on t «u t J v i t J o<-,

Automatic Data r,oJ]or.t ion (pJoint comput.or s,
nui rit comp . )

a l i - s t s (PRÄ oiriciiyst'î) send on s i t« for some JRC spec ia l is ts preferred
limited miss ion seuorci l d<itci r o J J e c t i o n campai uns

s by qnostionrioii r<

Others (to bo spec i f ied) as si steinte qiven for trotiniri«) in
d<Hta col led ion
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3 4 Str uc tur e arid Oryani/ation for Data Ko J lection

Data cojJerMon require 1; cons iderable effort ah d i f forent levels.
While, the overall r espons i bi l i ty for l.he data base typically Hos with a
specified qroup of people ,:i t the headquar tor :> of the u t i l i t y , the ultimate
quality of the job is stronqly dépendent on the personnel actually collecting
data

The prime rnof han i sm for onhaiicinq the q u a l i t y of data is a daily
follow up of plant a c t i v i t i e s . Ihis fan only be ar compiished by a person well
inteyrated in the operaMnq team and able both to dotof t the failures of
cuinponents of interest and to record Lite information required.

While the deteftion of failures can be done solely from maintenance
work orders, r e l i a b i l i t y reports w i l l require some additional information for
whirh specific traininq of persoui'iel is needed. Dedicated of a person for
this task is thus recommended.

rtn extremely important point to be aware of is the fart that any loss
of information which is not detected on site w i l l after-wards be very
d i f f i c u l t , if not impossible, to recover. That makes it almost essential to
include a first level review by some plant staff member to ensure completeness
of the records and to detect son«1 of the quality problems. 1 hi s can be
accomplished by Q.fl. people on site.

People at the headquarters should also provide some spot checkinq of
the information with the main purpose of rnaintaininq consistency between
different plants and to ensure that the objectives of the data base are beinq
satisfied by the actual data supplied. Ihese people will normally rely on
computer verification of the information, and might also be able to cross
check between event and component data banks.

Tables 3.b describes the manpower and computer resources allocated in
some data bases.
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') '> Moiripowor and tomputor rosourcos u s öd in doit. «A c o J J p r , t i on

(Country : HIU RAI RKPUBI 1C OF

DA l"A BftsîE DCURA

MKAWS ASSOCiniFD W I T H DATA
coi i uniow

Mcxnpowor

On Silo

Compulors

Manpower 1 engineers
At r,orpf>rmtp
l ouol

CompuU-rs 3 «M PC
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Table 3.5 Manpower and computer resources used in
data collection (Continued)

Country : FRANCE

DATA BASF S R D F SRDF A F vent f i

MF.ANS ASSOCTAÏFD W LUI DATA
COI I FCUOIU

On Site
Manpower 2 tech./4 units 0 b tech. /2 units

-I 0 . b eng./4 units

Computers Per son&J Computer Person^] r.omp.
PC/AT lypc IBM PC type

omp

At corporate
lovol

Manpower

Computers

0.'5 cng irifyrs > 7 ongi

Ma i nfr cuw
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lab te 'i '> Manpower and r.omput or r o s o n r r o ' , n<>od in
data col Jor t,i on (Con I i nttod)

C o u n t r y : C K J - A 1 B R l l f H N

DATA Plan t R r « ) i n b i ] i b y / r t w - n j ].-ibi l i t v
DU Soif M y S y'5 t o r n

MF AIMS ASSOCIAIf I) W 1 1 H DA l A
COI I MJ1 ION

On Si te
1 (part t i r n o ) for ? n n i l s
bu t w i t h oissi sLan( <•

1 (par t t i mo)

Cornpubfr Wo
d i r o n t Vf>U jnpnt planned
'S yoars)

V()(J r r > l , n o r
t o r i T i i o t o
ru.-i i n fr . une

At. co rpora te
l o w * . ]

Manpower

Crjmput er purpose rua j nf r tune
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Table 3 . 1> Manpower and computer resources used in
data collection (Continued)

Country: HUNHAKY

Dft 1" A BANK Component Reliability D.B,

MCANS ASSOCIATKD WL1H DA1A
COIL CCI I.OW

On Site

Manpower 1 pa r t -t i me t rig i n p o r
o pp r dt o r s f * 13 i ng f o rrn

Computers IBM PC network

At corporate
level

Manpower

Computers

l part-time engineer
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lab! o '). cj Manpower and comput.fr resources u s öd in
data co 11er, t i on (Con t i nuod )

Country: II AI Y

DATA BASE. r, m S FMK.

MEANS ASSOCIAU.D WITH DATA
COU Ei; U ON

Manpower

On Site

about 10 1 (integration of data)
ed from utJ J i ty)

Computers Moii

Manpower
At corporabe_
It'Vt'l

Computer s

1 (data revision) ] (data revision)

Motinf ramo Mc»J nf r'dtiuj
EBM- PC
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Table 3.5 Manpower and computer resources used in
data collection (Continued)

Country: JAPAN

DATA BASF F KM DOM WPS L

a ASSOCEA1KD WITH DATA
COI I EC1IOW

Manpower More than 300 man months
at PNC (unknown for tho US)

On Si be
Compute-r:> FACOM M380 at PI\IC

Manpower
At corporate_

about 30

Computers FACOM M380 at PNC
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Table 3.b Manpower and computer resources used in
data coJJcction (Continued)

Country: RfPUBLIC OK KORtA

DATA BASE

MEANS ASSUCLAÏED Wilfl DATA
COI I EC HOW

PUMAS/IU

On Site

Manpower

Computers

10

Westinqhouse H-8000 on site

At corporate
level

Manpower

Computers

76



Table 3.5 Manpower and computer resources used in
data collection (Continued)

Country. SWLDLN

DATA BASH AIV

MEANS ASSOCIAFFD WI1H DATA
COI I tCI LOW

On Site
Manpower

CornpuLurs

i contact person/unit

rn.-t i nf r\ une ter rn i
(UNISYS)
IHM, VAX

At corporate^
level

Mai i power

Co n i puters UWISYS
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lôibJe 3 . cj Manpower and computer resource
data collection (Continued)

u 's öd in

Country VARIOUS

DA1A BfVU CH)B AORS

MK ANS ASSOCIA l r-D WI1H DA l A
COI l F.C1 LOW

On Si to
Manpower

Computer •>

At corporate
Computer r>

l eng i not;r t
3 tof.hrn <, Jans
1,5 cowpuUir
eriqint->tirs

AMOAHl 470/V8

1,5 onginoers
H? tf'chi'i J ci
0.5 computer
onyineer

for day to-day ni<AÎritorioiri<,o «*nd control on]y. hor 01 continuous operation
wi th a doita in--f low of 3000 event reports per year, 8 engineers and 5
tochnicians would be necessary. Uns hiqh effort is due to the special
pre analysis and pre-processing of data before storage.
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3 . 'j Quality Assurance (QA) in Datei Co J loc t ion, VaJ id«*tioii «und Screeniny

Qft is of utmost importance iri any data col Joe t ion system,

Ihe first stop Jn data collection is obviously to define clearly arid
unambiguously what is to bo collected Detailed procedure's and rjootrly s>flt
out forms should prevent incomplolness or misinterpretation of data,
furthermore, people coJ Joe tiny data should continu«*! l v bo made aware of the
importance of their work and poriodicaJ.lv retrained,

Responsibi J ity and interfaces should aJso bo c!o<-ir!v dofincd and
periodically confirmod. Verification of all colJoctod d,-,\la at plant lo\/ol
should bo r ocomniondod when tho possibility s t i l l exists to revise data instead
of rolyinq on memory. flt this stciqe data should bf> verified for cornpletoness
and contont according to uioJJ defined validation procedures lechnicians (an
assure qood data collection, but engineers should be involved in verification
and vialidation activities. Validation should mostly be based on a clear view
of the scope of the activity concerned and of the final utilisation of the
data.

Knowledge of tho characteris tics of components and of their functions
in the plant and in-field experience helps to avoid misinterpretation of data
and in validation.

At corporate level an i ndepondont verification is r ecornritended, but only
on a sample basis. At this level a background relioibility analysis and
quality control are nocoss<ury for a successful review

Validation would benefit an effective graphical representation and
"trend and pattern" analysis, aimed at djscovorinq wrong, incoherent or
incomplete reporting in some <aro<as. Finally, cross chocking of the collected
data and comparison with results of generic data bases is also helpful.

Data should be screened not only for consistency and content, but also
for possible negative tendencies to allow prompt backfilling actions when
necessary. Computers should be used in connection with automatic techniques
in the processes of data verification and validation.
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Data verification in t ho collection phase should bo employed mostly to
chock that the coJJortod data are consistent, with t ho objectives of the data
collection program cind analysis.

There ar e two main mechanisms for the verification of the data:

- Q.A. programme (sot up foe.forohand)
cross-chock verification (carried out afterwards)

For the first mechanism, a written procedure should be specified in
order to define the target and acceptance criteria. The reporting should be
mandatory for everything that is required, with no optional items. This is
needed to prevent minimum reporting becoming the norm. Likewise, definitions
should not be so broad that the data supplier has trouble deciding in which
category to report Checklists 01 re- one means to enhance the quality of this
phase. Periodic meetings between everyone involved in data collection and
analysis are recommended in order to give everyone a clear idea of the overall
work. Tt is very important that data suppliers interact on a regular basis
wi t.h the data ba'>e managers or evert with the users, and make use of the data
base themselves. Otherwise, there is a tendency to lose sight of the purpose
of the work and ultimately there is iikeJy to be a reduction in the quality of
the data supplied. Frequent retraining of ail parties is also necessary.

Mnally, the plant personnel responsible for collecting the raw data
should ensure that they are free from ambiguities which could cause
mi sunder stand ings.

for the second mechanism, if many failures are observed on one type of
component, the performance of similar components in different systems could be
compared. If the performance is similar, the reporting is confirmed. If the
performance of this component is different, it might be because of different
conditions of operation of the other system; or alternatively, the reporting
might be incorrect, or different procedures might have been used. Similarly
verification could be made through comparison with generic data bases on the
same component from other plants.
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3.6 Characteristics of Computer Systems for Data Transmiss ion and Storage

According to the si?e of the u t i l i t y and the objectives of the data
base, several means can be used to coJJecb, to transmit and to store the
data. Two distinguished set-ups are:

Centralized organisation with computer network, and
local organisâtJon

The more classical solution (and probably the more efficient) is the
use of a mainframe computer at corporate level connected in a network with
local microcomputers for file interrogation by the users.

Tables 3.6 surnrnari/e means of data acquisition, transmission and
storage as well as means of release of data to the users in several
established data bases.

Table 3.6 Means of data manipulation

Country: fhDfRAL REPUBI 1C OF Q.RMAWY (I-KC)

DATA BASF DCURA

Data acquisition

Data transmission

on PC-screen

Data storage

Data release to users

Software used for data
treatment and retrieval

IHM-PC
Diskettes
Tape

Reports

DCURA
(dBase (II)
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labié 3 6 Means of data riioinipuJoit ion

Country: 1-RftWCE

A BftSE SRDf «KDK ft Event

Data acquisition direct on direct on direct on
Terminal <!R1" Terminal (^KF Tf-rminai 1,'KT

Delta transmission network network network

Data storaqe

üata r to users

I~8M 3080
Mainframe

network
and
di skct tes

LBM 3080
Mai rif rarne

network
and
di sket tos

LBM 3080
HuJ J DPS 7
Mainframe

networ k
and
d j <>ke t tes

Software package for data
treatment and retrieval

Fdf- soft Edf soft FdF soft
and Dbase ? and Dbase 'L and Obasp 2
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Table - 3,6 Means of data man ipu la t ion (Corit i nuod)

Country: UKKAT B K H A E W

DATA BA<H: Plant KP liability/ NUPhR
Auailabi1i t y
DB Safety Systems

Data acqui si t ion Forms Direct on screen

Data transmission post to computinq
<. en t re, thon onto

ir, tapo
pr i «dit! J i no

Da l<a storage IBM 308J
Mainframe Disk

IBM 3081
Mainframe Disk

Data release to users Network Network

Software package for data
treatment and retrieval
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Table 3.6 Means of data manipul at ion (Conti nued)

Country: HUNGRY

DA1A BrtSE load Reduction Report Systems
Component Re ] i abi l i ty D.H.

Data acquisition

Data transmission

Data storage

Data release to users

Load reduction report directly on
computer; failure dat<* manuaJ Jy on
written forms (computerisation in
progress

IHM PC network in written form

IHM PC streamer in written form

in plant by IHM PC network;
outside in written form

Software package for data
treatment and retrieval
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labjo '}. 6 Moans of data ntotnj pu lai Jon (Conti nuod)

Country: 11 AI Y

DATA BASK SDK SI MF

Da Lot acqu J si t ion

Data transmission

Data stor

Data r elf öiso to users

Software package for data
treatment and retriouaJ

wr J 11 on f'orrn

tapo.

PUJ i if r ariio

Maynot, \<. tapo
Iocal network
( j n si do
u t i 1 ! L y
orqanj /atJon)

rtd hoc soflwaro
for so.qi.ionL i a]
f i los troat.tiirrit

Ma i nframo
(OL ivo t . t i , Hitachi)
Personal coruput.or
IBM

IMofwor k
\ NFft/DIGP

oi /<jani "'at i on) ,
el105

IBM S 1 A J R S
tox t soarc
(l)ataniot )
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Table 3.6 Moaris of data manipulation (Continued)

Country: JftPAN

WPS [

Data acqui si t ion from u tjH t i os to MJII by writ ton
reports and te

Data transmission

Data rc']«'ci r)t' to

lorrninals arc connected by
toJcphoric linos

i f d isk , tapo, optical, d isk

on lino is officiai use only
1C and ML! E

used for d<i1 a
tr «'cAtr iK-i iL «and
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Table 3.6 Means of data manipulation (Continued)

Country: JAPAN

DATA BASK ^ KIÏ DOM

Data acquisition W r i t t e n forms

Data t.r arisnii ss ion Po'>truje (partiaJJy computer network)

Datn storage fACOM M'MW (Japan) IHM iO )1 (U S )

Data release to users (by network JisUnqs or network
diskettes, listings)

Software used for data
treatment and retrieval
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loiblf' ''> <> Mf'nin'i of data manipulation (Cont inuod)

Countrv W PUBI 1C OK KORK A

DAlf l BAfU

Dei'1 <* «icqui si t

Data t ransmiss ion

Wr J tt«^n forms

At prest-nt, each unit has one
computor

a storuye Westinghouse N 8000, ?

Data roloaso to users Written reports and CRT

SoFtwaro us«'d for data
trcoitnionl, oind rot r icv/ai

KKPCO soft
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of dut t.ci riiuinj pu Jt i t ion (OouL i nued)

Count ry : SPÄH

DA1A BASt DAOWK
WHO

DACrvIK.
B DC

cif .qui si I ion wr~ i t ton f'orni'ï and
scr fous

di ' )kot U"> rfi
modern

wrillon forms ,-,md
se r cens

d j sl«'t
modern

Datei release t.o u s e r ^ d i sket t,e<; oti id
] i s t i i ig s

<> per*>orual c
oind .)Ri;
computer

ne twor k

Software used For d--il r*
it rind ret r J e\/,;i l

personal computer
software

personal cornputor
software and ADABAS
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Tab le 3.6 Moans of data m a n i p u l a t i o n (ConUnited)

Country: SWH)FN

DATA BASF f l l V

Data acqui s it. ion

Dot t. a transmission

Data

Data release to users

Direct on torminnJ CR1

Network, tapc<>

UNISYS lJ90

Network, printouts, spor.iaJ
topic report

Software package for data
treatment and retrival

DMS 1100
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Table 3.b Moans of doit,«* manipulation (Continued)

Countrv: VARIOUS

DATA BAS* < If IJB

Data acquisition T ho data coJlector can use filled in
forms or an informe»tic support
(magnetic tape, diskette) to send
data to JRC-Ispra

Data transmission

Datei storciqe

3RC computer network, tele-
communication network, post, diskettes

AMDAHI 4/0/V8 (IBM compatible)
JRC-Cspra mainframe, running under
OS/MVS, DBMS ADABAS (Software A.Ü.)

Data release to users b_v network, diskettes, printouts,
etc ,

Software package for data treatment
arid retrieval

S with an enhanced version of
ADASCRI PI (user-or j erited software
from Software A.G.)

- Other software developed by J.R.C.
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j / Potential Applications of the Data Bases

1 ho importance of" data on r e l i a b i l i t y analysis has already been
discussed in Chapter 2. At this point, il. should be emphas i /ed 1. hoi t one of
the most obi/ions and diront appl i cat jonr> of bot.l'i I, I' if component t^nd pvcnl. l)(,if.<-i
Banks i <> to prowidf t ho wr.f^sary mf0in;> for informaMon <'xch<anqo botwcfn
d J r fore r 1 1. plants. rt qood i nf'ornictt, ion qatl'ier J nq and rot r icvai J sysLfr» J <> tlie
btiwis for a sound analysis oF Lhf observed maJ fünf, t ions and an (jfTccl. i u<_'

of i informât j on .

'{ , / furU'KT oit t J i r i o a some additional applications of data bases

Sorno appJ i f.at ions aro mainJy of interest to u t i l i t i e s , «;Lhers mainly lo
requJators, yenefaJ i ndi.ir> try or research orqani /a t ions Waste of time .sind
r«'sourr,ps <,ouJd be avoided by cons idori nq various needs wh^n c-> tab] i shi nq da!a
base f.har ar, tel' i :> t i r,s . En addition, the qeneraJ methodo Joqy used to r.oljer.t
and assess data in the nuclear field could be effectively used in a c t i v i t i e s -
other thoin nuclear. In this respect, mutual exchanqe of data sources between
the nuc J oar and the conventional fiejd could bring mutual benefits. Different
design, manufactur i nq and operation aspects should be, however, properly
considered. 1 he ()I-I)B, developed by JR<; Ispra, already contains dat.* on
components of the power conversion systems of conventional power plants
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3 8 1 he Component. I went Date* EJank (CHW) of the I-uropean Reliabi J ity Data
System (ERÜS)

One of the rno;>t widely known data bases containing component events is
the Component Kvent Data Rank managed by the fFC JRC Tspra. Fts si/e in the
sense of the number of records and of the number of countries participating
requires that one chapter of this document be devoted to Q DB only.

"Ihr Q DB is a centra Ii/ed bank, managed by the CH> JRC Ispra,
coliecting operational data (failure reports, annual operating times/demands)
of components of IMIM's opérâtinq in various turopean countries. 1 he bank's
main objectives are to supply data suitable for reliability/avaiiability
evaluations and the promotion of operational safety.

1 ho bank receives data either from national data bases, such as the
HH/SRDf and the VAIHMAM AW, in their original format (and language) or
directly from some IMPPs (in the. CrDF) format).

Where necessary information is expressed and homogenized in a common
structure (i.e. the CH)B structure) through a computer aided transcoding
process and translated to a single language (Fnglish), 1 he main peculiar
features of the bank are its classification scheme, data retrieval
capabilities and on line stöeli s ti Coil processing programmes. 1 he bank can be
interrogated both by JRC internal users, through the JRC T.P. network, and by
external users through national telecommunication networks.

As of December 1987, the CKDB contains data from about '5200 components
(well identified by their engineering and operational characteristics),
pertaining to 21 component types (mechanical and electromechanical equipment
pieces) and *jj engineering systems, monitored for an average time of 5 years
in 10 LWR units and in the steanv-water cycles of units of other reactor types
and of conventional power units. These units are located in seven European
countries (the number of components monitored in each unit is about 600). The
faiJure events reported are about 4?00.
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3.9 Current Problem Areas

Countries which have developed thejr own data bases have often
addressed the problem in différent ways and wi t.h different ideas of how I HP
information is to bo u sod. Now data r o l l e r tor s can benefit from the
experience already gained, and avoid repot it ion of some of the i n i t i a l
difficulties. IAEA assistance is desirable in co ordinating this a c t i v i t y .
The problems for every new data collector w i i l be différent to some degree.
Frt countries in which there is no plant in operation but only a plant under
construction, there is more time to gain informat)on and experience concerning
data collection methods, computerisation of data collection and storage, e t c .
After a systematic examination of international experience, the means
(manpower, computer techniques, etc ) and structure of the future data b.-ml<
can be determined. For countries with plants in operation but with no
reliability data banks established there is not much time to plan concepts, to
develop the computer codes and then to start collecting data. 1 he data
collection might well be started before the data bank structure is fully
defined, in which case it will be necessary to record manually every detail
that is available in order to leave open cil 1 options, 1 he information would
then be included in the data bank retrospectively, when its structure had been
finalised In such cases data collection and the development of the bank
itself may qo in parallel.

As for the relative convenience of continuing an ongoing but l i m i t e d
reliability data collection system or starting a new more comprehensive one,
the following remarks can be made:

it is necessary to ensure continuous monitoring of the performance
of the equipment of a plant in order to control ageing problems
and to monitor maintenance effectiveness arid the correct
application of operating procedures;

for new plants the use of more sophisticated equipment technicalJy
requires a more sophisticated reliability data acquisition system.
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r e m a r k a b l e H i f f e r c i \< o s a r e o f t e n i d e n t i f i e d i n t h« 1 r e l i a b i l i t y

per f or mane o of a p p a r e n t l y u o r y s i m i l a r oqn i pr i iont . I h i s r e q u i r e s

t ho ronqb ana J y s i '> of .H! J I he f a c t o r s tha ï m i q h t i n f l u e n c e s u c h

p e r f o r m a n c e , t h è s e a n a l y s e s d r c q r o < i t | y a s s i s t e d b y t.he

• u / a i I abi l i t y of de l , a J led in f i e l d dct(v, t

l o r c -^ < ori iponent H o i t - i bd' ic, the two n i . - i i n d i f f i c u l t i e s <. i re t <> e n s u r e the

f o h e r e . r i f . e .,ind hornoqene i t y of the Hal.a <.<> \\<<< I. Ion ho I ween the d i f f e r e n t p lan l s ;

and the conip J e t eness of the dul .a c . o l J e f t i o n

1 ho f i r s t , p r o b l e m can be so lved by q i v J n q t.he dal.a col ler . Lor s on s i t e

s i i t i p J e and p r e r i sc < r i t e r Ja to d e f i n e fa i J u r e s J n c r e a c ï i n q t.he u:>e of

e x i s t i n g p i . i n t . f o r u p u t . e r s used f o r in . - i i n tenance records , I cK^q inq ou t , <-uid

p r o c e s s c o n l r o J are o ther ways to q i we the c o l l e c t o r a d d i t i f > n a l means to ca t ch

f a i l u r e s . Hicour\:i<j i nq « o n l . a c t between s . - i f e ty or PSA a n a l y s t s and Hal .*

c o l l e c t o r s on s i t e , and or qani / i nq j o i n t ruée t i r igs for the data c o l l e c t o r s f r o m

each of the p l a n t s in o rde r to exchange i n f o r m a t i o n and to d i s c u s s

d i f f i t u l t i e s a n d p r a c t i c e s , . - i r e a d d i t i o n a l means o f e n s u r i n g coherence a n d

homoqerie i t y in d a t a c o l l e c t i o n

1 he se< oud p r o b l e m can he h a n d l e d by t.he same approach, but . in a d d i t i o n

< j r e . i t emphas i s m u s t be placed on n m t i v . i l i n q H a l . A c o l l e c t o r s to seek the

p e r t i n e n t d e t a i l s o f t h e f a i l u r e s a n d t o e n s u r e t h a t t h e a s s o c i a t e d

d e s c r i p t i o n s a r e c o m p r e h e n s i v e ,
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4. DATA MANAGEMENT AND ANALYSIS

4 , J Computeri/ed Data Rase Management Systems

Reliability databases have a tendency to become very large after <* few
years of reporting by several power stations at the < ornponent level, 1 hie si«
of such databases demands t he* t state of the art software for information
handling be used, I here are examples of databases which are only a few years
old but which suffer from the considerable inefficiency of overnight batch
processing for even the simplest enquiry, Ihis should be avoided in any new
system, b_y giving thought at the design stage to system upgrades Interactive
user friendly access is most desirabie

Another consideration is to build in f l e x i b i l i t y and spare capacity at
the design stage of the data base. The requirements usually change with time
and even essential items can be over-looked at the beginning. ft system that
cannot accommodate such contingencies w i l l have to be abandoned; possibly with
the loss of much useful and expensively obtained data, When computer network
is being used for input and retrieval of data, message facilities between
users at. different locations are very desirable,

Cn most cases, only part of the information contained in the event data
base is needed in the calculation of the reliability parameters. The
interface problem could be solved by assigning the same identification codes
for the corresponding information in tho event data base as well <AS in the
reliability parameter data base. However, there w i l l be instances when it is
not possible to use the same identification codes. In such a situation, it is
necessary to develop an identification code translation routine; this is
fairly straightforward in most circumstances.

Fn the specific case of the utilisation of the data base retrieval and
manipulation system in a Pfirt study, the minimum information required by it
from the collected event data base system are the component type, the failure
mode, and the associated information on component reliability. As a next
step, «mother computerised system can be used to generate the appropriate
input for the specific PSA application which can be, for instance, the
generation of numerical values to be used for quantifying basic events in the
fault trees.
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The database, be- it reliability or event type, needs to bo searched
according to the requirernents of the users. User's requirement are difficult
to include in some existing data hand J i nq systems, but is loss of a problem if
modern user-friendly information software or the expert system interface is
used. There are databases in existence which take a long time for the novice
to learn how to use, and are cumbersome even for experts, and thus should be
avoided,

4.2 Data Base Security

The first stage in ensuring the security of the data base is a clear
definition of who can have access to the data, both within the organi/ation
and outside, fven then, the norm for such access should be "read onJy".
Where there is a requirement for derived or altered data then this should be
achieved by the use of a data base which is separated from the primary one,
and under the control of the user.

The methods needed to maintain the security of the data wiJJ cliffer
depending on the data base support. An administrator of the data is an
obvious requirement, in order that a centralized responsibility is clearly
defined. The administrator should be responsible for:

avoiding unauthori/ed manipulation or inadvertent destruction of
the data base;
ensuring that data cannot physically be lost by such means as
fire, computer crash, or other "hardware" or human activity. Tor
this purpose at least one backup copy of the data file should be
made and stored in a controlled area, as is normal computer
practice;
ensuring release of confidential data only to authorised people
and organizations;
being the only one that is allowed to access the file for writing.

For computerized data bases, passwords to access the data base are <an
obvious requirement and should be regularly changed; for written data bases, a
distribution list should be defined, with the level of confidentiality
indicated.
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Finally, because of the high cost, of setting up and maintain! ng a data
base it is advisable to avoid any unnecessary limitation of the "road only"
au, P s s to the data by oxternaJ organisations in order to maximise the benefit
to everyone, but taking into account, obviously, any sensitive commercial
aspects, and ensuring proper utilisation of released data.

4 , 3 Statistical Treatment to Hcnerate Usable Parameters

4.3.1 Statistical Treatment of Data

Data Bases can provide users with a wide body of information on the
results of the operation of systems, components and piece parts (part of
components). This information must be processed in a suitable manner before
it can be used for different purposes such as PSA, special reliability
studies, planning of maintenance activities, optimisation of plant features
such as avai Jabi 1 i ty or reliability.

The treatment of data must be performed through the application of
appropriate statistical! techniques However, these statistical techniques
must be carefully selected and applied according to the characteristic of the
data acquired and to the requirements of the ongoing analysis.

Point and interval estimation, test of hypothesis and data analysis
techniques like discriminant function analysis and correlation analysis are
mentioned in the field of classical statistical approach. Bayesian approach
(parametric and non- parametric) is also applied despite some criticisms that
have periodically arisen, concerning the practical applications of this
statistical approach in deriving failure and reliability parameters,

4.3.2 Assessment of Running Timeg_ and Number of Demands

In addition to the component failure events which are recorded in event
data bases, other operational information like number of demands and
operational time is essentiell to derive usable reliability parameters.

In the absence of fully computerized mai ntenance records and/or process
control computers, the running times of rotating components, or the number of
starts experienced by them, is going to be very labour intensive or even
sometimes impossible to acquire. Tn some instances it will be possible to
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fi N in a significant part of the needed information by appl i t o» t ion of
algorithms to tho data base, providing certain rules are obeyed.

f\ requirement t. o input, exposure1 times or running tJmos for öd J safety
system components would increase the task of l.h« data gatherers at the
stations by an order of magnitude. Thus what is needed is a clear statement
to the data gatherers of aJj of the default options. For instance, a running
reactor implies that a large proportion of the components in the safety
systems otre in a clearly defined state, unless it is reported otherwise.
These lists of assumed plant confiquratious should cover all l i k e l y opor.itiny
states, and the data collector at the station w i l l need to be familiar with
them.

The number of demands experienced by certain components are much more
difficult to obtain, if not impossible, unless of course they are put in
explicitly. Any number derived is likely to be an underestimate T h i s
problem is solved by having dedicated counters on selected components, or by
recording demands on plant, computer.

4.3.3 Bayosian Data Updating

1 he Bayesian approach can be used for deriving reliability parameter
for systems, components or parts of components, Much reliability parameters
could be failure rates, failure on demand probabilities, maintenance and
re pa i r ra t e s, etc.

Bayes1 theorem is used to derive an a posteriori probability
distribution of these parameters from an a priori probability distribution and
related data which can be used as evidence (Ref, ?). The Bayesian approach
can be applied in the so-called one stop methodology as well as in tho two
step methodology (Réf. 3)(Ref, 4). The information from data bases can be
used to assess the a priori probability function as well as the likelihood
function. For example, parameters defining the reliability of systems or
components pertaining to PSA of specific plant can be considered as a priori
information. Plant specific data bases are also tho main source of data on
failure behaviour of systems and component. Information from different data
bases, or the information derived by aggregation of data from different plants
(or other sources) can also be used to assess the a priori probability
distribution for some of the reliability parameters.
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When the in For mat ion has been obtained from expert opinions, the
methodology of pooliny this in for motion have to be analv/ed with care.
Principally it must bß assured that the dependencies, or bias among these
exports, have been identified arid removed

Data from the data bases can be provided in different forms, namely

a) set of pair of values, for each component, of the number of demands and
corresponding number of failures that orcurred.

b) set of pair of values, for each < omponent, of the total time in
operation (or in test) and correspondinq number of failures that
occurred,

c) sot of values for components or system maintenance duration and/or
repair times.

Once the a priori probability distribution and the likelihood function
has boon obtained, the» a posteriori probability function is calculated,

Accordinq to the type of a priori functions, the a posteriori
probability can be assessed through analytical or numerical methods. Lf the a
priori probability function is the conjuqate distribution to the likelihood
function, then the calculation of the a posteriori distribution can be
performed analytically, because the a posteriori d i s t r i b u t i o n w i l l be of the
same type as that of the a priori function. When this is not the case,
numerical approximations can be used for practical purposes One of the
methodologies currently used is the discreti/at ion method (Ref. (3)

4.3,4 Combining Data from Various Sources

The lack of sufficient arid/or relevant data on component failure rates
or failure probabilities is a problem often encountered in I>SA studies.

Nowadays there are quite a few reliability data sources available. 1 he
power plant utilities, suppliers, and national as well as international
organisations collect operating experiences from both nuclear and conventional
plants or other industrial or military facilities. In order to broaden the
population base and the number of failures recorded, data bases are sometimes
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combined Some methods to combine data sources, which consider uncertainties
in the parameters have boon published. Some of them «ire also discussed in the
PRA Procedures Guide (Réf. 6) and its references, 1 he methods have been
(Applied in some of the PSA's as well as in reliability data books (Ref. /).
Ihe methods arc mainly based on empirical Bavesian methods. Subjective
methods for combining data from various sources are presented in Ref. 8 and
Ref. 9. (Ihe phrase "subjective method" is used to emphasise that the
estimates or the distributions obtained by using such a method are not
completely based on statistical observations.)

The use of data from various sources can be appropriate when a PSA is
beinq performed for an installation which is in the design, construction or
initial operational phases, and consequently where plant specific data are not
yet available or are unreliable because of their sparseness.

Reference 6 presents some of the pooling methods. This methods require
that for each source both a point and an interval estimate for the failure
rate is provided. Furthermore, it is assumed that the data sources are
statistically independent and of equal importance A "consensus" estimate for
the failure rate is then obtained by means of simple geometric averaging
techniques.

Jf the data sources are not of equal importance, a weighted geometric
mean can be used with weights chosen to reflect the importance of each
source Ihe resultant maximum likelihood consensus point estimate is then a
weighted geometric mean of the individual estimates. The weights assigned to
each source could be simple functions of the uncertainty bounds of particular
data source (Ref. b).

Another method presented in the PRA Procedures Guide (Ref. 6) is the so
called "mixture method". Tt involves fitting a suitable prior distribution to
each generic source and then combining the individual prior distributions by
forming a mixture. Several methods are suggested for determining the weights
for the prior distributions in Réf. 6. If the mixture is used as a prior
distribution, the corresponding posterior distribution will also be a mixture
of the individual posterior distributions with the new (updated) weights.

En the subjective Bayesian method (Ref. 3, 4) the data from various
sources are used as the evidence data in the likelihood function of the
Bayesian equation, and the usability (or relevance) of the data from each
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sourco is evaluated It is assumed thai the usabi ] i ty of the data from each
source, to be used as evidence for the specific case being analysed, can be
interpreted in a probabi 1 i sti c way "this feature enable combination of
distinct data from various sources,

The subjective probabilities of the weights < an be, in principle,
do lor mined rather arbitrarily to describe the analyst's confidence in the
usability of the data from each source.

Lf the data sources come from different nuclear power plants, the
weiqhts can be interpreted aïs indices to describe the similarity between these
plants and the specific plant being analysed (Ref. 9). One way to obtain such
indices is to apply the analytic hierachy process (AHP), which is a systematic
procedure for representing elements of any problern; in particular, the
decision problem hierarchically (Ref ]()).

4 . 4 Export Opinion

4.4.1 Artificial Intelligence Applied to Data Bases Inquiry arid Treatment of
Reliability Parameters !)<-r i ved from Fxpert Judgement by Making Use of

Sets and Possibility Theory

Literature sources very often give rompone.nl reliability parameters
which were derived from expert judgement tor instance, some of the
reliability data given by 11 HE Std SOO were produced through the aggregation
of estimates of experts collected following the Delphi method f or <A given
component and for each failure mode, It t t gives a recommended value for the
failure rate, a low (optimistic) value, <* high (pessimistic) value These
above-mentioned failure values were obtained through a geometric average of
the corresponding values given by each expert

The recommended and l i m i t values given for each failure rate by rtt-t-
can be interpreted as identifying a fu//y set of failure rate values (a fu?vy
set with the associated membership function). Fu/,*y sets, possibility theory
and fuzvy logic (Ref. ll)are effective mathematic tools which are particularly
suitable to deal with the human way of thinking, expressing judgements and
taking decisions,
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UK- CM;- JR<; Ispra, in collaboration wHIi the Paul Sabatier University
(Toulouse, France) ,;lre study inq the possibility oF developing a Reliability
Parameter Data Bank (RPDB) by exploiting fu?vy loqif., According to this
approach, the future KPDB should consist of an intelligent interface capable
of interrogating on line data bases representing the J r M and other similar
r e l i a b i l i t y sources im hiding, the ()H)B. 11 should also combine the answers
obtained from the various sources to generate a unique answer, I he request
ran also be expressed by making use of fu//y attributes for the identification
of the component type «md its mode of failure.

As a first step the JKC and the Paul Sabatier University are developing
an intelligent interface capable of understanding a request containing some
fu//y expressions, and of translating this request into a sintax developed for
i liter r ogat i ng the UK source. More precisely, it would be useful for
retrieving and processing the reJevomt data contained in a data base
representing the If K tables and giving as an answer a failure rate expressed
as a fu//y set,

In this first application only one component type, the electric motor
famjly, are considered. Some new and complex problems (such as dealing with
r e l i a b i l i t y parameters expressed by fu/vy sets on one hand and re l i a b i l i t y
parameters expressed by probability Histributions on the other) are still to
be investigated at the theoretic«*! level before they are considered as viable
for developing a KPDB,

4.4.^ Aggregation of txpert Opinion

As the statistical data on operating experience are not always
av<i l i a b l e , or are available in <A non compatible form, it is necessary to use
expert opinion as the source of credible reliability parameters,

Ihe <-xpert. opinion is usually collected from individuals familiar with
operating and failure history or even with design and manufacturing of
particular rornponent or generic types of component. To avoid substantial
error's in estimation of a reliability parameter by a single expert, or small
group of experts, several methods were developed to collect and evaluate
expert opinion, [n addition, dealing with a larger group of experts requires
the establishment of a feedback system for the written exchange of data and
information among the group. A widely known method for this purpose is the
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OH phi method, successful ]y used in H ht Standard bOO and in a number of other
Cases .

Regarding the c r o d i b i J i t y of a data source compiled from export opinion
ib is obvious Li-tat compilation of more expertise (larger number of
knowJodgooiblo, independent expert«) guarantees better results.

If the data sources arc ranked in accordance with the methodology used
to gather or to aggregate expert opinions the following options exist:

1. Consensus (larger group of knowledgeable experts is required)
2. Nominal group technique (similar to Delphi)
1, Delphi procedure (used in )i-F>_ '300)
4. Aggregate individuals (statistical aggregation)
'a. Individual judgement
6. Absolute probability judgement

A . r> Re 1iabi1ity_ Parameter Data Hases

4 , S . 1 f ri format ion on Reliability Data Bases

A number of data base-; for comportent reliability parameters are
available in the literature. Of most importance for use in PSA's are data
bases which were compiled from nuclear experience or from experts with
knowledge in the nuclear area.

Reliability parameters found in PSA studies are either plant specific
(derived directly from plant specific operating experience); generic
scenarios, updated with plant specific experience or data corning from outside
the plant but assesssed as being applicable to particular components.

There are examples of single plant PSA data bases which were derived
from operating experience directly or generic data updated with plant specific
operating experience. Those include Oconee PSA, 7ion PSA, Ringhals PSA.

There are also several data bases compiled for single plant PSA studies
in which the reliability parameters mostly rely on general nuclear, industrial
and military experience, or on experts opinion. This approach is usual when
the PSA is being performed on a pro operational phase, or early in plant
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lifetime when the operational experience is limited. hxamples of this
category ire. lüde s Shoreham PSA, Si/ewell B PSA and the German Ki sk Study.

When a PSA programme with several studies is being performed, usually a
single data base is used for several plants (aJthough some plant specific data
is also used). Ihese types of data bases usually draw parameters either from
a group of nuclear plants, from expert opinion or from non-nuclear sources
like industrial or military experience. Data bases of this kind are found in
the U.S.A. in 1RH> data base (WURHJ 27Ï9), I\IRH> data base (WURtG ?8J'j), and
ASEP data base (NIJRR3-4'ibO, Vol.1).

Lt is important to mention the f rei'tcl'i approach where data used in a PSA
study currently being performed comes from a collection of operating
experience from many identical plants. Having such wide operating experience
for various components, PSA studies can be carried out using operational data
only.

The most widely used source of data front expert opinion is IHf
Standard 'iOO, (19// and 1984 editions) which contain the reliability
parameters for a large number of (UPP components. The reliability parameter s
compiled from only nuclear experience are found in several WURKG reports (120S
for pumps, 1162 for valves, 1163 for DGs) and are based completely on analysis
of raw data from l.t-R reports.

Several other WURhG reports or industry publications are also available
presenting parameters derived from the operating experience of a limited group
of plants and which consider I f R ' s , plant internal documentation or
information provided by the plant personnel.

Outside the US, the Swedish Reliability Data Book is a widely known
source, compiling data from operational experience of / Swedish PWRs.

There are a number of industrial and military sources available, most
of which cover a very specific area of application. Some of the better known
are: Military handbook 2J7 t , a widely used source for electronic component;
UKAF.A SRD operates a large data base consisting mainly of industrial data. As
the reliability is extremely important in off-shore operations, a great deal
of data on off-shore components was collected and reliability parameters were
published in the OREÜA Handbook.
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Ihr- aerospace indu s try deaJI with roi i ab i J i t, v problems for et number of
years, and it has produced very comprehensive data sources, althouqh rarely
applicable to nur, J oar components

Military sources prowido reliability parameters on many components some
of which are not used in nuclear plants, but data on common components l i k e
motors, dieseJs, pumps, otc , , are usualJv applicable. As tho military data
bases usually incorporate on relatively l«ar«je amounts of operating experience,
sometimes it is wise to consult this source as well. An example of a military
data source is the Won electric Parts Reliability Data (NPRD--3), 1985,
R e l i a b i l i t y Analysis Center (RAC) Rome Air Development Center.

A comparison of several reliability parameter data bases are qiv/en in
the f o 1 1 ow i rig tab les 4 . ] ,
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labié 4.1 Comparison of nidi n c hart-tot er i st i es of
data sources

DATA

Char««, tori s tics

PSA Study P y A Study
generic data updated operating experience
with plant operation only
experience (o.g. /ion NPP)

no. of component types

level of detail in
component description
(no. of sub-divisions of
genera] component, type)

]imited moderate to high

component boundary
défi ni t, ion

n/a n/a

component operating
mode (o m)

component opérâti rig
envi ronmont

no of failure modes
defined per component

n/a (directly assessed
from sy s tent o. m. )

n/a (sometimes assessed
from iocat ion)

J- 3

n/a (directly assessed
from system o m )

usually n/a (sometimes
assessed from
location)

]-

reliabili ty
parameters

repair time

mean value; variance;

sometimes available

mean value distribution
confidence i ntervals

availab!e

ultimate source
of dctta

other relevant
information

generic prior,
updated with plant
specific operating
experience

operating experience
only
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lab Jo 4,1 (Continued)

of
Stud i PS

Nur, ] oar t xpor i once
l I.Rs

I\IURK; l Hook

i 'io. of component typos

level of ck'tai l in
c oinpo ne n t, description
(no. of sub division:» of
qoneral component typo)

1 i m i l e d

J O

moderate
mod er ate

to
high

component boundary
défini tion

n/a yes

coinponon t oporat i nq
mode (o .m . )

y«* s l i nies
defined

component opérât i nq
enu ironment

defined for
a few comport,
only

not directly
def i ned

not d i r e c t . J v
défi nod

no. of failure modes
defined per component

2 4 J 3

reliabili ty
parameters

repair time

mean, mod i cm
error factor

n/a

rne.-m,
di s t,r i but ion

n/a

upper" bound

ultimate source
of data

assessed from event reports
several from US plants
different
sources inc1.
exper t opi n ion

event, r epor t.s ;
data collection
system; plant
sources

other relevant
information
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1 otble 4 . J (Cont i

110

compilation from different sources
WASH l/tOO H 1-F

rio. of component types

i eve l of deUii l in
component desrr jption
(no. of sub -di v i s ions of
general component typ'1)

J i mi ted r e l a t i v e l y h igh
w i t h component types)

cornporif-nt boundary
dt> f ] n i t i on

no no

component ope reit i n<j
mode

ci direct. | y sorno times dp fined

component opordti
envi

no. of f a i l u r e niodo<>
d c > f i n e d per component

d e f i n e d for few
components

J 3

multipliers cu/oti lable
for most component;>

rel it-ibi l i t y
mel er ;>

median; distribution;
confidence interval ;
error factor

recommended value,
maximum and minimum
of assessed sources

repair time no sometimes available

ul t imctto sour ce
of data

other relevant
infor mati on

assessed from variety
of sources

assessed from nuclear
industrial and
military sources and
agqregation of
expert opinion



Table 4.J (Continued)
Mi J i tcirv data
Rome Air Development Centre
(Re J iabi l i ( v Analysis On tor)

HOBK/> I / I NPKfW

no. ( jf component typo«? 100

of dotai J in
cornponorit. doacri pt.ion
no. of subdivisions

hiqh irni tt-d

component boiindotr y
de fini Uon

n/a n/a

component
modo

i ng M/ a n/a

cornponon fc opéra t; i n<j
onvi ronrnont

V 'J s y os

no. of failuro rnodos
do fined por component.

l -3

rf 1iabi]i tv
paramo t, o r s

mean va lue rilsan,

ropair Lime n/a n/a

ult imate soi if ce
of data

f j f J d Hala f i e l d

other r
i nformation
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4.'> ? ai)B Rf-J Jâbi Ji tjy Data Book (RDB)

R e l i a b i l i t y data derived by a statistical processing of the- primary
data stored in 111 if CH)B are being collr-cted in the CF DB RDB. This book is a
col lee ti on of tab Ins of r.omponent re-liability data; these tables are
considered to be an ortjanj /-<-d output of the base Updating is made by an "ad
hoc" i 11 for mat i c programme.

The RDB has been r.onr.eived as an easy to use too] for the analyst in
safety and reJiabi1ity/availabi1ity studies. By merely consul ting the book,
without accessing the base, he can quickly obtain reliability data for the
item he is interested in, «md at thrj sarnf? time associated information on the.
sampJe s i/e from whjch these data were derived ran be seeri. This assoc i<*t ed
information enables the analyst to evaluate the cr e d i b i l i t y of the reliability
data qiven in the relevant tables for any particular' item.

The book structure is described next:

Ihe component is identified on the basis of ^ code specifying five
component features :

country, from which the raw data originates
plant type, to which the raw data refers
plant engineerinq system, to which the component pe.rt.ains
component family (i.e type) such as "pump"
Jst component engineerinq characteristic (for a pump it could be the
combination type/medjurn handled, e.g. centrifuyal/water)
2nd component engineering characteristic; (e.g. operating pressure
range)
'ird component engineering characteristic (e.g. operating flow range)

Some background data for the statistics (i.e. data characterising the
sample observed) are given. For each failure mode, number of items observed,
cumulative operating time and/or number of demands, number of components which
had failures, number of failures occurred, cumulative observation calendar
time, etc. i s qivon.

Information on the component application/function performed, operating
mode, external environment, test/maintenance«; boundary specification (by a
definition and a sketch),
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lor each type of failure during open* U on, the Moan "lime Between
Failure (M1BF") and L he related standard deviation (BID) are given; in I. he
cast- of fed Jure t im« 1, the d i «str i but ion can be assumed to be exponential ( L ho
test of exponential}ty, provided by the standard CHDB data treatment
procedure, w i l l haue been satisfied); the failure rate best estimate, its SU)
and the 90% symmetrical confidence interval are given in addition. The same
applies for failures on demand

Repair data are also given: background data for the statistics (number
of repaired items, number of repair, etc.) Mean Time To Repair (MlTR) its S1D,
and minimum and maximum repair time experienced.

Comment: the choice of the three engineering features characterising the item
is to be made on the bases of previous analysis of the influence of each
attribute on the component behaviour.

4.r>.3 IAF-"A Generic Component Reliability Data Base

A compilation of the published component reliability parameters was
undertaken at the 1 A F A to facilitate the use of a computer code package for
fault tree and event tree analysis (currently under development at the 1AKA
named PSAPACK and to facilitate a compèir i son of the various data bases
available in the literature.

Currently the IAFA generic reliability data base consists of about 1000
records, providing reliability parameters for A'iO different components,
grouped in about 100 component types. bach record provides as much
information regarding respective components as possible (limited by the source
of information), including operating mode arid environment, repair time, source
and ultimate source, component boundary definition and all appropriate
comments found in the original source.

For the generic data base a common record form was developed, and also
the unique 5 alphanumeric characters coding system, characteri/ing component
types, failure modes and sources of information. The data base was developed
for use on an TBM compatible PC computer using the dBASFI Lfl software.

The IAFA generic data base includes reliability parameters from ?\
sources including data from PSA studies, industry reports, and the major data
sources available from furope and the USA,
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4,6 Special Studios to f vMluate Data Tor Tui Jilting Event's (EE)

Initiating event frequencies are needed in PSA's, In many cases the
operating experience (IKR's) cannot be used directly without some sorting,
grouping or modification. Therefore, determination of IK frequency requires
special studies on the raw data, which may be either generic (Ref. 12) or
plant specific (Ref. 13).

Generic studies of initiating events haue been performed to determine
frequency of anticipated transients (Refs. 14-15). [n this case two lists of
anticipated transients for BWR and PWR were used, and each LFR in the basic
event data base was allocated to one of these ft categories. Thus lk
frequeueJes for each separate category were obtained. hor this évaluation to
be effective very well defined event descriptions are needed for each one of
the IF categories.

Another example is the development of the methodology to quantify the
Loss of Offsite Power (LOSP) frequency. The earlier studies (Refs. 16 -I/)
used L F R's almost directly The only treatment made was the grouping of the
l ER's into geographical regions. However, a more recent study (Ref. 18) has
further examined the entire data base of LOSP from [fcR's. They were put in
categories based on geography related features as well as plant specific
features, such as number of incoming power supplies from the grid; number of
switchyards; number of transformers; number of switchgear buses and the
availability of "black start" capability. Ihis approach provided factors
based on operating experience which could be used with the above
plant-specific features to obtain a more closely tailored frequency of I OSP
for any type of plant and according to its specific design.

For PSD analysis of LOSP, the recovery time after LOSP is also of
great importance. 1 he same special studies discussed above derived recovery
times on the basis of the LF R ' s for each of the above features. It is obvious
that geographical features (severe weather conditions) had longer recovery
times than plant specific features such as failure in the switchyard,

A third example of special studies for deriving data for FE frequency
determination is the study of LOCA It frequency. Such a recent study is given
in Ref. 19. In this study (ER's up to December 1984 incorporating 800 reactor
years were analysed. This study considered specifically three pipe si?es, two
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leak rates, and different systems (I OCA sensitive and non -I OCA sensitive), [t
provided failure rates for pipes for the above categories based on the l F Rs
survey. A similar special study of pipe break ITRs, was performed for
Seabrook PRA and facilitated the evaluation of the frequency of interfacing
LOr,A (Ref. 20).

In the Oconee PRA a special analysis was made and cutsets that lead to
loss of instrument air were identified in the plant fault trees and then
quantified to obtain the frequency of this ]ow frequency IK This is also
commonly used to evaluate other frequencies of [Es which are case.s of support
system fai lure.

In summary, raw data of L\ R type or generic failure data of components
are needed to estimate FE frequencies required for P S A studies.

4.7 Special Studies to Evaluate _ Rel iabi 1 i lty Data and Rel iabi li ty Indicators

4.7,1 Ci'iitir tttion of Safety System Re l i a b i l i t y Indicators

Reliability data are often used as an expedite appro<-*ch to keep track
of the reliability of safety systems and components,

One of the ways component event data can be used is in conjunction
with safety system reliability indicators. Et involves the condensation of
the large amount of information on fault and maintenance duration of safety
system components, into a few quantitative parameters These can then be
compared with the various design and license conditions in order to see if any
remedial action is required. It might, be that equipment has to be replaced,
or that the practice and frequency of maintenance, needs to be altered. This
activity is in no way a replacement for a comprehensive PSA study; it is
rather something that can be accomplished quickly and frequently as part of
the surveillance activity.

The data that is needed consists essentially of the availabilities of
the components of the various safety systems. Unavailability will be due to
faults, maintenance, and testing. The simplest indicator will thus be the
time fraction that one or more components of the safety system were out of
action, for whatever reason. This safety system partial unavailability
indicator suffers from a total lack of precision on the degree of impairment;
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there is no d J stinctiori between a fault that completely disables the safety
system, and one that is inconsequential.

An assessment can bo meide, however, at the time of the fault, or
unavailability, on the degree of impairment of the relovoint -safety system,
taking into account the redundancy inherent in such systems, I h i s is
subjective oind raises the question of who is competent to make such an
assessment in an impartial] mcinner. However, it has the advantage of being
very simple in that only one extra number needs to be recorded into the dot toi
base for each event. The indicator to be produced is just the t im«1 fraction
weighted by the assessed impairment for each unavailability period. The
result is a rough quantification of the degree of impairment, but the
treatment oF redundancy is weak.

1 he next level of refinement is to take into account the fact that
there are many occasions when a safety system does not need to be entirely
functional, such as when the reactor is shut down. Indeed, maintenance and
testing activities will deliberately be scheduled for such periods, Ihis is
quite easy provided the power level of the reactor, or the times when it is
critical, is known to the data base. This gives the actual safety system
unavaiJabiJity. Tt is, however, more meaningful in the case of failures,
other than from maintenance and testing activities, to derive the indicator
taking no account of any fortuitious non requirement for failed components, on
the grounds that failures will occur randomly.

1 he most refined safety system av a i J a b i J i t y indicators w i J J be those
that take account of the configuration of the components. This is the only
rigorous way of aJlowing for redundancy and m u l t i p l e overJapping failures or
unavailabilities. This requires some kind of system model; not in the same
level of detail as those used in PSfls, but at least arcurate down to the
component level. The algorithm being used to generate the indicator will nr-ed
to search the data base for the availability record of all components in each
system; the default being that the component was available. Obviously, the
subjective assessment of the degree of impairment of the safety system is now
redundant, but there is great advantage in replacing it with an estimate of
the degree of impairment of the component when the data is put in. This is a
much less demanding task than previously as no account of redundancy is
needed. The indicator produced will now be a genuine measure of the degree of
impairment of the safety system,
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The final requirement might, be to distinguish the various causes of
unavailability by producing an indicator similar to that described above, but
for each possible cause, namely: component failure, testing, maintenance,
human error (if this is logged) etc. This refinement would obviously be uf
great value to the station management.

Another concept for the treatment of r e l i a b i l i t y dat<H to reflect each
country's nuclear power performance is introduced in a paper presented durinq
the meeting,

4,8 Data Base Network for Reliability Improvement

Improvements in availability, rnai ntai nabi li tv <^nd r e 1 idbil i ty are of
utmost importance in nuclear power plant safety. PSft studies indicate that
importance of improving the reliability of safety system and their support
systems as well as other non safety equipment which if failed coin cause
turbine trips, reactor scrams and other plant disturbances.

The most important information that are needed for1 r e l i a b i l i t y
improvement are the operating experience, accident reports and material
analyst's. However, one of the most difficult problems encountered in data
analysis is the lack of a consistent procedure to correlate symptoms, trends
and actual failure probabilities,

labie 4,2 compares some of the feature«, of several event data bases.
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The combined experience of various nuclear power plants provide a much
richer source of information for avai labi J i ty and rnai ntai nabi ] i ty improvement
than that of any single plant. ft computer network connecting l\]|>Ps around the
world greatly facilitate this exchange of experience

1 he primary objective of that network wouJd be to identify generic
problems in component quality, recurring failures, and to some extent, the
quality of nuclear plant management, as shown in the flowchart in figure 4 1.

CENTRAL

DATA BANK
INTERNATIONAL

AND NATIONAL

DATA BANKS

MAIN NATIONAL D/B
ANALYTICAL SYSTEM

SEARCHING . STATISTIC

PROBABILITY . ANNUAL TREND

AVAILABILITY. RELIABILITY

LOCAL D/B MANAGMENT INFO
(IN NPP)

MAINTENANCE . MATERIAL

HISTORICAL RECORDS

OP€RATIONAL EVENTS

INCIDENT REPORTS

1.TRIP REDUCTION

ZEQWPMENT REUABUTY IMPROVEMENT

^MAINTENANCE PLANNING

4.INSPECT10N / TEST fREQUENOES

5.TECH SPEC EVALUATION

8.SPARE PART INVENTORY

SHORTAONG TERM MANAGEMENT

MAINTENANCE . PURCHASING

SPARE PART . OPERATION

SYS. UPGRADING . TRAMINC

RADIATION PROTECT. CONSTRAINS

FIG. 4.1. Suggested D/B flowchart for reliability improvement.

In this frcimework a more detailed exchange of experience including
mechanical, electrical and instrumentation, design aspects, faiJuros, spare
parts, tools, engineering, operation history, training, procedures, outage
reports, analysis programming, radiation protection and plant management. I or
effective exchange of information between plants, the Internationa] Data Bank
should consider:

Common Data Bank l-ormat
International Data Bank Network including PRIS, 1RS, IRDS, USrR*> and
others banks.
Ort line communication system between the Data Bank and the nuclear
power plants
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The opérât ionaJ predictions based on the oper at inq expori ence from NPPs

in one country is l imi ted, except for those countr ies, which have nuclear

plants in serv ice for a Jonq time Operational datci r . o J J o f . tt'd inLorvioit ioritrt] ] v

with i'ijqh ]f' i/pJ of ctyqr cqctNon (not, raw doiLoi), «nf«? in p r i r u - i p jo r - a s j j y

ohLainahJf.' Lhj-oij<jh thfi IWPO, IMKrt, 1C «tnd UMTPFOF, but af.f.oss is limited to

monibcrî» of t host« orqcUii /^\ ions . \ urthfrnioro, thoso librarios arc not yet

intorr onnf r. t(jd and event reports have, to be '>ent or i nterroyated separatetely

on each of these J i b ra r_y 5_y;>terus

Koqarding the present situation, possib i l i t ies for a systemat ic

exchanqe of informat ion arnonq countries are limited in the near future due to

the Jôu.k of a common lanquaqe, the differences in evaîuatinq envi

condit ions, the variety of reactor types, etc.

Various international data bases which col lect operational events in

NPPs are in operation. ftrnonq them are:

PKIS,

USI- RS :

IKS:

LRDS :

JAE A

Ul\ILIJt-l)F:

m A (on;i>)
n:

VIAHONS USED JW UIIS SMJ1 ION

PRIS : Power Reactor fnTormation Systems

IM A : International Atomic Energy Agency

1RS : Incident Reporting System

MF A : Nuclear Energy Agency (OLDD)

I RDS : Furopean Reliability Data System

FD : European Community

USKRS : UWLPE.Uk" Significant Fvent Reporting System

UWll'E.DE : Union International des Producteurs et Distributeurs d'tnergie

Flee tri que

J|\IPO: : Institute of WurJear Power Operation
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4.9 Current Problem Areas

a) The special requi rerttents which are placed on information systems for
Hotla handling and storage are:

capability of handling large amounts of data
easy to use
feasibility for further development;

b) Fn the area of data verification special attention should be given to:

standardised component identification coding system;

sUtndarised method for checking the credibility of raw data;

c) Every data base collecting raw data should be revised continuously to
reflect the actual nuciear power plant operating experience.

The Ttext o>ubse< lions r mi se several additional problem areas in more
detai1,

4 9.1 Information Barrier The need for a Communications Network System

En recent years, there h<*s been a marked increase in the. interest in
improving the reliability of nuclear power plants. PSA and other simi Jctr
analysis techniques have been developed and data from NPP operating experience
and engineering analysis were extensively used. They are usually used to
predict the frequency of certain events like core damage accidents including
those caused by equipment malfunctions or operator errors.

To generate or predict a maintenance management program from the
available operational experience is difficult due to the lack of hardware
reliability information and inherent uncertainties. Some international
organ i/a t ions (IAIA, 1C, UWIPLOE) have Data EJanks, tailored to specific
purposes. The access to raw data collected here is, however, rather limited.

The need exists to establish a good communication network between
plants, utilities, national as well as international data bases free of any
barriers (language, interpretation)- International Organisations like IAEA
could contribute to the establishment of a good data base network for
effective sharing of experience between countries.
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4.9.2 Problem areas connected with use of generic data hasp

When using generic data base there are several areas whore
misinterpretation of I he data supplied by generic sources can occur. This
results sometimes i n unacceptable variation in component reliability
parameters. four general problem areas have been identified in the following
order of importance'

component boundary definition
failure mode definition
operating mode definition
operating environment definition

Component boundary definition is the main source of misinterpretation.
There are no firm rules or even similarities in the way various sources deal
with this problem. Most sources do not even provide detailed definitions of
component boundaries; sometimes components are only defined as "off the shelf"
items. Inclusion or exclusion of, for example, the driver on the pump
boundary, can sometimes change reliability parameters in orders of magmtude

There are three major interfaces to be specified for an unambiguous
component boundary definition, namely:

mechanical interface;
power supply interface;
control system interface.

Failure mode is another problem area where difficulties are r au sod by
lack of a common nomenclature. One way to solve the problem is to define
generic failure modes, as it was done in the lAtft Generic Data ESaso
compilation.

Operating mode is of importance for active components like pumps.
There are three distinct categories:

standby
alternating
running (continuously operating)
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Fach of the above r,an influence the reliability parameter
substantially, f-or components such as valves, normally only two opérât J nq
modes, open or closed, needs to be considered.

Component environment can also change r e l i a b i l i t y parameters
substantially (2-5 times). 1 he main environmental factors which can influence
re I i a b i l i t y are :

humidity
temperature
pressure
radiation

I he operating environment is not usually mentioned in sources. T h i s
can lead to errors when calculating the system reliability in the environment
of an accident.

4.9.'-i Problem areas connected with combination of data sources

When several data sources are to be combined to obtain reliability
parameters one has to be aware of the possibility of them not being
independent. As there are a limited number of ultimate data sources (either
experience1 or experts) it is almost always the case that at least part of the
data base relies on the same population of components, even when the data
sources are PSA studies performed separately in different countries. ft
solution for limiting the problem is the assignment of proper weighting
factors to the different sources, after the ultimate source has been
investigated and fully identified.
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5. FUTURE TRENDS

In reviewing problem areas in data col le< t ion, analysis and retrieval
the group of partir, i point s in the ir,M hay P id on t. if i ed the following aspects as
deserving special attention by those- involved in col 1er t ing and using
reliability data. Some of the issues highl ighted require further
invest igat ion and coordination of rese-ar ch in an international framework (o.g.
EAKA's Ooord inated Research Programme on Data Collection and Analysis for P S A)

Da toi collected in recent years have been done in a more systerna t J c way
and are therefore to be preferred for use in r e l i a b i l i t y studies.
Historic«! record;» contain important <iuidence to be incorporated in
data bases. It is however v/ery t i m e < onsuming to dig out informal ion
in plant records cind to extract the required data. In r e a l i t y , the
effort does not always lead to usable results because of the way
records haue been originally established.
Operating or exposure times arid number of demands are in many cases
estimated to compensate for the J0icl< of actual records. Ihis procedure
can 1ead to gross errors
hailure data collected does not r e f l e c t , in many Coises, hidden
dependencies between parts or components. Ft should be clearly stated
in the data base, which data have been gathered assuming that failure
occurred independently.
Indication of the root causes of failures are an important source of
information which can be used to unfold Hfpendencies.
1 he assumption that failure rat.es collected during tests of short
duration are representative of longer operating times can be highly
conservative, because failure rates are normally higher in the i n i t i a l
period of operation. Some preliminary studies indicate a factor of 10
difference, further work is needed in this area
Data collection is an expensive undertaking. ft is therefore of utmost
importance that plant managers are convinced of the benefits of this
activity. Managers have to be given enough information on how
collected data can be used to improve plant safety and aval l a b i 1 j t y .
PSA is only one of the possible uses of reliability data.
A close liaison between plant personnel, data collectors and data users
is necessary. Meetings or workshops can be an effective way of
promoting this interface.
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Manpower r equi renient s Tor data <.<>\ l ff. t ion art' j n general very difficult
to assess and can be misleading. Tor e x «imp i p, in some cases the actual
number of poop]o stated to be involved ivi running the system can be low
bfMause the involvement of the plant personnel needed is not reflected.
Different data bones may haue different structures depending on their
specific objectives, Tt is, however, important that common
requirements are established to aliow for comrm.mication between data
bases.
It is fur tlierrnore recommended that IM A wi J J use its i nternat ional role
to lead an effort for constructing an international network of national
and international data boises
Standardisation of information in data bases is highly desirable for
sharing of i nternat jovial experi evice , Aspects which w i l l require
standard]/ation include, for example, the failure description.
Countries embarking on re J iabi 1 i t_y data collection should take
advantage of the available international experience and should attempt
to establish standard structure and content in the planning phase of
thei r data bases.
T hit- aerospace <md m i J i t a r y industries report their failure records to a
central)/ed data base. The available in for-mat ion is then shared among
users for various purposes, including an alert system in cases when
action has to be taken to prevent r occurrence of a reported failure.
An extension of some of the existing systems into the nuclear power
field, should be considered.
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RELIABILITY DATA AND SAFETY EVALUATION OF
NUCLEAR POWER PLANTS - STATUS AND TRENDS
IN THE GERMAN DEMOCRATIC REPUBLIC

J. RUMPF, J. SYDOW
Staatliches Amt für Atomsicherheit und Strahlenschutz,
Berlin, German Democratic Republic

Abstract

Muclear safety depands strongly on the knowledge about faulty
conditions of components and systems. Therefore a systematic
approach is necessary to get comprehensive safety-relevant
informations.
System analysis and the computation of processes governing design
basic accidents and severe accidents are the main tasks of such
an approach. The solution of problems covered by these tasks are
strongly connected.
System analysis covers structure investigations and methods of
reliability analysis, which are the main points within the framework
of probabilistic safety analysis.
Collection, analysis and retrieval of reliability data had been
found to be a field of increasing importance to safety analysis.
Therefore both constructor and operational organizations in the GDR
are legally bound to collect and analyse reliability data as well as
to make changes of the technology of a NPP if data indicate a
necessity.
An independent system of data collection has been established by
the National Board on Atomic Safety and Radiation Protection.
Current data bases of the GDR involve generic data as well as
plant specific reliability informations.
The paper presents the general approach used in the GDR to intro-
duce reliability data into licensing decisions.
Status and plans of data manipulation are discussed as well as
the structure of data bases.
In addition experiences gathered in using reliability data are
presented. Some of them are the following:
i) At the present status of reliability analysis and probabilistic

safety analysis respectively generic data play an important role.
ii) Plant specific data bases are to be improved to get more

sophisticated probabilistic safety informations. Special attention
has to be paid on human errors and common mode failures,

iii) Engineering judgement is the most important point in mani-
pulating reliability data and using them in probabilistic
safety analysis.
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1. Introduction
Since the very beginning of commercial use of NPP in the GDR
reliability data have been considered to have a great influ-
ence on safety evaluation. Therefore the evaluation of relia-
bility data has become an integrated part of every safety
evaluation of a NPP.
Reliability of a component or a system ia defined as the proba-
bility of performing a specified function under given conditions
for a given time interval. Defining reliability in that way
gathering and analysing of quality data become a very difficult
work.
Reliability data must as well as possibly specify the statistic
population which is to be taken into the probabilistic conside-
ration. Therefore reliability data bases must cover a wide range
of properties of components and systems as well as environ.1-en-
tal conditions which may influence failures.
Data aspects are carried by special regulations of the Regula-
tory Body of the GDR. Laws and national standards contain
general requirements on safety evaluations. /1/,/2/,/3/«
Guides and special decisions of the National Board on Atomic
Safety and Radiation Protection give exact informations on how
to perfora safety evaluations in a prescribed manner.
ïhe main part of safety evaluation is established by accident
analysis. Their results are the base for performing all mea-
sures of nuclear safety.
To get possible initial events and sequences of accidents ope-
rating experiences of KPP must be gathered and analysed.
According to /2/ institutions incolved in implementing NPP in
the GDR are legally bound to collect and analyse operating
experiences as well as to make changes of existing tech-
nology if data indicate a necessety.
In the 20 years of using commercial ÏÏPP in the GDR a data base
has been established containing experiences of roughly 60 years
of reactor operation.

2. Reliability Data
Two main tasks of safety evaluation must be distinguished by
their ways of solving problems:
i) accident analysis which is to be done under given initial

and boundary conditions and
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ii) system analysis which is to define possible initial and
boundary conditions.

An accident analysis contains .calculations of accident
sequences taking into consideration general physical laws.
It covers both deterministic and probabilistic results.
Generally computer-aided calculations are the main parts of an
accident analysis.
There is a general approach used in probabilistic system analysis
which neglects uncertainties of the accident analysis compared with
possible changes of initial and boundary conditions such as
failures of safety relevant systems.
That means a functioning component (or system) will fulfill its
given function under given conditions.
Therefore the performance of reliable accident analysis is one
of the main conditions to be successfull in probabilistic safety
analysis. AB a result special requirements must be fulfilled by an
accident analysis.
For requirements on computer codes used in licensing in the GfDR see
e.g. /4/.
System analysis has to determine the behavior of a NPP under possible
conditions using a describing approach.
There are no general physical laws to determine system failures
from former conditions. Failures of every system under con-
sideration must be oalculated from operational experiences
gathered over a long time period. Supposing that conditions
won*t change by time the operational experiences may be assumed
to be valid also in future. That is a general assumption of PSA.
Besides there isn't a large number of elements with identical
properties to get well defined statistical results. That means
there won't be samples of a poor statistical population which
can be used in the system analysis. Therefore a system analysis
must contain a wide range of informations including plant spe-
cific as well as generic data and engineering judgement.
For that reasons a probabilistic safety analysis is a more
subjective approach.
A system analysis covers two main tasks:
i) structure analysis and
ii) reliability analysis.
In both fields methodical investigations and developments have
been done for some years in the GDR, e.g. /5/,/6/.
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Pigure 1 shows the structure of safety system analysis as it
was established by the Regulatory Body of the GDR.

—Determination of initial Ond boundary conditions
—Reliability of safely s ystems
— Probabilistic safely analysis

FIG.1. Structure of the safety system analysis of the Regulatory Body of the GDR.

Data bases have been established by both operating organizations
and the Regulatory Body. Pigure 2 shows some characteristic
features of reliability data base of the Regulatory Body of the GDR.
Generic data are considered to be a good measure to evaluate
results of reliability analysis.

Opera fina
Experiences
International
Data Transfer
HUE G-Typé
-Requlatory

table*. J ._ Operational
organisations\7

Opinions

Incident Reporting
Systems ( IAEA, *CMEA )
PSA published

Conventional Fbucr
Plants
Other industries
Other Oata from
Literature

1—— Lxpert Opinions

Engineering
Juaqcment

Evaluated
Reliability
DataBase

Evaluated Reliability
Dota BQSÇ of 'Operational Organisation

Safety Analysis

FIG.2. Structure of the reliability data base of the Regulatory Body of the GDR.
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Operational experiences gathered up to now throughout the world
give an average frequency of core damage accidents in thermal
reactors of IxlO^y""1. This number is for the ability to use thermal
reactors in a safe manner, resulting fron 4,500 years of reactor
operation. Looking at 22 PSA published in the last years and using
a lognormal dietrubution you will get a median value of core damage
frequency of about 7 x 10"5y~1. That is ahown by figure 3- (Results
from /ln

core melt frequency [y ]

FIG.3. Distribution of core melt frequencies.

A 9056 confidence interval is got by
6 x 10~6y~1̂  xe*9 x 10"4y"1.

Though the results of the PSA had been got by using different
methods and assumptions they nay be considered as if they in-
dicate the possibility of core damage accidents as it is expected
for modern ITPP.
If PSA or reliability analysis are done their results must be
carefully compared with generic data mentioned above taking into
consideration the characteristic features of construction and
operation of the analysed NPP.
Simular measures may be established for single components and
systems from literature.
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Operational experiences e.g. indicate a mean value of failures
per demand of roughly 10"-3 for proofed automatically working
redundand safety relevant système containing active irechanical
components such as pumps and motor valves. Without redundancy_pa probability of failures per demand of roughly 10 is received.
Collecting and evaluation of generic data are considered to be
an important part within the framework of system safety analysis
as it has been estabilished in the GDR.
Nevertheless main interest is focused on the improvement of
plant specific data. They are collected not only from operatio-
nal experiences of ÏÏPP in the GDR but also fron other NPP of the
same type as they are used in other countries.
Recently a special incident reporting system was established
by the Regulatory Bodies of socialist countries characteristic
features of which are focused on PSA data needs.
One of the most important reliability data sources used by the
Regulatory Body of the GDR is a special abnormal event repor-
ting system. It covers a wide range of informations.
According to /8/ there are three classée of abnormal events.
They differ in the frequencies of the events and their influen-
ces on nuclear safety. Special requirements on what information
is to be reported were estabilished for every class of events.
Class 1 is to cover core damage accidents as well as conditions
which can lead to core damages with high probability. This class
involves e.g.
- transients with failures of reactivity control,
- critical states caused by transport, storage of fuel elements,
- failures of removing heat from the core.
Class two contains other transients where core damage is expec-
ted to be impossible but given conditions of safe operation aren't
met, such as lack of safety functions being not necessary and
deficiencies of safety relevant systems as they are defined in the
licence.
Class 3 contains all other events influencing failure conditions
of safety relevant systems. Such events are e.g.
- decreased availability of safety systems
- deficiencies found during inspections and testing
- increased time of in-service inspection and jepair of safety
relevant systems.
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Reports on abnormal évente have to carry information about the
following items:
- name of KPP and unit
- designation of the abnormal event
- number of the investigation aport
- date and time of the event and transient sequence as well as
the time when the normal state was established again

- operational state of the plant when the event was starting
- operational states of systems involved in the transient
- influence on the state of the unit at all
- transient sequence
- influence on nuclear safety
- causes of the event as v/ell as their evaluation
- special technological system characterisation (failure modes,
causes, precursors, failure effects)

- date and mode of latest inspection, testing and repair of
relevant systems and components

- other information about technology, operation and maintenance.
Special inspections are carried out by the Regulatory Body to
retrieve data.

3* Concluding Remarks
Data management as described in this paper is under continuous
development.
Especially the improvement of data bases is a main task at
present. Therefore data exchange with countries which are
operating WWER-type reactors too was enforced recently to im-
prove specific data bases.
Special attention is paid to the evaluation of data including
generic data as well as a carefull engineering judgement at all
levels of safety evaluation.
Regularities obtained from data bases are used to avoid mistakes.
The further improvement of reliability data depends strongly
on a sophisticated evaluation of human errors and common cause
failures. A special programme was initiated by the Regulatory
Body to investigate the influence of operators on abnormal events,
The main topics of evaluation of reliability data as they were
found in performing safety analysis are:
i) The evaluation of reliability data is an integrated part

of safety analysis including accident analysis as well as
system analysis.
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ii) Generic data are an important part of reliability analysis.
They represent a measure to compare results as well as
methods and data of reliability analysis with the inter-
national standard.

iii) Nevertheless there is a general need of improving plant
spécifie data taking into consideration that system analysis
is a describing approach.

iv) Engineering judgement is a very important topic of safety
analysis.

v) Special attention must be paid to some important aspects of
safety analysis such as evaluation of human errors and
common mode failures.
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PRESENT STATUS OF THE NUCLEAR POWER
RELIABILITY DATA BANK IN JAPAN

K. OHTA
Nuclear Power Safety Information

Research Center (NUPEC),
Tokyo, Japan

Abstract

Since its establishment in October,1984, under instruction by the
Ministry of International Trade and Industry, Nuclear Power Safety
Information Research Center has built up the nuclear information data

base on the construction, operation and maintenance of the nuclear
power stations ( NPSs ) to aid in the effective fulfillment of national
safety administration.

The outline of the data base will be introduced herein. Based on
the incident and failure information in Japan stored in the data bank
to date, the Center has started the evaluation program of unavailability
of the engineered safety systems as system level failure rate ( FR )
and of FRs of the major valves, pumps and heat exchangers as component
level FR since JFY 1987. The outline of the results of the program

will be also described.

I. Nuclear Power In format ion Data Base in Japan

1. Role of the Nuclear Power Safety Informat ion Research
Center

Since its establishment in October, 1984, the Nuclear

Power Safety Informat ion Research Center has been

mainta ining the computer system and keep building up

the Japanese nuclear safety informat ion data base

with the aim of enhancing the safety and reliability

of the nuclear power plants and the ef fect ive

ful f i l lment of the national safety administrat ion by

analizing and evaluating the safety and reliability

of the nuclear plants, based on the information of

their construction, operation and maintenance.
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Main activities of the Center are as follows:
(1) Maintenance of nuclear power safety control

information
(2) Analysis and evaluation of information on

off-normal events
(3) Reliability evaluation of plant systems and

facilities
(4) Evaluation of the plant characteristics
(5) Compilation of the pertinent information to be

distributed to local municipalities
Information on Nuclear Power Safety management
(1) Incidents and Failures file

This data file was prepared primarily for the
purposes of pattern retrieval and statistical
analysis of incidents and failures.
Approximately 1,000 reports are filed, which
include incidents and failures required to be
reported by law and minor failures by regulatory
notification.
The main items of filing are: serial number;
station and unit name; title of incident and
failure; date of occurrence or detection;
operating status; description of incident or
failure; affected systems, equipment, and
components; trip signal; cause; countermeasures;
influence on safety and plant output; method of
detection; duration of shutdown (hours), etc.
In addition, narrative accounts of the incidents
and failures and their causes are input to
magnetic storage devices, enabling data
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retrieval by designated key words. The contents
of the reports are also stored on optical disks
as image data available for detailed study.
In addition, OECD/NEA-IRS and USNRC LER
information are also compiled as the separate
data base for reference.

(2) Operation file
This file serves as the basis for an
understanding and analyses of the state of
nuclear power plant operation. An accurate
recognition of operating status is necessary for
analysis and evaluation of incidents and
failures, evaluation of reliability, analysis of
availability, etc. The contents of input to the
file have been selected to support the various
analysis accompanying the ongoing studies and
evaluation, especially those concerning the
electrical energy loss and its specific causes.
The main input items are as follows.

(a) Power station data:
Date of initial criticality, initial
connection to grid, and inauguration of
commercial operation for individual unit.

(b) Annual data:
Total electricity generation (gross, net),
generating hours, and capacity factors, etc.
for individual fiscal year.

(c) Monthly data:
Electricity generation (gross), generating
hours for each month.
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(d) Data on individual energy loss:
Date of occurrence, type of cause,
quantitative energy loss, reduced power level,
and other items for each case of power
reduction or shutdown; causes are classified
into 23 categories, including periodical
inspection, incidents and failures, minor
incidents or failures, surveillance testing,
control rod pattern adjustment, and external
causes, etc.

(e) Shutdown data:
Date and time of beginning of power reduction,
disconnection from grid, connection to grid,
and of resumption at full power, as well as
energy loss during power reduction, shutdown,
and power increase, etc. for the operation
cycle.

(f) Image data:
Annual operation graphic curves and monthly
reports for each fiscal year.

(g) In addition, overseas information including
IAEA PRIS data, France CEA ELECNUC are also
compiled as the separate data base for
reference.

(3) Radiation exposure and radioactive waste
(4) Inspection (experienced periodical inspection

data, analyzed data on critical path schedule of
periodical inspection, ISI data, welding data)
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(5) Plant basic information (design values,
operational limits, acceptance criteria)

(6) Equipment
(7) International power plant data (plant basic data)
(8) Documents and other materials including drawings
(9) Newspaper topics

II. Provisional Calculations of Unavailability at System Level
In case when any of maintenance and other works will

be performed on the plant important safeguard system,
etc. whose availability is controlled by the safety
regulations, such work should, regardless of its nature
be reported to MITI.
By analizing such reports about the maintenance or
events, we have started the provisional calculation of
unavailability at system level.
1. Status of Occurrence of troubles (standby release)

of Safeguard systems
(1) Annual trend of the occurrence of unscheduled

standby release
Unscheduled standby releases frequency of LWRs
was 88 (63 for BWR, 25 for PWR) cases during the
period between FY 1980 through 1985.

Fig. 1 shows the annual trend of the occurrence;
the lower side of the bar graph is for BWR, and
the upper side is for PWR; the axis of ordinate
represents relative values (by percent) to the
value of BWR in FY 1982 which is the maximum
among others.
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Fig 1 Unscheduled Standby Release -LWR

Distribution of unscheduled standby release on a
unit basis
Fig. 2 shows the distribution of the frequency
of unscheduled standby releases where the total
numbers (63 for BWR, 25 for PWR) of unscheduled
standby releases for BWR and PWR during the
above duration are respectively taken as 100%.

Fig. 2 Unscheduled Standby Release • Unit Base (from '80 through '85)

2. Calculation results of system unavailability
In Japan, the unavailability of the engineered
safeguard systems has been zero, but calculation
value consideration of without repairing failed
system could be obtained using the average testing
interval and in-service time. Figs. 3 and 4 show
average values (in logarithmic scale) of the
unavailability of engineered safeguard system.
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III. Failure Rate Data Construction Program at Component Level
1. FY 1987 Program

A long-term reliability evaluation data at the
component level in Japanese nuclear plants is being
constructed utilizing information formally reported
to MITI such as incidents and other operational
events.
In the FY 1987, the following items of pumps, heat
exchangers and valves are surveyed, reviewed and
calculated on a trial basis;
(1) A survey of the number of incidents and events

based on the formal reports on LWRs
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(2) A survey of the number of specific components by
type of LWR

(3) Review of calculation method of the service
interval hours (frequency of demands) of
specific components

(4) Review and provisional calculation of the
failure rate calculation model of specific
components

2. Basic Concept for establishing the Scoping of
components corresponding to Failure Data
To keep appropriate accuracy of calculation, the
scoping of in service components is limited to the
extent of the formal reports. Since formal incident
and failure reports cover those components failures
of which affect plant availability and safety, the
scope of components counted in this program is
limited to the followings:
(1) Components constituting main piping systems or

directly connecting to them
(2) Components directly affecting the functions of

the engineered safeguard systems
Since the number of plant components depends on the
plant capacity, components are surveyed on plant
output basis (500 MWe class, 800 MWe class and 1100
MWe class)

3. Review of Calculation Methods of operating hours
(frequency of demands) of Specific Components
(1) Operating hours (frequency of demands) of pumps

Operating modes of pumps are grouped into three:
a. Normally operating pumps
b. Alternately operating pumps
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c. Normal standby pumps
(2) Operating hours (frequency of demands) of heat

exchanger
Because of the operational characteristic of the
heat exchangers are static, it is believed that
there is no clear difference between operation
and standby conditions. Therefore, it is judged
that the annual plant operation hours may be
appropriately evaluated by combining operation
and standby hours.

(3) Operating hours (frequency of demands) of valve
Except for some control valves, valves are in
steady (constant) conditions during most of the
operation hours.

4. Failure Rate (FR) calculation
As an example, the derivation of a macroscopic FR
calculation equation for pumps is as follows.
The macroscopic FR of pumps of the FY 1986 is
obtained by quotient of the cumulative number of
events of pumps from FY 1969 through 1986 divided by
the cumulative operating hours of pumps, thus
expressed by the following equation:

Macroscopic FR ( )
_ Cumulative number of pump failures from 1969 to 1986 (F) ,,.

Cumulative operating hours of pumps from 1969 to 1986 (T)
The cumulative operating hours in the denominator is
the sum of the cumulative operating hours of normally
operating pumps, alternately operating pumps and
normal standby pumps.
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IV. Summary
We have constructed and been maintaining data of the

operating experience of Japanese nuclear power plants,
including the accumulated data for the past 20 years.
We are intending to utilize all the information
statistically treated or compilated. Though we have just
started the provisional calculations for failure rate by
utilizing Japanese data, we believe it is important to
consider the following in our continuing effort in the
calculation:
1. Since failure rates to be applied to PSA will reflect

the quality and reliability of manufacture and
maintenance, such rate should be inherently specific
to each country.

2. In calculating failure rates based on LWR operation
data, a simple and realistic model commensurate to
the level of accumulated failure information should
be used.

3. Failure rate data must be continuously revised based
on data for operating experience being added.
Calculational methods and preconditions, etc. should
be continuously reviewed for further refinement.
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A.WNKK

The general outline of a treatment technique for reliability data
is introduced. It is a very preliminary concept which will reflect the
actual nuclear plant performance of each country.

It should be appreciated that there is a need for designated
specialists to present constructive comments on this concept in order to
develop this method.

General Outline

a) Get the macroscopic failure rate of each country in a strictly
specified and standardized way.

b) Classify the operational records level according to the priority of
the failure rate (Refer to Table 1).

c) Using a compensation factor, modify the appropriate data sets
according to the special PSA. purpose. The macroscopic failure rate
should be continuously revised, as data for operating experience is
accumulated.

Figures

Figure 1 shows the rate of capacity loss classified by causes for
BWRs in Japan.

Figure 2 lists incidents and failures.

Figure 3 depicts the basic data flow chart concerning nuclear power
generation in Japan.

Figure 4 indicates the general configuration of the computer system.
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Table 1

Macroscopic Failure Rate Fnplant Number of failure cases _

"1plant Operating hours Tn
(or Frequency of demands)

Classification Fn Tn

Total
1. System level

Total
i Component level
(includes every
supporting sub-
components
and parts)

3. Parts level
(Component with-
out accessories
or parts)

By detail operational records
o Number of failure cases
o Failure mode
o Failure cause

By operational records
o Number of failure cases
o Failure cause
o Scope of compornent for

Fn and Tn
Compensate

By engineering judgement
o applied to X of non-nuclear

field
o alpha of specific nuclear

plant operational data
(e.g. Wash-1400)

By detail operational records
o Operating hours
o Maintenance hours
o Operation demands
o Testing hours

By Operational records with preconditions
o Preconditions depend on plant capacity

factor
o Standardized operating hours
o Standardized frequency of demands

Utilize Fn, Tn derived from experimental
data, factory data, specific nuclear
plant data or non-nuclear operational
experience

Note: It is desirable to calculate *system level failure rate by detail operational records.
The failure rate (FR) of -'system level, -'"compornent level and parts level should be reviewed
for consistency by using FTA or some other engineering tools to verify that reasonable
engineering judgement was applied in the correction factors.
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DEVELOPMENT OF FREEDOM/CREDO
DATABASE FOR LMFBR PSA

R. NAKAI, K. SETOGUCHI, H. YASUDA
Power Reactor and Nuclear Fuel

Development Corporation,
Tokyo, Japan

H.E. KNEE
Oak Ridge National Laboratory,
Oak Ridge, Tennessee,
United States of America

Abstract

A probabilistic safety assessment (PSA) is being
performed for the liquid-metal cooled fast breeder reactor
(LMFBR), MONJU, which is currently in the construction
phase. FBR Reliability Evaluation Database for Operation
and Maintenance (FREEDOM) has been developed at the Power
Reactor and Nuclear Fuel Development Corporation (PNC) for
the collection, storage, maintenance, and evaluation of the
data to support the MONJU PSA. The FREEDOM system includes
the data contents and structure of the Centralized
Reliability Data Organization (CREDO). The CREDO system was
initially developed in the United States at Oak Ridge
National Laboratory (ORNL), and is jointly sponsored by the
U.S. Department of Energy (DOE) and PNC of Japan. Data has
been collected from the experimental fast reactor, JOYO, the
Fast Flux Test Facility (FFTF), and the Experimental Breeder
Reactor-II (EBR-II). In addition, data has also been
collected at several important test facilities in the U.S.
and Japan.

The utilization of the CREDO database has recently been
initiated for the MONJU PSA. This paper describes the
structure of the database and the approach of CREDO
application to the LMFBR PSA. For better use of reliability
data, the effects of component boundary, component failure
modes and failure severity were investigated. A failure
trend analysis was performed to examine the applicability of
these data to the MONJU PSA. The accumulation of
operational experience in LMFBRs and a detailed
investigation of the existing reliability, availability, and
maintainability (RAM) data would contribute to the reduction
of the uncertainty of PSA.

INTRODUCTION

A PSA is being performed for the Japanese prototype
LMFBR, MONJU, which is currently in the construction stage.
A PSA requires an extensive database in component RAM data
as well as initiating event frequency data. Available
LMFBR-specific component reliability databases were
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relatively limited compared to those of the light-water
reactor (LWR) industry. In support of the MONJU PSA,
FREEDOM was developed at PNC for the collection, storage,
maintenance and evaluation of the data. The FREEDOM system
was originally developed for the purpose of the improvement
in operation and maintenance of the experimental fast
reactor, JOYO.

Furthermore, in order to perform more realistic
reliability analysis, which includes the minimization of the
parameter uncertainty and the exclusion of conservativeness,
expansion of operational experience in LMFBRs was necessary.
PNC therefore participated with DOE in the further
development of CREDO. The purpose of the CREDO system is
the collection, evaluation, and analysis of data associated
with the operational experience of advanced reactor
components. The CREDO system produces not only RAM measures
of performance, such as the failure rate and the mean-time-
to-repair, but can also produce enhanced statistical
analysis outputs and customized analyses.

DATABASE DEVELOPMENT

The primary database, FREEDOM, has been under
development at PNC since 1985. Two major purposes of
FREEDOM are to provide input to CREDO and to compile
information on operation and maintenance improvement for
existing PNC facilities. The FREEDOM system has the
following functions:

(1) Data storage
(2) Verification of input data
(3) Compilation of CREDO input
(4) Formatted output of stored data for reporting
(5) Primitive retrieval
Data has been collected from JOYO, 50 MW Steam

Generator Test Facility, Sodium Exposure Test Loop, Control
Rod Drive Mechanism Loop, and Sodium Flow Test Loop (now
decommissioned) at 0-arai Engineering Center (OEC) of PNC.
A list of components collected is shown in Table 1. Three
types of data are collected: (a) event data, (b) engineering
data [component descriptions], and (c) operating data [hours
of reactor or test loop operation per reactor mode] . All
relevant events related to the reliability evaluation were
extracted from operators' log books. One of the most time
consuming aspects of developing a comprehensive data system
such as FREEDOM/CREDO is the process of getting actual field
data into the computerized database management system. The
data collection work for more than 10 components and past
operating experience took more than 300 man-months at PNC.
Statistical analysis of the failure data is currently being
performed.
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Table 1 Component List

CREDO
1 Annunciator Modules
2 Batteries3 Circuit Breakers and Interrupters
4 Cold Traps and Vapor Traps
5 Contactors and Starters6 Control Rod Drive Mechanisms
7 Démineraiizer«
8 Electrical Buses9 Electrical Conductors10 Electric and Electronic Connectors
11 Electric Heaters
12 Electromagnetic Pumps
13 Filters/Strainers
14 Fuses
15 Gas dryers
16 Gas movers
17 Generators
18 Heat Exchangers
19 Indicators
20 Instrument Controllers
21 Internal Combustion Engines
22 Liquid Rheostat
23 Logic Gates24 Mechanical Control Devices
25 Mechanical Pumps
26 Motors27 Nonnuclear Sensors

28 Nuclear Detectors
29 Penetrations
30 Pipe and Fittings
31 Plugging Meters
32 Power Supplies
33 Pressure Vessels and Tanks
34 Reactor Control Rods
35 Recombiners
36 Recorders
37 Relays
38 Rupture Devices39 Signal Modifiers
40 Signal Transmitters

41 Support and Shock Devices
42 Switches
43 Transformers44 Turbines
45 Valves

FREEDOM

1 Cold Traps2 Vapor Traps
3 Control Rod Drive Mechanisms

4 Heaters
5 Electromagnetic Pumps
6 Filters

7 Blowers
8 Vacuum Pumps
9 Intermediate Heat Exchangers
10 Dump Heat Exchangers

11 Logic Circuits
12 Drive Unit for Vanes
13 Mechanical Pumps
14 Motors
15 Process Instrumentations
16 Leak Detectors for Sodium
17 Load Cell for Cotrol Rods
18 Nuclear Detectors
19 Pipe
20 Plugging Meters
21 Tanks

22 Preamplifiers and Nuclear Inst.
23 Monitors for Nuclear Inst.24 Pipe Supporters

25 Valves
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The structure of the FREEDOM/CREDO system is shown in
Figure 1. The CREDO system is a mutual data-sharing and
cost-sharing database between the U.S. DOE and PNC of Japan.

JOYO.SGTF
SFTL.CRDL
SETL

FBR Reliability
Evaluation DB
for Operation &
Maintenance

' 'Centralized
Reliability
Data
Organization

RP Retrieval Processor CONV Terminology and Unit Conversion Processor
CREST CREDO Statistical Plotting Package UCONV Unit Conversion Processor

Figure 1 LMFBR COMPONENT RELIABILITY DATABASE
AND DATABASE MANAGEMENT SYSTEM

The CREDO system is currently operational at both PNC/OEC
and ORNL. The CREDO system is a component-based system and
collects data on components that are liquid-metal-specific,
associated directly with a liquid-metal environment,
contained in systems which interface with liquid-metal
environments, and are important critical safety-related
components. Data sources in the U.S. are the FFTF and EBR-
II, and several important test facilities. The data sources
are shown in Table 2. The CREDO system contains information
on a population of more than 21,000 components and
approximately 1,500 event records. The total component
operating time is approaching 2.2 billion hours.

The objectives of the CREDO system are categorized into
three parts: (a) the collection of engineering, operational,
and failure event data from liquid-metal, nuclear-related
facilities, (b) the organization and structuring of the data
into an efficient database management system, and (c) the
dissemination of the data and information in the form of RAM
analyses to various DOE and PNC users.

CREDO'S database management system (DBMS) was designed
to catalog and store data in three types of files
engineering, event, operating. The engineering data file
contains a unique description of each component as reported
by each site. The event data file contains detailed data
concerning any CREDO-reportable event that occurs to
components being tracked by the CREDO system. The operating
data file consists of a set of chronological reports that
give the accumulated operating history of a reporting unit.
The event data include a description of the event, the
method of detection, the failure mode, the failure cause,
corrective action, etc. An engineering data supplement is
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Table 2 CREDO Data Sources

Liquid Metal Reactors

Fast Flux Test Facility (FFTF)

Experimental Breeder Reactor-II (EBR-II)

Experimental Fast Reactor JOYO

Test LOOP Sites

Energy Technology Engineering Center (ETEC)

Westinghouse Advanced Energy Systems Division
(WAESD)

General Electric Advanced Reactor Systems
Department (GE/ARSD)

Hanford Engineering Development Laboratory
(HEDL)

0-arai Engineering Center (OEC/Japan)

50-MW Steam Generator Test Facility
Sodium Exposure Test Loop
Control Rod Drive Mechanism Loop
Sodium Flow Test Loop •

Other Data Sites

FERMI-I

Hallam Nuclear Facility

Sodium Reactor Experiment (SRE)

used in conjunction with the engineering data file to
collect such information as: (1) a description of the
component in terras of its engineering parameters, (2)
materials data for critical parts of the component, and (3)
design and operating parameters for the component. This
information enable a detailed analysis concerning the design
specification.

CREDO'S standard statistical output is composed of two
separate analyses. The primary metric generated is failure
rate. It is calculated by taking the ratio of the total
number of failures for a specified population, to the total
number of operating hours for the same population. This
definition inherently assumes that the failure population is
exponentially distributed. Another item of interest is a
listing of the separate failure modes. This listing
provides the number that failed, the percentage of failures
per mode, and a 5% and 95% confidence interval around the
failure rate mean. In addition to failure data, repair data
is also provided in the form of mean-time-to-repair based on
a log-normal distribution.
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One of the most important aspects of the reliability
database is quality assurance of the data entered. The data
gathered must provide a consistent picture of the operation
of components and systems being addressed. In order for
CREDO to provide multi-site data, it is obvious that an
underlying consistency and uniformity in both nomenclature
and component definition is essential. The CHECKER program
is used for the systematic checking such as verification for
spelling of keywords and the range of numerical value. This
program flags any missing or incorrect data. A data
screener re-checks in addition to the computerized checking.
This is necessary because much of the supportive information
concerning the description of a component and its history of
operation are reflected in the narratives included in all
three types of data collected. Such logical checking
requires the attention of a specialist employing good
engineering judgement.

DATABASE APPLICATION
The systems model of the MONJU plant has been

constructed based on a large fault tree-small event tree
method. The system fault trees which involve more than 104
fault events, were reviewed to obtain a list of components
and failure modes. The resulting list was categorized and
used to request reliability data. The reliability data for
LMFBR-specific components are extracted from the
FREEDOM/CREDO system. In addition, extensive data gathering
and processing of generic components such as electrical
components and water/steam components have been performed
from other existing databases. The collected data is
compiled to quantify the failure events included in the
systems model. For multiple data sources, the geometric
averaging technique has been applied.

In the FREEDOM/CREDO database application to the MONJU
PSA, the following treatment is utilized: the fault tree
model is developed to the detail of that used in the
database. Consistency of the component boundary is
essential to avoid overlap or omission. Therefore, in some
cases, the fault tree was adjusted to conform to the
developed database. This kind of feedback is necessary for
better use of reliability data. The CREDO staff has ensured
consistency in the reporting of data by defining a set of 45
generic components since the definition of the term
"component" may vary from site to site.

Also, the definition of failure is an important aspect.
A failure is sometimes caused outside of the component
boundary and defined as secondary failure. A secondary
failure is often caused by a loss of driver power, flow
control valve abnormality due to variation in the media
pressure, etc. A primary/secondary failure flag is attached
in the database. This information is useful for searching
cascade types of dependent failures.
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The component failure/success criterion in a fault tree
analysis depends on the failure mode and failure severity.
The failure modes are defined by 35 types of keywords in the
CREDO system. Since there might exist some inconsistency
between the failure event modeled in a fault tree and the
keyword in the system, careful examination of both are
required. Effective matching and categorization are
performed based on keyword definitions and sometimes
involves reading the narratives of event data. The failure
severity information are classified into three conditions:
complete, partial, and incipient. Such a categorization
allows the user to apply the most appropriate
failure/success criteria.

Failure trend analysis has been performed in order to
examine the applicability of the database to the MONJU
plant. The environmental effects and engineering parameter
effects are of primary interest. The effects of environment
on the failure rate have been examined for three types of
valves: manual, motor-operated, and pneumatic valve. The
medium processed was chosen as a primary concern of the
environmental effect because utilization of sodium is
specific to LMFBRs. The comparison of failure rates is
shown in Figure 2. The bar represents 5% value, mean, and
95% value from the left to the right. The 5% and 95% values
are obtained by the chi-square estimation. The bar length
represents uncertainty range which is controlled by the
failure population. It is observed that the failure rates
are different between sodium valves and gas valves. It is
considered that this evidence is due to the difference of
the design specification and operational environments.
Another observation is the difference of the failure rate of
valves with different actuator types. This difference in
failure rate due to the actuator type is more distinct. The
pneumatic valve is less reliable than the manual valve by an
order of magnitude. The motor-operated valve is less
reliable than manual valve by a factor of two or three. It
is recognized that the difference is due to the failure
causes in the actuator parts. It is judged that these two

Medium

Sodium

Gas

Sodium

Gas

Sodium

Gas

Actuator

Pneumatic

Pneumatic

Motor

Motor

Manual

Manual

5% Mean 95%

10 1CT6

Failure Rate (1/hr)

10-5

Figure 2 COMPARISON OF FAILURE RATES
FOR THE VARIOUS TYPES OF VALVES
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effects are independent. Therefore the appropriate
component failure rates are used in the reliability
evaluation.

The effect of design temperature on the failure rate of
the motor-operated sodium valve has been examined. The
results are shown in Figure 3. Almost all of the failure
rates reside within a small range. A slight trend is
indicated that higher temperature valves accompany a higher
failure rate. This is particularly for the valves whose
design temperature is above 650*C. They tend to have a
failure rate which is an order of magnitude higher than
those designed for lower temperature operations. Since the
maximum design temperature of sodium valves for the MONJU
plant is less than 650*C, these data can be excluded.

Design Temperature (°C)

650—700

590~650

540—590

480—540

-480

5% Mean 95%

10~7 10~6 10'5 10"4

Failure Rate (1/hr)

Figure 3 COMPARISON OF MOTOR OPERATED SODIUM
VALVE FAILURE RATES FOR THE VARIOUS
DESIGN TEMPERATURE

10-3

The effect of valve size on the failure rate has also
been examined. It is observed that only a small failure
rate trend exists for valve size. Therefore all the data
can be applied to the MONJU valves.

With respect to data sources, no apparent trend was
found. Because a data population size of a specific
component and its distribution vary from site to site, it is
difficult to separate such an effect. At this stage, the
whole data sources are included to obtain the reliability
data.

In the course of the MONJU PSA, some importance
measures are evaluated to interpret the results. The
uncertainty and sensitivity analyses show that the human
error factors and dependent events have a significant effect
on the results and have a relatively large uncertainty
because of a relatively small population of data. The key
components contributing to the total core damage frequency
are also identified. Hence, these components should be
given higher priority in data collection work. Collection

162



of human error event data is initiated in the FREEDOM
database based on the human error check sheet. Though
explicit common cause failures were not identified in the
database, the efforts on the search will be performed for
the potential common mode failures.

Because of a relatively sparse data population, the use
of generic data, and the inclusion of expert judgement,
there exists a relatively large conservatism and uncertainty
in the analyses performed. The utilization of the specific
component failure rate enables one to reduce the error
factor of the results. The FREEDOM/CREDO database allows
for a detailed description of components and associated
failure definitions It is judged that the parameter
uncertainty has been reduced by the application of the
FREEDOM/CREDO database. The failure rate of a sparse
component is controlled by its operational experience. The
accumulation of the operational experience is expected to
refine the component failure rates in the FREEDOM/CREDO
system.

CONCLUSIONS

The FREEDOM database has been developed for the purpose
of LMFBR PSA and improvement of operation and maintenance in
existing facilities. The internationalization of the
database has been achieved by participation in the CREDO
program operated by ORNL and now jointly sponsored by the
U.S. DOE and Japan's PNC.

Throughout the application of the CREDO system to the
MONJU plant, it is essential to assure the quality of the
database, to keep consistency of data definition, and to
investigate the failure trends. The detailed information
included in the FREEDOM/CREDO system allows the user to
analyze such multiple effects on reliability data. The
accumulation of operational experience for LMFBRs and a
detailed investigation of the reliability database aids in
reducing the uncertainty in PSAs.
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RELIABILITY DATA SOURCES IN THE
PAKS NUCLEAR POWER PLANT

E. HOLLO
Institute for Electrical Power Research,
Budapest

J. TÖTH
Paks Nuclear Power Plant,
Paks

Hungary

Abstract

In the Paks Nuclear Power Plant with four unit in operati-
on there is a 10 reactor years operational experience. This
fact makes possible to use the results of the operational
experience for probabilistic safety evaluations.

For safety evaluations up to nov; we used datas given by the
supplier - what was a limited source -, and datas obtained
from different existing data banks in the world.

In the near future for safety performances we would like to
use plant specific datas, gained from the Paks Nuclear Power
Plant.

This paper describes the existing data sources in the Paks
Nuclear Power Plant, which contains information and statis-
tical datas, necessary for safety evaluations. These sources
are

Incident investigation report
Safety related event report
Report of events with reduction of plant power
Component failure data system (for a limited nunber of
components).

Our future task is to define how to extract the necessary
information and datas from the different reports and to ex-
tend the component failue data system for all the main equ-
ipment of the plant.
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1 . Int ro duct ion

In Hungary activities in probabilistic safety assessment
of nuclear power plant started approx. 4 years ago. As
part of the level I PSA of Paks NPP several case studies
have been pe r fo rmed . Parallely with performing level I PSA
dif fe ren t particular system reliability problems have been
analysed during the last two years, such as optimal test
interval of the safety systems, possibility of maintenan-
ce of the condenser cooling pumps during operation of the
plant. There are some other problems which have to be sol-
ved in the near future by means of reliability analysis.
The safety of our plants was aproached in a deterministic
way. In our operational manuals there are several techni-
cal specif icat ions and limiting condit ions of operation
which are, we consider , very pessimistic. Some of these
tech specs and LCOs might be overviewed using PSA tech-
nics .
For the above mentioned reliability and safety evaluations
up to now we have mainly used reliability data taken from
publications.
Since the start up of the first unit of the Paks NPP
(28. dec . 1 982) 10 reactor years operational experience have
been gained . ( N o w there are four units in operation.)This
could have been suff ic ient to feed back the operational
experience and as a form of feed back, to use plant speci-
fic data for PSA. Unfortunately not a total reliability
data collection was initiated immediately after the start
up of the plant.

Especially many problems we had concerning the reliability
data of the components.
In this paper we briefly describe those data sources which
contain information necessary for PSA calculations and our
future tasks in the field of data collection and evaluati-
on of reliability data sources.
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2. Existing Data Sources

At the present time in the Paks Nuclear Power Plant there
are several incident and mal func t ion recording systems.
These report systems were established to provide
information for the operational organizations. At the time
of the formation of the requirements for the form and
contents of these reports the PSA was not in general use in
Hungary. Therefore such points of view which could
guarantee the usability for PSA, could not have been taken
into consideration. Nevertheless these reports contain a
lot of usefu l in format ion for safety evaluations. Just
the proper way should be f o u n d , how to extract and evaluate
the information from the incident reports.

As far as the component failure reporting system is
concerned, the situation is worse. The component (or
equipment) failure recording system, established at the
Paks Nuclear Power Plant after the start up of the first
units was, one could say "too simple" and inhomogenous. All
the d i f fe ren t maintenance organizations (mechanical , !<&C,
electrical) recorded failure information in d i f fe ren t way
concerning both the form and the content. The basic
information for the calculation of reliability parameters
of the components were not recorded or were recorded in an
insuff ic ient way. For this reason a fairly new system must
be established, to get ful l failure statistics of the
components. The concepts of such a reliability data system
were described by the authors of this paper about two years
ago/Y/ Unfor tunately during the last two years the develop-
ment of the above mentioned system has not gone in a way
and at a rate as we had planned it. This fact has first of
all reasons concerning organization and interest.

The d i f fe ren t kind of information originates within d i f f e -
rent (most of the information at maintenance) organizati-
ons. It is very d i f f i cu l t to force and teach maintenance
people to collect and record information which to their
opinion is mostly unnecessary. The more
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organizations are envolved in the data recording, the less
the accuracy of the recorded data is.

For these reason in January of 1988 we started a limited
scope data recording system for a limited number of compo-
nents ( so called stand by safety systems) , which may be
operated entirely by only one organization which is inte-
rested in the accuracy of the collected data.

Now we would like to describe very briefly those types of
reports which in some way could be used as reliability data
sources, including the new l imited scope component failure
recording system.

2.1. Incident investigation report
Safety related event report

Incident investigation must take place in case, when an
occurence is classified by the electrical network dis-
patcher as an "incident" ( loss of power-production
event ).

The requirements to the content of the report is descri-
bed in Appendix A. The "incident" classification is not
defined by the fact , whether the nuclear safety of the
plant is concerned or not.

It is defined by the consequences from the operational
point of view of the electrical network.

Therefore for those cases when the occurence is not
classified as an incident by the network dispatcher , but
the nuclear safety is concerned, a so called safety
related event investigation must take place and a report
must be writ ten.

The content requirements of the report is described in
Appendix B.
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As we can see both kinds of reports contain practically
the same information. In both reports there may be found
the description of the initial state, a detailed
descript ion of the event sequences, evaluations of the
event, descr ip t ion of the operator actions, human respon-
sibility and the necessary measures to be undertaken.

2 . 2 . Load reduction report

The load reduction report system actually is the first
form of the equipment failure reporting system. But un
fortunatelly this system is expanded only for those
equipments whose failure causes load reduction. Therefore
good statistics may be obtained only for those component ,
any failure of which causes load reduction. As far as
this recording system - like the incident reporting sys-
tem - have existed since the start up of the first unit
of the plant, they are suitable for evaluation of the
probability of some initiating events.

But for calculation of component reliability parameters
the data collected in this system are still not
adequate.

2 . 3 - Failure report

As it was mentioned earlier, in Jan. 1988. a new failure
report system was started for a limited number of systems
and components, with limited possibilities. For basis of
this systems serves the periodical test of the safety
systems and, some automations and protections.
The safety systems and the main automations and
protections are tested once during six weeks according
to a schedule for a whole year. Af t e r each cest performed
a test report has to be written (see Appendix D), wich
practically serves as an of f ic ia l document. Report must
be written in those cases as well , when the test is not a
periodical but a special one, for example after the repa-
ir of a main component of the safety system.
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Special test must be perfomed for two operable safety
systems in the case, when one of the three systems is
inoperable during a period of time not exceeding 24 ho-
urs , too.

In case, when during the test any equipment fa i ls , a
failure report form has to be filled in (see Appendix
E). By means of this data recording system the
reliability of those components may be evaluated which
are characterised by failure per demand. Systematic
documentation of the performed tests and detected
failures will assure the accurate number of failures and
demands for all components.

3. Use of Generic and Plant Specific Data

As was indicated in preceeding chapters for safety
evaluations up to now data obtained from d i f fe ren t existing
data banks and generic data files have been used. Plant
specific data given by tbe supplier or extracted from plant
operational statistics were used in few specific cases.

For compilation and automatised retrieval of generic data
a computerized data base is being set up Z . Presently the
data base involves INITIATING EVENT AND C O M P O N E N T FAILURE
DATA files.
INITIATING EVENT cathegories are: LOCA and TRANSIENT ones.
COMPONENT FAILURES are grouped on
- types, as TECHNOLOGICAL, E L E C T R I C A L , and C/I fa i lures ,
- modes , as STAND-BY and O P E R A T I O N A L ones .
For combination of data from d i f fe rent sources simple
avarage rule using weighting factors is used. Files listed
presently contain information published in following
reports :

WASH-1400 Reactor Safety Study , 1975
GRS German Risk Study , 1979
NUREG-2815 PSA Procedures Guide , 1935
NUREG-2728 IREP Procedures Guide , 1933
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NUREG-3862 Transient IE Frequences , 1985
EPRI-801 ATWS Frequencies , 1978
ANO-1 ARKANSAS IREP Study , 1982
RKS 85-25 Reliability Data Book , 1985
NKA SAK-1 PRA Uses and Techniques , 1985

(A Nordic Perspective)
EUR 10696 CEC Benchmark Exercise , 1986

For illustration of compiled generic f i le structures a
sample case sub-file is given in Appendix F.

Plant specific operational and failure data have limitedly been
used in the following areas:

- to def ine mean time between failures and average repair
times, e.g. for condenser cooling pumps within their
maintenance policy study,

- to formulate auxiliary assumption in numerical data form
for given calculation, e.g. for F R A N T I C code to def ine q.
unavailability of test override capability within safety
system test period optimization study,

- to screen causes of plant outages and load reduct ions , to
estimate distribution of failures within d i f fe ren t
failure modes and systems,

- to ver i fy a - priori assumed event sequences through
operational tests or real cases , e.g. to make clear
mission times within reduct ion of feedwater event
sequence study,
to establish realistic success criteria for redundant
safety system trains, e.g. within small and large LOCA
event sequence studies.

It is emphasized that plant specific data from Paks NPP
were used in above listed cases only in a rather limited
scoppe for PSA purposes, and in the future a more systema-
tic data acquisition, processing and retrieval system is
necessary.
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4. Gone lus ion

Data contained in different plant reports described in
Chapter 4. involve a lot of information which are necessary
and/or useful for PSA purposes. These types of data
potentially available can be summarized as follows.

Type of Report Involved Data
Available for PSA

1. Incident Investigation Report,
Safety Related Event Report

Limitation: Only for
- network operation or
- safety related sequences

2. Load Reduction Report
Limitation: Only for component

failures wbich result load
reduct ion

a/ Initiating Event
- identification
- frequency

b/ Event Sequence
- identification
- time scaling

c/ Human Errors and
Recovery Action

a/ Initating Event
(see 1.a.)

b/ Component Failure
Paramerters
- failure rate,

outage time
- failure mode

(Limited)
c/ Personnel Action

3. Test Report,
Failure Report

Limitation: Only for tested
safety systems and
components

a/ Component Failure
Parameters
- failure per demand

probability
- failure mode and

cause
- failure

identification mode
b/ Component Repair Rate
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p

Considering data listed above two main conclusions can be
drawn :

1. Operat ional experience recorded in d i f fe rn t plant reports
during the past 10 reactor years involve more informati-
on useful for PSA purposes then what was used up to now.
The main reason for limited application is the huge man-
power required to manually retrieve information from
existing data sheet documents .

2. There is a need for computerized storage, processing, and
retrieval of data contained in the reports described in
present paper, as well as for extension of scope of
compiled data useable for reliability and probabilistic
safety assessments. For this purpose a computerized
reliability data base software is under development
within VEIKI and PAKS NPP cooperation. This work is
partly supported by the IAEA through a research contract ,
(see R e f . X . )
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Appendix A

Incident investigation report fo rm

1. Identif cation number:
2. Unit number (s)

3. Title of the incident
- reactor protect ion I. II. III. IV.
- turbine protection
- electrical protection
- other:

4. Beginning of the incident:
End of the incident:
Duration of localization :
Duration of restoring :

5. Loss of electr. production: . . . . . . MWh
Loss of heat production : . . . . . . GJ
Power deviation from the plan

average : . . . . . . MW
max. : . . . . . . MW

6. Classification of the incident

7. Discription of the incident
7.1. Initial state (deviation from the normal state)
7.2. Way of detection
7.3. Discription of the event (detailed)

8. Evaluation of the incident
8.1. Cause of the incident
8.2. Actuat ion of the control lers , automations,

protect ions, alarms
8.3. Evaluation of the operator actions
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9. Equipment failure

10. Method of the equipment repair
11. Personnel responsibil i ty
12. Measures to be taken
13. Necessary special expert investigation to be taken
14. Other comments
15. Investigation is f inished (date)
16. Investigation commission (names, signatures)
17. Appendices

Appendix B

Safety related event report

Ident. number

1. Unit :
2. Title:

3 . Beginning of the event
End of the event

4. Initial state (thermal power, electrical power, core
average temperature increase, boron concentrat ion,
control rod position . . . )

5. Description of the event (de ta i led)

6. Evaluation of the event
Cause of the event
Actuation of alarms, control lers , automations, protections

7. Operator action
8. Measures to be taken
9. Investigation commission: (names, signatures)

10. Apendices
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Appendix C

NPP PAKS load reduction
report

Unit

Event title:

Protection: Signal:

Beginning of the event :
End of the event
Duration

month
month

day
day

hr.
hr.
hr.

rain,
min,
min.

Reduction max: MW aver.: MW Loss of production MWh

•PC3ü

•HcamajiHo

1.
2.
3.4.5.6.
7.8.
9.0,

IncidentMalfunctionOperative maintenance
Planned preventive maint,
Other
Network demand

No classified

1. Primary side
2. Secondary aide3. C I
4. Electrical
5. Auxiliary6. Chemistry
7.8.
9. Other0, Ho field concerned

(Dra3«jo

1. Design2. Manufacturing mounting
3. Pailure of equipment
4. Quality of documentâtion
5. Human error6. Test7. Repair failure
8. Other
9. Unknown0, Network demand

Q
p, i.
•H-CJ
3 0)
D1«
0 h

1. MGP
2. SG3. Turbine, ovcrheater
4. MIV
5. HP preheater
6. Diesel generator
7. 6 kV equipment
8. Generator, exiter
9. Transformer
0, No equipment concerned

Equipment actuation: Personnel activity:

Restoration of the initial state:

Comments, proposals:

Pilled in by; Checked by:

176



Appendix D

Unit :
Inter lock.
Protect ion:

TEST REPORT

P E R I O D I C A L - SPECIAL: C a u s e : . . . . ,
In ter lock.
Protection:
Idem; : . . . . .

1. Date of test : . . . . . . . . yr. . . . . . . . . m o n t h . . . . . . d a y

2. Failure found during

Maintenance before test Measure undertaken

3- Failure f o u n d during test Measure under taken

4. Qua l i f i ca t ion of test results:

5. Necessary fu r the r measures :

6. Initial state restored:

Techn. Dep :. . ,

Signatures

C I: Electr

177



Appendix E

F A I L U R E R E P O R T

Component : Ident. code:

Date of failure
Beginning of repair
End of repair
Start of operation

yr.yr.
month
month
month
month

day
day
day
day

nr.
hr.
hr.
hr.

min.
min .
min.
min.

Failure mode:

Act ive:

Passive:

*
*
*
*
*
*
*
*

Fails to start
Fails to stop
Spurious start
Spurious stop
Fails to open
Fails to close
Spurious openning
Spurious closing
* Leakage
* Rupture
* Deformation
* Plugging

Cause of failure:

* C I
* Electrical
* Mechanical

* Des ing
* Manufacturing
* Mounting
* Operation
* Repair
* Test
* Metallurgical
* Unknown
* Other

Failure detection:

* Test
f Preventive maintenance
* Sound/light alarm

Abnormal state
indication

* Routine checking

Measures undertaken

* Change of part
* Repair of part
* Total change
* Desing modification
* Temporary repair
* Other

Consequence :

Loss of system
funct ion
Loss of subsystem
function
Failure of other
component
Load reduction
Loss of production
Generator switch off
Reactor shut down

* No consequences
* Other

MW
MWh

Date:
Signature :
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Appendix F
COMPONENT STAND-OY FAILURE DATA

Component Type: TECHNOLOGICAL COMPONENTS

No. Component Name Failure Mode Type Mean EF HTTR Source

1.
1.1.

Pumps
Motor-driven

1.1.1.

1.2.
1.2.1.

1.3.
1.3.1.

1.4.
1.4.1.

1.5.
1.5.1.

1.6.
1.6.1.

Failure to start

Turbine-driven
Failure to start

Diesel-driven
Failure to start

Centrifugal , hor/vert, 75-250kg/s.0
Failure to start

Centrifugal. hor/vert. 30kg/s. 2. 2-6
Failure to start

Centrifugal, hor/vert. 1 20- 240kg/ s .
Failure to start

3 3.0OE>03
3 3.00E-03
2 1.00E-0S
2 4.00E-05
3 3.B0E-03
3 1.20E-03

3 3.00E-02
3 3.00E-02
2 1.00E-04
3 1.20E-02

3 1.00E-03
3 1.00E-03
2 1.00E-06

,3-0.9MPa
3 3.90E-03
3 3.90E-03

.7HPa
3 1.40E-03
3 1.40E-03

1.2-1. BMP»
3 5.10E-03
3 S.10E-03

10
10

5
3

10
10
3

3
3

NUREG-2728
NUREG-2815
NKA SAK-l
EUR 10696
HASH-1400

NUREG-2728
NURZG-281S
EUR 10696

NUREG-272B
NUREG-2815

RKS 85-25

RKS 8S-25

RKS 85-25

INITIATING EVENT ANNUAL FREQUENCY

IE Type: LOCA INITIATORS

No. IE Definition Mean EF Source

1 .
1.1.

1.2.

2.
2.1.

2.2.

2.3.

2.4.

2.5.

LOSS OF RCS FLOW
Loss of RCS Flow In 1 Loop

Loss of RCS Flou In All Loops

LEAKAGE IN PRIMARY SYSTEM
Leakage fron Control Rods

Leakage In Primary Circuiting size)

Large Leak in Primnry Circuit
C.5 - 2 inch
10 - 13.5 inch
greater than 13 5 inch

Medium Leak in Primary Circuit.
2-6 inch
4 - 1 0 inch

Snail Ltfck in Primary Circuit
05 - 2 inch
tf.38 - ] 2 inch
12 - 1 CO Inch
1.66 - 4 inch

1 4.40E-01
4.40E-01
3.9ÖE-01

14 2.80E-02
2.80E-02
2.00E-02

4 2.30E-02
2.30E-02
3.00E-02

5 1.10E-01
1. ICE-01
9.00E-02
1.00E-04
2.70E-04
1 .0CE-04
1.23E-0S
7..WE-«lf.
n.floE-«
8. «WE -04
n.OaE-04
1 .COE-04
1 . (WE- 03
Z.VPK-03: .isiE-an
2 WE -02
3 lOE-fU
3 M'r-iK

4
4 NUREG-2815
EPRI-801

4
4 NUREG-281S
EPRI-801

4
4 NUREG-2815
EPRI-801

4
4 NURF.G-2315
SPRI-801

CKG
W ASH- U 0O
ANO-l
ANii-1

ORSWASH-;4rio
AHO- J

GRS
WASH- 14 11*»
ANC- 1
AN''i-l
AN' i-l
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RELIABILITY DATA ACQUISITION IN
CEGB NUCLEAR POWER STATIONS

C. WELLS
Central Electricity Generating Board,
London, United Kingdom

Abstract

The Central Electricity Generating Board (CEGB) has two computerized
databases currently in use for obtaining reliability data; the scope of one
of these is about to be substantially increased. The Plant
Reliability/Availability (PR/A) system logs predominantly availability data,
in a very comprehensive manner, for all conventional and nuclear power
stations (approx. 50) within CEGB. Some reliability data is logged, but it is
of little relevance to Probabilistic Safety Assessments (PSA) . The other
database is the Nuclear Plant Event Reporting System (NUPER) which records
safety related events, but only those at the important end of the significance
spectrum. The former is entirely quantitative, whilst the latter is mainly
text.

Starting in January 1988, detailed reliability data on all nuclear
safety related plants will be logged by the first of these systems. To begin
with this will be on only one power station, but it is intended that it will
be extended to all concrete pressure vessel stations (12 nuclear units) by the
end of the year.

A unique safety system list is needed for each station, as these are
all substantially different from each other due to design evolution. Each
list is ordered according to importance, with the intention of beginning the
data collection only for the top items but gradually extending downwards.
Each list contains approximately fifty items, each of which is made up of an
indeterminate but large number of components, It is intended that the
reliability information be collected at the "item" level, albeit with the
component intitating each fault identified. This is done to contain the
magnitude of the task to one that is practicable.

All faults occurring during operation or discovered by surveillance
activities are to be logged. Additionally, all unavailability due to
maintenance and testing will be recorded. These activities depend strongly on
the enthusiasm of the station personnel; namely the operations and the
maintenance engineers. A specially designed reporting form is being produced
for these two groups, to be filled in by the respective supervisors at the end
of every shift. This will be obligatory, but even so it is anticipated that
some of the information will be incomplete. In order to encourage the better
reporting of failures, and to obtain any missing data retrospectively, a new
appointment will be made at each station. This "Information and Feedback
Engineer" will have no responsibilities other than the handling of safety
related information.

It is intended that the fault and availability information will be used
in the production of safety system indicators, in the first instance, but
ultimately in PSA's for each of the stations.
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SOME PROBLEMS WITH COLLECTION, ANALYSIS
AND USE OF RELIABILITY DATA

J. KUBIE
Central Electricity Generating Board,
London, United Kingdom

Abstract

Typical problems with the collection, analysis and use of reliability
data are discussed.

It is argued that the collection of reliability data has to be
selective, and that insufficient attention to this selectiveness is
responsible for the majority of problems with the collection of data. The
collection of reliability data must be carefully planned and undertaken by
dedicated, well-trained and we11-motivated staff.

The reliability data must be analyzed, tested and used as carefully and
cautiously, and under the same discipline, as other engineering parameters.

1. INTRODUCTION

In this paper I will highlight some of the common problems
associated with the collection, analysis and use of reliability
data. This is not a comprehensive survey; rather this is a
selection of the various problems I have encountered during my work
in safety assessment.
Reliability data are generally required for three different, but
related purposes:

(i) to learn from the past, i.e. to ensure that past
problems are not repeated,

(ii) to choose at the present, i.e. to ensure that adequately
reliable components and systems are used, and

(iii) to forecast the future, i.e. to develop models of
component and system failures and to assess their
reliability and the risk they impose.

I believe that because of the different requirements there cannot be
a universal method for data collection, analysis and use, but only
an appropriate method, and this should be devised to deal with our
particular application or problem. Thus, for example, quantitative
reliability data may be appropriate in reliability and risk
assessment, but they are not particularly useful for design
development and product improvement. On the other hand, qualitative
data are suitable for design development and product improvement,
but useless in reliability and risk assessment.
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I will discuss the various problems under three different headings:
- problems due to collection of data,
- problems due to analysis and evaluation of data,
- problems due to retrieval and use of data.

2. COLLECTION OF DATA

It must be appreciated that we cannot collect all the data all the
time. Such an approach would not be practicable; it would place an
unbearable strain on the collection system. It is inevitable that
we will have to be selective, and it is the insufficient attention
to this selectiveness which is responsible for the majority of
problems with the collection of data. Since it is impracticable to
have an all-embracing, universal collection scheme, we have to
select - we have to decide on which aspects to concentrate: which
plant to collect the data from, which components and systems to
include, how to define failures, which non-failures to report, etc.
This selectiveness must not be ad-hoc or considered only as an
afterthought. It must be regarded of fundamental importance in
devising and designing adequate collection systems.

Thus, I do not believe that the objective of data collection is to
collect the maximum amount of information, but rather the objective
must be to collect the relevant information. Hence, we have to
decide at the beginning why we are collecting the data and for what
purpose. Obviously, computerisation enables more and more data to
be handled, but it should be appreciated that data collection is
much less ameanable to computerisation than, for example, data
analysis and retrieval.

Insufficient consideration of what to collect and why can lead to
the following problems with the collection of data:

(i) insufficient information collected,
(ii) inconsistent information collected, and
(111) unreliable information collected.

2.1. Insufficient information collected

This follows practically always from a badly executed preliminary
analysis of the need for the data. Typical omissions, which may
make a particular data collection less than useful, are as follows:

- the underlying causes of the failures and the failure
mechanisms,

- the consequences of the failures,
- the operating and environmental conditions,
- the period over which the data have been collected and the
behaviour and history of the component or system in question.

The last aspect is of a special importance if, for example,
quantitative reliability data are required. It is not sufficient to
know how many times a particular component has failed, we also have
to know how many times it has not failed when called upon to
operate, etc. This is obvious, but unfortunately not always
appreciated or collected.
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2.2. Inconsistent information collected

This, once again, usually follows from a less than thorough
preliminary analysis. Comprehensive, but inconsistent collections
may appear superficially adequate, but a more detailed analysis of
the data (which is invariably undertaken much later) then reveals
many hidden shortcomings. Unfortunately, it may then be too late to
amend the collection system.
Typical problems are as follows:

- inconsistent definition of components and systems (especially
in the definition of the boundary),

- inconsistent definition of component failures. For example,
what constitutes a failure - a pump not starting on the
start-signal or not starting within 30 seconds of initiation.

Problems can also arise if a particular collection system is based
on a physically incorrect model. The collection requirements may be
so strongly driven by the demands of this particular model, that if
the model is then shown inadequate the collected data may not be
appropriate for any other purpose. This is particularly true when
data are collected on rare events, such as dependent failures, etc.

2.3. Unreliable information collected
We have to know how reliable and error free is our particular
collection system. This can be the most difficult problem of data
collection. It can be partially dealt with by having an adequate
in-built QA scheme, but this in itself may not be sufficient. What
is of primary importance is to ensure that the data are collected
by dedicated, well trained and well motivated staff.

3. ANALYSIS AND EVALUATION OF DATA

The problems in this area can be conveniently discussed under the
following headings:

(i) insufficient understanding of the failure mechanisms,
(ii) insufficient distinction between the various sources of

data,
(iii) statistical shortcomings, and
(iv) bias in evaluation.

3.1. Insufficient understanding of the failure mechanisms

Many problems have been observed in this area. For example, in the
case of dependent failures the analysis may be particularly strongly
model-driven. The scarcity of the data may then make the
phenomenology of the failures appear more important than their
mechanism. This can then lead to problems when the model is
extrapolated to different situations.
Another example is the difference between time-dependent and
demand-dependent failures. If this difference is not appreciated
and understood, the incorrect assumption of time-dependency may
lead to unrealistic expectations of increased availability of
stand-by systems postulated by their more frequent testing.

185



3.2. Insufficient distinction between various sources of data

There are many sources of reliability data and they all should be
considered. However, the limitations and the benefits of the
various data sources must be taken into account. The typical
sources of reliability data are :

- operational data,
- field trials,
- laboratory testing,
- generic published information,
- expert opinion.

All these sources can provide useful information, but only if used
correctly. It is generally accepted that operational data are most
appropriate. The advantage of field trials and laboratory testing
is that various parameters can be varied, but the limitation is that
important operational factors may be missed. This again shows that
field trials and laboratory testing must be carefully designed and
controlled.

The advantage of the generic published information is that the data
are usually conveniently available, and some of them may have been
endorsed by virtue of being used by reputable organisations.
However, the main disadvantage is that the primary sources of the
data are not always given and thus not open to scrutiny. Hence the
status of the generic published information may be uncertain, and
the use of the information for purposes different than those
initially envisaged may be inappropriate and possibly misleading.

The use of expert opinion can be contentious. First, some people
find the whole philosophy of the Bayesian approach flawed. However,
I do not think that this is the major problem. I believe that the
second aspect of this approach causes much greater difficulties -
the credibility and the expertise of the experts.
It can be dangerous to use either anonymous experts or well known
experts with expertise which is irrelevant to our problem. We must
always ensure that we know who the experts are, what are their
credentials and what are the bases for their opinion. We must not
forget that experts frequently over-estimate their knowledge and
that, because of their background and contacts, they may not be
giving independent advice. Expert opinion should be tested as any
other source of reliability data, and not accepted uncritically.

3.3. Statistical shortcomings
One of the most common examples of this problem is the use of the
median of a distribution instead of the mean. Since for certain
distributions the numerical difference between the two can be
considerable, the confusion can lead to difficulties.

3.4. Bias in evaluation
The whole process of data collection and analysis is rather
time-consuming. In order to save on time and effort we may be more
prepared to accept without further analysis those results which
appear reasonable, and only analyze further those results which do
not conform with our experience. Thus, we are quite ready to accept
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without too many questions what we consider normal, without perhaps
appreciating that our assumption of normality may not be justified.

4. RETRIEVAL AND USE OF DATA

After collection and analysis the reliability data become available
for retrieval and use. Since the data are commonly used by groups
different from those responsible for collection and analysis, the
design of the appropriate retrieval system also deserves careful
considerations. It is not sufficient to give just the reliability
data; the range of validity, the operating conditions and the
limitation of the data must be given too.

It was suggested in Section 2 that the objective of the data
collection is to collect the relevant information (as opposed to the
maximum amount of information). However, the design of the
retrieval system must follow a different philosophy: all the
information collected must be available for retrieval. Hence,
computerization of the retrieval system is required.

If the collection system is designed to give detailed descriptions
of the causes and the mechanisms of component and system failures,
the data can be used purely qualitatively. Such data can be used
most effectively in design development. Thus, for example, we can
use the data to re-design a particular component or system to ensure
that particular failures are eliminated or at least made acceptable.
It must be stressed that to be suitable for this purpose the
database must be carefully designed. For example, it is not
sufficient to give numerical values of reliability; good qualitative
description of the failures must be also given.

As suggested in Section 1, the reliability data are mainly used
quantitatively - either in the design stage or the evaluation stage.
There are some important differences between the two applications,
but they are in many respects similar and inter-related.

The most important common problem is to decide which reliability
data should be used. Do we use the data from historical databases,
or do we take into account technological progress. There are good
arguments for both approaches.
For example, the use of the historical databases will indicate how
well we have used proven technology. This will give us a direct
comparison with other designs based on the same or similar
technological developments.
On the other hand technology has advanced and we do learn from our
past mistakes. Thus some improvement in availability and
reliability of various components and systems is to be expected.
It is then argued that designers should be made aware of this, so
that they are reminded to do better than in the past.

I believe that the latter approach is appropriate and legitimate and
should be used, provided that:

- there is evidence that over the years the reliability and
availability of components and systems have been improving.
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- this observed and documented improvement, rather than a
postulated (or a hoped for) improvement, is cautiously taken
into account,

- the targets for improved performance, reliability and
availability are challenging, but realistic.

It cannot be over-emphasized how important the above conditions are.
If they are not followed and if the targets for various improvements
become divorced from the reality, the credibility of the whole
approach is lost.

This implies that, once again, only appropriate reliability data
should be used. As in the collection and the evaluation of data,
the use of the reliability data must also be planned. Using the
data in isolation and in an ad-hoc manner wastes much of the
considerable effort put in their collection and evaluation and can
lead to distorted and uneconomic designs.

5. CONCLUSIONS

The collection of reliability data must be carefully planned and
undertaken by dedicated, well-trained and well-motivated staff.
The reliability data must be analyzed, tested and used as carefully
and cautiously, and under the same disciline, as other engineering
parameters.
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PACS PROGRAMME — PROJECT FOR ANALYSIS OF
COMPONENTS AND SYSTEMS OF NUCLEAR PLANTS

S. CURCURUTO, G. GRIMALDI
Italian Directorate for Nuclear Safety

and Health Protection (ENEA/DISP),
Rome, Italy

Abstract

O b j e c t i v e of the PACS Proqrammo is to eva lua te claln of abnormal e v e n t s

on r ia l Lan NPI's j ri operat ion, for bat kf i II Ing and design improvements

purposes,

low threshold events will ho analysed wJ Ih s t a l i s l j c a l melhodo loqy ,

a i mod tu evaluate re.liabi lily parameters of < omponanls and systems

Resul ts of analys is wil l be stored in a computer i /ed data baso, und

updated L ime by t j i no , as now oporaL L n rial dala w i l l be a v a i l a b l e

Some resu l lh of PGn s Lud i es, a l ready pi1 r formed, w i l l be revh.ed

uLi l i / inq p^-inL spéc i f ie data , drawn oui by PrtCtt pnx^i-Miiiiiie

1. O b j e c t i v e and Scope

Objerl ive of the PACS proqranime is lo cva lua le , in f\ s y s l e m a l i( w<:iy,

lha (jpor'atiriq c jxpar i arice ( o . e . ) of I t a l i a n planlj in opérai i on, for

bark f J Ltinq purposes sind desiqn improvemenl s of new pLanls .

I irst of a l l , dc\ la of Colors o I3WR ploint w i l l bo analy/ed, taken i n t o

drcounl the following:

this is the most rerenl" Jtal ian plant in operation;

most of its o . e . is expec led wi II be app l icab le lo Mon la l l o HWR

plant, now in cons trurl i on;

a qi.ialily assurance ( Q . A . ) proqr-ammo was implemented on Caorso

plant from the beqinninq, so that all operational data were

col lee led in a s y s t e m a t i c way .

In ci second staqe data of the other plants in operation will be

analysed.
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Mol hudoloqy cine! software package are expected could bo applied to
plants other (.ban m.u, I ear ones.

Furthermore- t e c h n i c a l results CDU) d give some i n d i c a t i o n of behaviour
of components used in conventjonal plants as well, at least for some selected
failure mode-'*. Obviously different design and opérât Jonal criteria should bo
taken into account

Methodology of analysis w i l l bo of both qualitative 1 and quantitative
typo, so lhat first by predominant faHijros and failure modes will bo
searched, in a second s ! atjo data w i l l be analy^od with sLrttisiical techniques,
aimed id find out r o l J a b i J j L y paramoLcrs of the arialy/ed parts.

Hs a result of the programme, a software package for reliability
analysis w i l l be available and a data bank containing reliability parametars
of toiiiponenl') an<l r.ysloms

I he software package w i l l be developed on personal computer. Guided
mannes w i I I be provided, with a provision Lo update, time by time, data entry
o<; new dale» w i l l become available. Jn such a way "living" reliability data
w i l l be available;, and indication of degraded failure rate will bo drawn out,
if any, on the basis of trend analysis.

Some connections w i l l be established with other l.l\IIIA/l)rSP activities,
such as probabilistic safety studies (PGn), already performed for Caorso and
flontalto plants, fiome results of PSA studies will be revised, utilising plant
specific dala drawn out from PfiCC! programme1,

Mainly I. he job w i l l include I he following steps:

definition of components and systems to bo analysed, on the basis
of the master part list of Caorso plant and the classifications
already used for PSn studies;
definition oF failure modes to be analysed, on the basis of design
and real plant characteristics (i.e. only drift towards technical
specificiation l i m i t violations, instead of all events of drift,
will be considered);
definition of models (i.e. components in operation, in stand by,
etc. );
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development of Lho software package, data e n t r y and oulpul formal,
technical analysis of I ho «so I 'u, ( od < omponorit •> and systems arid
s t o rag o o f r o s u lis;
plant bac k f J. l ti nq and desiqn modifications impj emonl al j on, if ciny

2. P i lot Study and Ongoing Programme*

ft pilot study was performed manually on diesel generators of all
[Lallan plants j ri operation, with the aim to orientate the entire proqrcxiniiic1,
Lo improuo plant safety on the ariaJy/od system <\nd to dofjne Lho software
resoiircas needed.

We anaJy/ed this system, as an exampJo of two different cond i l 10111. , a
system in stand-by arid in operation. In ;>u<. h »A way we had a complete
mod e l l i nq of possible fail u re mod e :;

f urthcrmore DOs arc one of the most import<\nl, safely related s

[n fact, m^ny PSA studies underline the importance of DGs performance;
in contributing to core damage frequency.

Data were arialy/od with the aim to evaluate the following parameters1

imauailabi 1 i ty on demand,
reliability in operation.

lor the first parameter, we considered all. °Aartups of the diesels and
the failures to startup were <onsjdered.

For Lho second one, the time of real operation of these engines and the
pertinent failures to operate were evaluated.

Reliabj li t y parameters of single I)G and total ones were found out.
Also homogeneity analysis of results for1 each planL and in general were
performed, so that the influence of different des ig character is l i c ,
manufacturing and operation could he evaluated.
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ns results u f (.ho an a l y s i s Iho f r i l l owing aspects wore; focal i/od.

s u r v e i l l a n c e programme of Caorso plant is adequate;
a better performance of the diesels could bo reached with Lha
implement al i on of n prehoater system of Ihr lubrication oi l ;
d i shomogene ily was found among tha 4 diosols of Cojorso plunL,
ma i n l y for UG? ;
c r J t J r a l sub^ysLoms wore found oui for each diosol and for earn
p l ani.

F u r l h o r s t u d i o s are now in progress on.

dril'L of i ns IrumtjnUil ton of amorgoncy safely sysLoms of Caorso
p l(\nt ;
ma I f iiru l i oii'i of unJuc-:-. of safely rolalod systems of Caorso and
Irino p l an L

Average r e l i a b i l i t y paraiuoLoi-'i of all pressure ins trumentalion has been
ovaluaU'd und compared wil.h Lh(^ target ui IIIII'iOO. Mow spacific evaluation i «
in progrès;', for each system, instrument type and manufacturing.

Analysis of valves malfunctions was recently started up. At the. moment
r lassifica1 ion of valves is in progress, aimed to group valves according to
system, type, si^o, manufacturing and environment condition.
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IAEA'S EXPERIENCE IN COMPILING A 'GENERIC
COMPONENT RELIABILITY DATA BASE'

B. TOMIC, L. LEDERMAN
Division of Nuclear Safety,
International Atomic Energy Agency,
Vienna

Abstract

Reliability data are an essential part of a probabilistic safety
assessment. The quality of data can determine the quality of the study as
a whole. Among all the data which are needed for performing a PSA study,
component failure data are the ones most frequently mentioned.

It is obvious that component failure data originated from the plant
being analyzed would be most appropriate. However, in few cases complete
reliance on plant experience is possible, mainly because of the rather
limited operating experience and usually limited number of failures for
meaningful statistics. Nuclear plants, although of different design, often
use rather similar components, so some of the experience could be combined
and transferred from one plant to another. In addition information about
component failures is available also from experts with knowledge on
component design, manufacturing and operation.

That bring us to the importance of assessing generic data. (Generic
is meant to be everything that is not plant specific regarding, the plant
being analyzed ). The generic data available in the open literature, can
be divided in three broad categories. The first one includes data base
used in previous analysis. These can be plant specific or updated from
generic with plant specific information (latter case deserve special
attention). The second one is based on compilation of plants' operating
experience usually based on some kind of event reporting system. The third
category includes data sources based on expert opinions (single or
aggregate) or combination of expert opinions and other nuclear and
non-nuclear experience. If one is to use generic data sources either
directly or as a prior for updating, much information is required about
the different aspects of generic data sources.

This paper reflects insights gained compiling data from generic data
sources and highlights advantages and pitfalls of using generic component
reliability data in PSAs.

Considering current IAEA efforts to prepare a computer code package
for event tree and fault tree analysis in personal computers (PSAPACK) and
the associated need for a reliability data base, a compilation of
published component reliability data was undertaken at the IAEA. Some of
the features of the data base, like the coding system, are, therefore
directly governed by the package.

As of today the generic data base contains about 1000 different
records, including practically all the components which are accounted for
in PSA studies of Nuclear Power Plants.

Having in mind the goal of compiling data from many data sources, 20
sources have been included so far. The amount of information contained in
the various sources is, however, substantially different. Some of the
sources provide up to 180 different records, while one source was cited in
only two of the records.

With many different sources providing different types of information,
it was necessary to define a unique record form which would enable
inclusion of information in a systematic and consistent manner and also
user friendly for information overview and retrieval.
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The record form was defined as having 21 lines, characterizing 10
categories of information.

The IAEA Generic Data Base was created using the IBM-PC software dBASE
III, so it can be stored in data base or in the plain text format.
Therefore its use is not limited to PASPACK.

During the development of the IAEA Generic Data Base insights were
gained in how different data bases address different problem areas,
namely: component boundary definition, failure mode definitio'n, operating
mode definition, operating environment definition. These insights and
possible ways of avoiding or solving such problems are addressed in the
paper.

The IAEA effort to compile a generic component reliability data base
aimed at identifying strenghts and limitations of generic data usage and
at highlighting pitfalls which deserve special consideration. It was also
intended to complement the PSAPACK package and to facilitate its use.

Moreover,it should be noted, that the IAEA has recently initiated a
Coordinated Research Program in Reliability Data Collection, Retrieval and
Analysis. In this framework it is expected that the issues identified as
most affecting the quality of existing data bases would be addressed and
alternative solutions proposed.

1. INTRODUCTION

Reliability data are an essential part of a probabilistic safety
assessment. The quality of data can determine the quality of the study as
a whole. Among all the data which are needed for performing a PSA study,
component failure data are the ones most frequently mentioned.

It is obvious that component failure data originated from the plant
being analyzed would be most appropriate. However, in few cases complete
reliance on plant experience is possible, mainly because of the rather
limited operating experience and usually limited number of failures for
meaningful statistics. Nuclear plants, although of different design, often
use rather similar components, so some of the experience could be combined
and transfered from one plant to another. In addition information about
component failures is available also from experts with knowledge on
component design, manufacturing and operation.

That bring us to the importance of assessing generic data. (Generic is
meant to be everything that is not plant specific regarding, the plant
being analyzed ) . The generic data available in the open literature, can
be divided in three broad categories. The first one includes data base
used in previous analysis. These can be plant specific or updated from
generic with plant specific information (latter case deserve special
attention). The second one is based on compilation of plants' operating
experience usually based on some kind of event reporting system. The third
category includes data sources based on expert opinions (single or
aggregate) or combination of expert opinions and other nuclear and
non-nuclear experience. If one is to use generic data- sources either
directly or as a prior for updating, much information is required about
the different aspects of generic data sources.

This paper reflects insights gained compiling data from generic data
sources and highlights advantages and pitfalls of using generic component
reliability data in PSAs.

Considering current IAEA efforts to prepare a computer code package
for event tree and fault tree analysis in personal computers (PSAPACK)
and the associated need for a reliability data base, a compilation of
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published component reliability data was undertaken at the IAEA. Some of
the features of the data base, like the coding system, are, therefore
directly governed by the package.

2.IAEA's GENERIC DATA BASE

As mentioned earlier a primary reason for developing the data base was
to have readily available reliability data for use in conjunction with the
PSAPACK. As the package is planned to be used for analysis of different
plants, one important aspect was to draw data from a wide variety of
sources.

Usually, different sources present information in a different manner,
therefore a common input form had to be defined. To enable data retrieval
and direct use with the PSAPACK, a unique coding system had to be
developed. Having chosen the data sources, the selection of the data for
inclusion had to be made. At last, the data input and quality control to
create the generic data base was a very time consuming task. Each of the
above points define steps in a generic data base compilation, and are
elaborated in more detail next.

As of today the generic data base contains about 1000 different
records, including practically all the components which are accounted for
in PSA studies of Nuclear Power Plants.

2.1. Data sources
Having in mind the goal of compiling data from many data sources, 20

sources have been included so far. The amount of information contained in
the various sources is, however, substantially different. Some of the
sources provide up to 180 different records, while one source was cited in
only two of the records.

To highlight some of the basic characteristics of the sources
included, the best way is to divide them in the three basic categories
(mentioned earlier) each of which show some unique characteristics.

Some of the sources belong to more than one category. A typical
example is the "German Risk Study" where some data are NPP operational
experience, some are combinations including NPP experience, while rest is
a combination of several different data sources, not including NPP
experience. Therefore the ultimate data source is not always unique.

2.1.1. Plant specific data
Two basic subgroups exist inside this category. The first is plant

specific data drawn directly from sources available at the plant
(logbooks, maintenance records, work orders etc.), and the second one is
when generic data are updated with plant specific information.

The first subgroup is normally considered the best source of data for
the analyzed plant, but that is not necessarily the case when one uses
these data at another plant. Generally, this is a source rarely found. The
only source in the IAEA Data Base fully in that category is NUREG 4550
(Vol.S.Surry NPP) and it provides only 10 records. It should be noted that
some other sources also provide the single plant operating experience data
but as most of the data provided there belongs to other catetgory, they
are quoted later.
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The second subgroup considers generic data updated with single plant
operating experience. This procedure is usually applied when either
limited plant specific data are available, or available data could tend to
over-or-underestimate component reliability. In fact in most of the
recently completed PSA studies (which are not using generic data base)
component reliability data are derived in this manner. IAEA Data Base
include several sources of that kind(e.g. Oconee NPP PRA, Zion NPP PRA and
a source identified as "Old W PWR".

In addition to the problems encountered in defining component
boundaries and failure modes which are going to be addressed later, the
means of acquiring raw data at the plant have the greatest impact on the
quality of reliability data derived.

There are basically two sources to derive raw data at the plant. These
are logbooks and maintenance work orders. Both of them have advantages and
drawbacks.

Usually deriving raw data from the maintenance work orders is easier
and less time consuming (especially when work orders are computerized).
Because every work order adresses, in principle, an abnormal occurrence,
events related to each single component could be easily compiled together.
The quality of information found in the work orders is generally not very
good, because work order forms are filled by the personnel actually
performing work. Examples like work orders open for months or years and
work done on one component identified as done on another are common.
Logbooks, especially ones filled by control room personnel are more
accurate, but deriving raw data from there is extremely time consuming.

Even if the raw data are drawn from the logbooks or maintenance
records, one is still not sure that all the failures of a certain
component have been reported. if both sources are searched, the
probability of failures not reported is lower. However it still exist, and
can result in an overestimate of component reliability.

It is understandable that the quality of component failure data is
directly proportional to the quality of plant's records. If the plant has
a dedicated reliability data collection system in place, that would be
obviously the best possible source of raw data.

The problem is even worse for demand related failures, when the actual
number of demands is not readily available and have to be assessed on the
basis of average time on power or calendar time. If a component is started
for testing purpose, it is usually not known weather it started
immediately or after a number of trials.

Operating experience for the standby systems involving failure to run
given start is usually limited to running time of about 1 hour. However it
is usually used (in analysis) as the long term failure rate, without any
evidence that the long term failure rate is equal or comparable to the
short term one.

2.1.2. Data extracted from reporting systems
A widely known NPP event reporting system is the Licensee Event Report

System used in the USA. Safety significant events occurring at the NPP-s
have to be reported, so it is possible to identify component failures
related to those events. Identification of component failures is not
always straightforward, and other means of discovering components involved
have to be utilized.

The IAEA Data Base includes 4 sources of that kind, namely LER based
rates for valves, pumps, I & C and control rods.

In one way similar to the LER based rates are the failure rates
published in the Swedish "Reliability Data Book", which provides the
reliability parameters derived from Swedish LER-s, ATV system (The Swedish
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Thermal Power Reliability Data system) and information provided by the
plant staff.

Advantages of reliability parameters derived in that manner is that
the actual component population covered is very large, what guarantee more
reliable statistics. On the other hand, LER systems are event oriented and
not component oriented, so actual component failure could get
misinterpreted or overlooked. In addition, some of the component failures
are never reported in the system because their failures either did not
cause any safety significant event or they were not required to report.
Furthermore, a small percentage of events is not reported because of plant
personnel general attitude towards reporting system. All this factors may
lead to possible overestimates in component reliability.

Another problem area is the operating time and number of demands of
the component. Operating time is usually estimated on reactor operating
time, and number of demands is estimated as an average also based on
operating time. This can drive the predicted reliability parameter in
either direction.

Compilation of that kind tend to diminish differences in component
design and operational practice and environment, which is sometimes a very
important information and can greatly influence the component reliability.

To conclude, reliability parameters found in this type of source
should be used with care in PSA studies.

2.1.3. Data based on expert opinion, nuclear and non-nuclear
experience
Categories in this group include single expert opinion, aggregate

expert opinion, aggregation of several non-nuclear sources, aggregation of
expert opinion and other sources and aggregation of operating experience
of several NPP-s. Usually, even a single data source includes several of
these categories. It is obvious that any aggregation of data (if properly
performed) provides more reliable data than single expert opinion or
single source.

The most widely known representative of this category is The IEEE
Standard 500. Its 1977 version mostly includes expert opinion, while the
1984 version also includes nuclear and non-nuclear experience. Other
examples of data sources which are included in the IAEA Data Base are:
NUREG 2728-IREP (Interim Reliability Evaluation Program, which adopted
data base from EGG-EA-5887), NUREG 2815, PSA procedures guide (data from
expert opinion combined with IREP data base), Sizewell B assessment
(operating experience including nuclear and other industrial sources).

The WASH-1400 (combination of expert opinion, non-nuclear, nuclear
sources) also belongs to this category and it is important to mention that
it still is a widely used source. Some of the sources included in the IAEA
Data Base like NUREG 2886 and NUREG 3831 draw data for parameter
estimation from a limited group of plants. Other example is the Shoreham
NPP PRA- GE data, which draw data only from GE operating plants.

The quality and reliability of data in this category can vary substan-
tially, depending on the final source. It is important mentioning that
expert opinion was several times proven to be in very good agreement with
actual operating experience data.

2.2. Record form

With many different sources providing different types of information,
it was necessary to define a unique record form which would enable
inclusion of information in a systematic and consistent manner and also
user friendly for information overview and retrieval.
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The record form was defined as
categories of information (table 1).

having 21 lines, characterizing 10

Table 1; Record categories

1. code
2. component type
3. operating mode
4. operating environment
5. failure mode
6. failure rate
7. repair time
8. source
9. component boundary
10.comments

1 line
4 lines
1 line
1 line
2 lines
5 lines
1 line
2 lines
1 line
3 lines

1. Every record has a code which is a
alphanumeric characters. A detail description
presented later.

unique combination of 5
of the coding system is

2. Component type is described in 4 lines, namely: type, subtype, detail
type 1 and 2. Type characterizes basic component type (e.g. "pump",
"valve" ). Subtype characterizes more specifically the component category
(e.g. motor driven pump, solenoid operated valve, pressure sensor, AC
motor) . Some of the components do not have information at this level
(battery charger). Detail type 1 contains information about the system
where the component is located or other characteristics as voltage, or
pipe diameter etc. Valve types (e.g. gate, butterfly, etc.) are also
included in this line. "General" means that further characterization is
not possible. Detail type 2 is the last entry of the component
description. Usually a detailed division of component categories which
should belong to this entry is not available. For most of the valves,
pumps and some transformers information about size or the system which the
component belongs is found in this line.

3. Operating mode is the next category. Operating mode is a
particularly important characteristic for pumps (standby, alternating or
running). For other components this information is of less importance.
Precise, information of that type is seldomly included in data bases. When
the component operating mode is obvious, like a safety injection pump
which is a standby pump, this information is included. In other cases
"all" operating modes was the default value chosen.

4. Operating environment is the next entry which, similar to the
previous one, is seldom found in data sources. It is obvious that harass
environment should influence the component failure rate, but very few
sources address that. For example IEEE 500 provides a multiplication
factor for most of components listed for environments like high radiation,
temperature, humidity or vibrations. WASH 1400 provides different failure
rates for pumps and motors in extreme, post accident environment. Failure
rates are, particularly in the cases where the operating experience is the
basis for determining the failure rate, usually based on normal operating
environment. A default value "normal" was chosen for all cases where no
other environmental condition was indicated. Some of the sources
addressing components operating environment define "normal NPP
environment" as the usual one.

5. The failure mode category is presented in two entries, one
describing "generic" failure mode and the other presenting failure mode as
found in the original source. Details about the failure modes are going to
be described later. Briefly, a generic failure mode was assigned because
the coding system was not able to cope with the number and differences in
failure modes found in the sources. The original failure mode was, however
left in the record for users' clarification.
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6. The failure rate is presented in 5 entries. The first entry is
failure rate description, giving information about the failure rate (mean
or median), upper and lower bounds (percentiles of the distribution, low
and high or max. and min.values), and defining the failure rate as per
hour or per demand. The failure rate entry provides the actual numerical
value for the mean, median, or best estimate value. Upper and lower bound
entries provides the actual numerical values, respectively. If the error
factor is available it is given in the fifth entry. Upper and lower bounds
and error factors are not always available, therefore n/a (meaning not
available) is used instead.

7. Repair time is the next category. It indicates the average repair
time associated with a component failure. It is also very seldomly found
in generic sources. Some sources provide duration based on recorded repair
times, in others repair times are a mean value of several maintenance
durations on a particular component. For the real case generic information
of this kind is not of much use.

8. Source is presented in two entries, one indicating the exact
source (name of publication, page #., table #.) if available. The second
entry gives information about the ultimate source of data (e.g. expert
opinion, operating experience).

9. Component boundary is one of the problem areas to be addressed
later. Very few sources provide adequate information about component
boundary. The best information is found in the Swedish Reliability Data
Book, where a sketch is made for each component. Whenever this information
was not available,"detail not available" was written.

10. Comment entries are the last category of a record. Usually all
the information found in the sources and considered relevant is written
here. That includes the prior source and/or mean, if the data source is an
updated generic, the operating experience (total population covered,
number of demands or operational time, number of failures), additional
failure rates relevant to the component (with or without command failures)
etc. Practically all information which could by any means clarify failure
rate, failure mode or component description are written here. The comment
category is an integral part of each record and very important when
choosing any record for further calculation or comparison.

Table 2. presents the complete record form.

Table 2: Complete record form

CODE 10 spaces
TYPE 65 "
SUBTYPE 65 "
DETAILTY 65 "
DETILTY1 65 "

OPMODE 30 "

OPENVIRO 65 "
GENFAILMOD 50 "
FAILMODE 50 "
FRATEDESCP 30 "
FAILRATE 10 "
UPBOUND 10 "
LOWBOUND 10 "
ERRORFCTOR 10 "

REPAIRTM 10 "

SOURCE 30 "
ULTSOURCE 65 "
COMMENTS 65 "
COMMENTS1 65 "
COMMENTS2 65 "
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2.3. Coding system

Coding system is the area where the PSAPACK code mostly influenced the
IAEA Data Base structure. In accordance to the PSAPACK requirements, each
record code could have 4 alphanumeric characters. The fifth character is
the character describing the source but the PSAPACK does not use this
information (table 3).

Table 3: Coding system example

COMPONENT CODE DESCRIPTION

K T A I W fuse, general, fail to open, WASH 1400

P M D R T pump, motor driven, centrifugal horisontal, flow
rate 130-200 kg/s, fail to run, Swedish Reliability
data book

R R A c E relay, protective, all types, fail to close,IEEE 500

V C B O F valve, self operated, check, less than 2 inches
diameter, fail to open, CANDU assesment.

Because each record must have its own unique code and there are
component categories which should have the same code, longer (more
characters) code would have been preferable. However, some of the fault
tree analysis codes included in the PSAPACK limit identification of basic
event to eight alphanumeric characters. Moreover, it was felt that at
least 4 characters are needed for further identification of components
(including its physical position for eventual common cause or dependency
analysis). Therefore only 4 characters were used for basic component
identification and failure mode description.

Originally, there were more than the 100 different failure modes. That
number required 2 characters for coding, leaving only two characters for
the component type. As the generic failure modes were designed, one
character was sufficient to describe the component failure mode.

Three alphanumeric characters were then used for the component
caracterisation. For the components types with many subdivisions (for
example valves), the first character is unique for the component type, the
second is unique for subtype (for example 'v' is valve and 'vm' is
motor operated valve). The last position characterizes the detail types 1
and 2. No firm rule exist for the last position. Usually when the detail
type is 'general' or no further division exists, character 'a' is in the
third position.

For the components with few subdivisions, the first two positions
characterize the type (e.g. 'It' is transmitter) , while the last one
characterizes the subtype or detail type, if any.

For the
characterize
device).

components which
single component

are 'one of a kind' all three positions
type (e.g. 'xmc' stands for manual control

In the IAEA Data Base there are about 450 different components listed
by component identification code. They are divided in 76 types. As there
is no space in the coding system for operating mode or environment,
sometimes the same component is coded differently because of operating
conditions (e.g. motor driven pump without further subdivision is coded
'pmb' when in alternating operating mode, and 'pmr' when in running
mode).
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2.4. Data selection

After choosing the data sources and defined the record format and
coding system, the actual data input was performed. Some of the sources
(like 'WASH 1400' or 'IREP') were included completely, while in others
(like 'IEEE 500' or 'Old W PWR') data for inclusion were carefully
chosen.

From some of the data bases, data for components which are plant
specific and are not comparable with any other (e.g. emergency AC
source-hydro unit) were excluded. Also, the data directly adopted from any
other generic data base (which is also in the IAEA Data Base) were not
included.

The IEEE Standard 500 provide single source values and aggregate
values. In the IAEA Data Base, depending on each particular case, single
or composite values or even both (when particularly illustrative) were
included. If 'per demand' and 'per hour' failure rates are provided, both
were included, along with the source where the data are coming from.

Sources like NUREGs providing failure rates for pumps and valves
usually present two values, namely: with command failures and without
command failures. Values given in the failure rate entry are usually
without command failures (clearly stated in the comment entry). The "with
command failure" rate is also cited in the comment entry.

These sources often divide data in categories in accordance to NSSS
vendor. In the IAEA Data Base usually the overall value is given, what is
than described in comment entry.

2.5. Data extraction from the Data base

The IAEA Generic Data Base was created using the IBM-PC software dBASE
III, so it can be stored in data base or in the plain text format.
Therefore its use is not limited to PASPACK.

The PSAPACK package provides its users with the options for browsing
through and retrieval of data from the IAEA Data Base. Retrieval of data
can be accomplished by knowing the exact code of the record of interest.
Then the complete record or the entries of interest can be retrieved The
second way of data retrieval is to view the Data base record by record,
and than retrieve information entering the particular record number. The
PSAPACK code also includes a small data base editor which allows the user
not only to retrieve data but also to change, modify, add or delete any
information. By retrieving data and combining them with data which were
added or modified (if any) the PSAPACK form its own small data base which
is then used for solving a particular problem.

Using the dBase III code it is even easier to 'search' for or to
'locate' a certain code, type, subtype or any other relevant information.
Browsing through the chosen fields, after locating a particular set of
components of interest, one can easily compare any of the values included
in the IAEA Data Base.

3. PROBIJM AREAS CONNECTED WITH GENERIC DATA BASES

When using a generic data base one has to be aware of possible
problem areas. Considering the areas where misinterpretation can occur,
the following 4 areas have been identified in the folowing order of
importance :

-component boundary definition
-failure mode definition
-operating mode definition
-operating environment definition
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Even when deriving failure rates from raw data from the plant being
analyzed, these are issues which can lead to substantial errors.

During the development of the IAEA Generic Data Base insights were
gained in how different data bases address each one of these issues. These
insights and possible ways of avoiding or solving such problems are
addressed next .

3.1. Component boundary

It is obvious that a main source of misinterpretation is the component
boundary definition. Some of the experts agree that variations in
component boundaries are the primary reason for failure rate fluctuation
between sources. Although that statement seems to be too rigid, component
boundaries could, depending on the particular component, change failure
rates substantially.

It is therefore interesting to see how different sources address this
issue.

Probably the best defined component boundaries are in the Swedish
Reliability Data Book, because practically each component category has a
sketch exactly indicating the component boundary and points of interface
with other systems or components. Usually, in the component boundary,
local control and protection (if any) are included.

Some of the 'NUREG' documents also have adequately defined component
boundaries, with precise definition of interface points.

Other sources are defining a component as being an "off-the-shelf"
item. This is an interesting and remarkable definition, but it assumes
that "off-the-shelf" items have the same meaning everywhere, what is not
necessarily the case for all the components.

Data bases which are part of PSAs, usually do not provide detailed
definition of the component boundary. This is understandable, because
these sources were compiled for specific use. When performing data
updating, component boundary gain importance because of the need for
matching the prior with the plant specific operating experience.

The sources which base their failure rate upon the combination of
nuclear and non-nuclear experience (or even expert opinion) do not provide
detailed boundary description. The level of similarity of different
sources combined is not known, but it can be expected that certain
differences would exist.

For the sources mostly based on expert opinion, the question of
strictly defined boundary becomes a more academic one. However, cases like
lube oil being part of diesel or breaker included or not in a pump
boundary must be addressed to avoid significant (orders of magnitude)
variations in the failure rates.

One way of avoiding serious problems with component boundary definiti-
ons is to define 'generic' component boundaries. That, of course, does not
help in already existing data sources, but could save considerable trouble
in the future. However, this is mainly applicable to data collection
efforts undertaken during the performance of a PSA. In that case component
boundaries should reflect two, sometimes opposite, requirements: the
level of detail needed (or wanted) by the system model and the level of
detail of plant records where raw data are retrieved from.

There are generally three major interfaces to be defined in connection
with the component boundary definition, namely:

-mechanical interface (incl.cooling system,lubricating
system, etc. where appropriate)

-power supply interface
-control system interface
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3.2. Failure mode

Component failure mode is another problem area, although of a
different character than the boundary definition. Failure modes found in
various sources show significant difference even when describing basically
the same failure. For example, in the sources which were included in the
IAEA Generic Data Base over 100 different failure modes were found.
Difference between some of this failure modes is basically in wording
(e.g. fail to run vs. failure to run) and it is therefore easy to
understand that they describe the same failure. In other cases it is
sometimes difficult to understand the exact failure mode and compare it
among sources

To compare failure modes and also to enhance the IAEA Generic Data
Base coding system, considerable effort was undertaken to define generic
failure modes.

In addition to the component design and function in the system, there
are three basic component operating modes which affect the failure mode.
These are:

-standby
-alternating
-continously operating.

There are also two distinct failure rate definitions. One is time
related (further divided in standby and operating hourly rate) and the
other is demand related. These were also taken into account while
determining, for each single component (or group of components) possible
ways (modes) of failure. All that served as the bases for defining generic
failure modes.

Finally the original failure mode was included under one of the
generic categories.

The disadvantage of the approach described is that it opens the way
for inconsistencies in the grouping. For example generic definitions
"failure to function' and 'failure to operate' describe basically the same
failure mode, but while first is defined as per hour, the second is per
demand. Because some sources define 'failure to operate' as per hour
value, while others define it as a per demand value, the same (in words)
failure mode is listed in different generic categories. Another possible
complication comes from sources like NUREG 2815, Baseline Data, where all
failure rates are defined per hour, while some of them are actually demand
related. Therefore a generic failure mode, such as 'fail to start' (which
is defined per demand) include per hour failure rate comming from that
source.

The failure mode 'all modes' deserves special attention because it is
usually a composite failure mode, actually containing several 'single'
failure modes. The problem here is that each component usually have
different failure modes. Whenever possible failure modes contained in 'all
modes' are listed in the comment entry of the IAEA Generic Data Base
record form.

Generic failure modes as proposed in the IAEA Generic Data Base are
one of the possible ways of defining them. It is, however, not unique and
it would be indeed possible to define them in several other ways.
Altogether 28 failure modes were defined. The 19 of them considered most
important, are shown in Table 4. Nine others cover minor number of
peculiar failures like 'overheated' or heat exchanger 'tube' or 'shell'
leak.
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Table 4: Generic failure modes

FAILURE MODE FAILURE MODE CODE

ALL MODES A
DEGRADED B
FAIL TO CHANGE POSITION C
FAIL TO REMAIN IN POSITION D
FAIL TO CLOSE E
FAIL TO FUNCTION F
SHORT TO GROUND G
SHORT CIRCUT H
OPEN CIRCUT I
PLUG/RUPTURE J
SPURIOUS FUNCTION K
FAIL TO OPERATE L
FAIL TO OPEN O
PLUG Q
FAIL TO RUN R
FAIL TO START S
RUPTURE T
OTHER CRITICAL FAULS X
LEAKAGE/EXTERNAL LEAK Y

3.3. Operating mode

Component operating mode is of importance for active components, while
generally have much less meaning for passive components. Even for active
components there are cases where the operating mode has more or less
importance, depending primarily on the way and mechanism of how the
failure occurs.

Obviously operating mode is of great importance for pumps and other
components which perform their function by continuously moving. These
components have operating modes defined in three cathegories:

standby,
alternating and
running (operating).

For components which perform their function changing between discrete
states, (e.g. valves), operating mode as defined above is actually status
of the system they belong to. Operating mode pertinent to the component
itself should be normally open or normaly closed position.

The majority of the sources do not define the component operating
mode. The only sources which define operating mode are some of the NUREG
LER sources.

PSA studies used as the data sources usually define the system where'
the component is located. For most of the systems it is possible to
determine the operating mode, what could be used for defining active
components operating mode.

Although not directly connected with the operating mode, one very
important characteristic which sometimes is overlooked is the duration of
the operation. For standby components, if the failure rate is determined
based on operating experience, it is based on recorded operation during
test performance, what is usually one or several hours. In the real case,
particular components are required to operate for times which substanti-
ally differ from the one which was the base for the failure rate determi-
nation. Most of the sources do not address that problem.
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When modeling standby components, failures during standby must be
accounted for. Failures occurring during standby are not revealed until a
test or an actual component demand, therefore are usually included in the
model as a demand related failure. In this cases the demand related
failure should comprise those failures whose mechanism is purely related
to the demand (e.g. high current to motor windings during start) and also
failures related to the time which the component spent in a standby
condition.

However,if data base provides only demand related failure rate without
indication how long is the componet in standby between two demands, this
overlooks the fact that component failure during standby is time related
and could vary substantially with variation in time between tests or
actual demands.

Some of the sources recognized this fact and provide hourly failure
rate for standby condition. On the other hand that approach is a possible
source of error, because it is normally impossible to distinguish between
time and demand related failures.

3.4. Operating environment

As mentioned earlier, the component operating environment is rather
poorly defined in most of the sources. Most of the sources do not address
it at all, while some of them are defining environment as the normal power
plant environment. This definition could basically hold for normal
operation or accidents which do not change environmentally affected
parameters. However, when performing a PSA one is interested to predict
the outcome of accident in environments, that could in certain cases
change component failure rates substantially.

WASH 1400 is a source which provides separate failure rate for post
accident situation for pumps and motors. The IEEE Standard 500 lists the
environment multipliers for most of the components included, for
environmental effects like high radiation, humidity, temperature and
pressure.

Environmental effects could obviously affect component failure rate in
different manners, therefore careful consideration should be given to this
issue. Data from plant operating experience assume a normal environment,
because operating experience data are normally either from normal
operation or from test data, both of which are quite different from
accident conditions.

On the other hand, the number and types of components affected by post
accident conditions are usually rather limited. The extent of that is
greatly dependent on plant design and type of accident.

Other type of extreme environment condition which can occur in NPP-s
are high temperature condition occurring after the failure of room cooling
systems. For most of electronic components or systems it is relatively
easy and accurate to predict the effects of extreme environment and
experimental data is available. For mechanical components like pumps, high
temperature condition and consequently accelerated failure rates are
relatively more complicated to predict.

4. CONCLUSION

Generic component reliability data is indispensable in any
probabilistic safety analysis. It is not realistic to imagine that all
possible component failures and failure modes modeled in a PSA would be
available from the operating experience of a specific plant in a
statistically meaningful way.
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The degree that generic data is used in PSAs varies from case to case.
Some studies are totally based on generic data while others use generic
data as prior information to be specialized by plant specific data. Most
studies, however, end up in a combination where data for certain
components come from purely generic data and for others from Bayesian
updating.

The IAEA effort to compile a generic component reliability data base
aimed at identifying strenghts and limitations of generic data usage and
at highlighting pitfalls which deserve special consideration. It was also
intended to complement the PSAPACK package and to facilitate its use.

Moreover,it should be noted, that the IAEA has recently initiated a
Coordinated Research Program in Reliability Data Collection, Retrieval and
Analysis. In this framework it is expected that the issues identified as
most affecting the quality of existing data bases would be addressed and
alternative solutions proposed. In particular the following areas are
being adressed:

-Component Failure Data Collection System(PR China)
-Development of Data Collection System of Reliability
Data of KPP Systems, Components and Events Important
to Plant Safety(FR Germany)
-Bayesian Analysis Under Population Variability
(Greece)
-Develpment of Methods and Procedures for Collection
and Analysis of Data for Probabilistic Safety
Assesment(Hungary)
-Inteligent Interface for Database Interrogation by
Making use of Fuzzy Sets and Possibility Theory( EC
JRC-Ispra)
-Reliability Improvements and Experimental
Reliability Determination of Nuclear Reactor
Instrumentation(Roman i a)
Reliability Data Collection and Analysis(GB)
Contributions in Field of Data Collection and
Analysis for Probabilistic Safety Analysis
Application(USA)

Finally, it should be mentioned that the work described in this paper
is being complemented by an extensive quality assurance, where all the
records are being reviewed. A comprehensive IAEA Data Base user's guide is
also under preparation. Related to the PSAPACK package, the small data
base for benchmark calculations or test problems is going to be extracted
from the complete IAEA Data Base. This small data base should to contain
about 60 records, including all the components and the failure modes which
are tipically considered in the PSA studies.
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DEVELOPMENT OF RELIABILITY DATABASES
AND THE PARTICULAR REQUIREMENTS OF
PROBABILISTIC RISK ANALYSES

T. MESLIN
Service de la production thermique,
Electricité de France,
Paris, France

Abstract

Nuclear utilities have an increasing need to develop reliability databases
for their operating experience. The purposes of these databases are
often multiple, including both equipment maintenance aspects and
probabilistic risk analyses.

EOF has therefore been developing experience feedback databases,
including the Reliability Data Recording System (SRDF) and the Event
File, as well as the history of numerous operating documents.

Furthermore, since the end of 1985, EOF has been preparing a
probabilistic safety analysis applied to one 1,300 MWe unit, for which a
large amount of data of French origin is necessary.

This data concerns both component reliability parameters and initiating
event frequencies. The study has thus been an opportunity for trying out
the performance databases for a specific application, as well as in-depth
audits of a number of nuclear sites to make it possible to validate
numerous results. Computer aided data collection is also on trial in a
number of plants.

After describing the EOF operating experience feedback files, we discuss
the particular requirements of probabilistic risk analyses, and the
resources implemented by EDF to satisfy them.

1. INTRODUCTION

Since the end of 1985, EDF has been working on a probabilistic safety
analysis of one of the 1,300 MWe units of its PWR facilities (réf. 1 ).

To complete this project, a large amount of data is necessary, to obtain
which EDF is systematically drawing upon its operating experience.

Particular use has been made of the vast databases represented by the
Event File and the Reliability Data Recording System (SRDF).

Probabilistic risk analyses are nevertheless very demanding in terms of
quality (nature and content of raw data) and in terms of quantity (size of
sample and availability of general and specific data concerning the site
studied). This being the case, the raw data must be as complete as
possible and its recording must be supplemented by numerous in-plant
audits.
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2. OBJECTIVES

Concerning reliability data for use in probabilistic studies, there are, for
EOF, two principal objectives.

The first objective is that of obtaining, from operating experience with
EOF PWR units, a range of validated reliability parameters relating to the
different items of equipment used in the studies. This involves:

• Establishing a list of the equipment allowed for in the reliability studies,
• Monitoring of this equipment in the units,
• Validation of the data obtained.

For monitoring of equipment, use is made essentially of SRDF, but also of
the EDF-SPT Event File and of various operating experience feedback
documents such as incident and defect reports.

Validation is carried out by analyzing samples of failures and by in-plant
audits.

The second objective is that of guaranteeing the durability of the data.
The requirement is for monitoring and periodically revising the
information, involving a complex data processing setup.

3. MEANS

3.1 Nature of data

The information is of the following two types:

- Raw data

An item of raw data is essentially a description of a phenomenon:
failure, damage, repair, circumstance etc. This description is often
made in a structured manner using a set of questions and answers, in
which the answers may be pre-established. A free description
frequently accompanies this coded description.

- Processing results

The raw data is subjected to mathematical processing to obtain
reliability parameters:

• failure rates (in operation, on demand etc.),
• the durations of repair, failure, unavailability etc.

Depending on the nature of the objectives of the studies and the way in
which systems are modeled, the interpretation of raw data for subsequent
processing may be of primary importance.
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3.2 Sources of raw data

The principal source of raw equipment reliability data is SRDF.

The raw SRDF data is captured directly at the nuclear plants in the form
of:
- descriptive reports of failures,
- equipment operating tables.

The principles of the collection system are:

- maximum decentralization,
- data capture based on criteria as simple and reliable as possible.

A list of the equipment monitored is drawn up, and clear definitions are
given.

The records cover the greater part of the electrical and electromechanical
equipment. A start was made in 1978 on the Fessenheim and Bugey
sites, in 1984 scope included the CP1 and CP2 standardized 900 MWe
units and in 1986 it included the 1,300 MWe units. Some 600
components are monitored, a large number of which are parts of safety-
related equipment.

The data flow is of approximately 100 to 150 failure records per unit per
year, involving the work of two or three technicians at each site.

At the end of 1986, SRDF contained some 110 reactor-years of
observation and 11,300 records of which:

- 2,600 concern pumps and motors,
- 5,000 concern valves.

In addition, there is a system designated SRDF-A for the collection of
electronic equipment failures ("SPIN and Controbloc", I and C systems,
Plant computers etc.) from 1,300 MWe units.

This system was put into service at the same time as the first EOF
1,300 MWe units, i.e. 1984. The failures are entered by maintenance
technicians at the sites. Each record is a subject of analysis with the
manufacturers and checking at power plant level.

At the end of 1987, the observation period ran to approximately
20 reactor-years, the file containing about 2,500 records of failures in
electronic equipment of all types.

Finally, the EDF-SPT Event File makes it possible to find a large number
of failures which have affected safety-related equipment or caused unit
unavailability.

In short, the Event File represented, at the end of 1987, 185 reactor-years
for the 900 MWe units and 19,500 records, including 1,200 scrams, 1,000
scheduled shutdowns and 500 turbine trips.
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3.3.On-site audits

The collection and processing of data from national archives must be
supplemented by in-plant audits in the following cases:

- equipment not monitored,
- initial sample insufficient,
- results not offering a sufficient guarantee.

The audits involve the analysis of the operating and maintenance
department archives.

3.4 Scanning of magnetic tapes of unit computers

To supplement and validate the conventional approach for data
collection, software for scanning unit computer magnetic tapes are under
development. The objectives of these programs are:

- carrying out automatic calculations of the number of actuations and the
operating times of the components covered in SRDF,

- obtaining all the standard reactor states, hour-by-hour,

- finding protection system actuations,

- analyzing and monitoring the automatic sequences (for example the
safety injection sequence).

Systematic processing of the computer tapes has been carried out since
June 1987 at the Saint-Laurent B site.

In the 1,300 MWe units, this processing shall be linked to scanning the
records of the tagging assistance computers. This makes it possible to
determine, with a high degree of accuracy, outages of all items of
equipment, particularly those which are safety-related.

4. REQUIREMENTS OF PROBABILISTIC STUDIES AND
PROCESSING METHODS

To carry out the 1,300 MWe unit probabilistic safety study, it is necessary
to procure a great amount of reliability data (failure rates, unavailability
etc.) from EOF operating experience feedback.

In this field, the use of raw SRDF data is systematic. Nevertheless, the
direct use of reliability parameters given by this system is not possible as,
on the one hand, the failure definitions used for the probabilistic safety
study are more restrictive and, on the other hand, the samples must be
carefully checked (size and representativeness). In practice, the
processing of qualified data therefore involves re-examination of all raw
data.
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The collection system is necessarily decentralized, which entails
complications.

Even with precise definitions and unambiguous criteria, the description of
a failure frequently involves interpretation, which can result in errors in
terms of the objectives of the studies and lack of homogeneity in the
records.

There are been cases of definitions resulting from maintenance or
operating practice being substituted for theoretical definitions. Thus,
when equipment to which technical operating specifications apply is
tagged out for repair, the plants generally assume that the equipment has
completely failed (such equipment is not made unavailable without a
good reason), whereas in certain cases it could perform its function.

In consequence, in a reliability study, it is necessary to check the
coherence and homogeneity of the data on the basis of all the descriptive
material concerning the failure.

In addition, a certain number of items of equipment may have insufficient
numbers of operating hours or numbers of actuations, and it is necessary
to establish groups on the basis of study of the samples concerned.

The analysis of failure records before the calculation of parameters in this
manner makes it possible to obtain homogeneous and realistic data, due
to low interpretation dispersion resulting from the judgment of the
engineers, and to rigorous selection of complete and pertinent failures,
as concerns probabilistic safety studies.

The analyses necessitate the study of raw records and extensive
examination of plant operating archives. Nevertheless, at the present
time, the use of computer records of the units (maintenance,
management of works and tagging out) makes it possible to rapidly
obtain a large amount of information. It would appear that in the future, it
will thus be possible to make considerable progress in the field of
equipment reliability data.

5. RESULTS

As part of the 1,300 MWe unit probabilistic safety analysis, a list has been
drawn up of about 140 electromechanical components specific to EOF
PWR power plants for which reliability parameters of French origin are
sought using all the EOF operating experience feedback resources.

This work has provided nearly 470 items of reliability data concerning
failure rate parameters (in operation and on actuation) corresponding to
different modes and repair durations. The common-cause failures have
been quantified for 30 generic components. Finally, the unavailability
rates for preventive or curative maintenance have been established for
about 30 components or safety functions.

The following examples illustrate different types of results obtained in the
1,300 MWe unit probabilistic safety analysis.
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In the field of reliability parameters (failure rates in service, on demand or
repair time), a comparison is made with the results obtained in other
studies. In the case of the auxiliary feedwater pumps and the standby
diesel generators, the following table is obtained.

Feedwater pumps

A. (per hour)

•y (per demand)

T (in hours)

Standby diesel
generators

X (per hour)

y (per demand)
T (in hours)

EOF

900 MW

2.4x1 0-4

2.5x10-3

20 h

3x10-3

1.5x10-3

9h

PRA

Oconee

2x10-5

5x1 0"4

—

IQ'3

4.6x10-3

—

PRA
Connecticut

Yankee

2x10-5

4x10-3

40 h

1.3x10-3
5x10-3

—

WASH

1400

2.4x1 0'4

10-3

—

8x10-3

3x10-2

—

In this table, a comparison is made between the results obtained by EOF
from the Event File and by INPO using LER and SER, in the field of
analogue measurement systems.

Wh

Nuclear flux measurements

Pressure measurements

EOF (réf. 3)

6x10'6/h

2.8x1 0-6/h

INPO (réf. 4)

8x10'6/h

3x10-5/h

The results match extremely well.

In the same way, a similar comparison can be made of unavailability
rates of safety-related equipment:

Motor-driven auxiliary
feedwater pumps

Standby diesel
generators

EOF 900 MWe
unit experience

feedback

5x10-3

3.3x10-3

Audit on
1 ,300 MWe

unit site

5x10-3

7.8x10-3

US data
(source INPO

réf. 5)

7x10-3

2x10-2
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Finally, an example of an audit of equipment maintenance is given for the
duration of maintenance of standby diesels on a 1,300 MWe unit site.

These examples demonstrate that the different sources of data show
considerable coherence, but care must nevertheless be taken not to
underestimate the difficulties in obtaining and validating data.

of interventions

I—HH—I—I—f- l"l I I I >• I l t ]l I I I I I I I I I I—H
1 3 57 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43

"Duration of
interventions

Number of interuentions outside unit shutdomn on diesel engines
as Q function of their duration
(auerage duration 8.4 hours)

6. CONCLUSION

It is clear that EOF PWR unit operating experience is extensive, and is
sufficient for the successful collection and processing of reliability data to
be envisaged.

EDF has provided itself with large-scale resources for attaining this
objective by the implementation of operating experience feedback
management tools (SRDF, Event File, unit computer magnetic tapes etc.).

Nevertheless, the requirements of probabilistic risk analyses are
considerable, specifically:

- Guarantee of comprehensiveness:

It must be made sure that all failures pertinent to the study have
effectively been recorded at the sites.

- Validity of the operating tables:

The calculation of quality reliability parameters involves obtaining
certain numbers of hours of operation and of activations of validated
equipment.
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- Interpretation of raw data:

A certain number of failures involve difficulties in evaluating potential
consequences with regard to the safety functions of the equipment.

In such cases, expert opinion is primordial, and can affect the results.

- Adequacy for system modelling:

The nature and the modes of failure must be compatible with the
choices made in the system studies.

It would appear that in the future, it will be possible to make considerable
progress by using the site computer systems. This can take place from
the level of detection of failures and unavailabilities for maintenance, and
can contribute to the quality of the parameters by accurate counting of the
operating times and the actuations.

It is this that EOF is currently working on, and from now on EOF will only
use its own operating experience feedback data in its probabilistic
studies.
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CHARACTERISTICS AND USE OF THE
COMPONENT EVENT DATA BANK

A. BESI
Joint Research Centre,
Commission of the European Communities,
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Abstract

The Component Event Data Bank (CEDB) is a centralized bank collecting,
at the European level, data describing the operational behaviour of compo-
nents of Nuclear Power Plants (NPP's) operating in various European
countries. It is one of the three event-data banks of the European Reliabi-
lity Data Systems (ERDS), developed and managed by the JRC-Ispra (the
other two banks being the Abnormal Occurrence Reporting System and the
Operating Unit Status Report) . The CEDB stores information on the opera-
tional history (operational times and/or number of demands of intervention
in a year, failure-events reports) of components of NPP's well identified
by their engineering and operation characteristics.

As of December 1987, the CEDB contains data from about 5200 mechanical
and electromechanical components, pertaining to 21 component-families and
51 engineering systems, monitored for an averaged time of 5 years in 10 LWR
Units (and in the steam-water cycle of other reactor type Units or con-
ventional Units) located in 7 European countries; the failure-events re-
corded are about 4200.

The CEDB receives data either from national banks, such as the EDF-
SRDF and the VATTENFALL-ATV, or directly from the NPP's.

The CEDB (as well as the whole of the ERDS) has as main objective the
promotion of safety. In particular it has been conceived as a support to
the analyst in his safety assessment for the design of a new NPP or the
backfitting of an old one. By putting together the operational experience
of European NPP's, it was the intention to create a database of raw data,
to be conveniently processed, in order to:
- improve the credibility of existing estimated reliability parameters by
exploiting the necessary feed-back from plant operation;

- provide a solution to one of the major problems of the reliability ana-
lyst; namely the wide spread in reliability parameters existing in the
current literature, especially for mechanical and electromechanical com-
ponents ;

- allow comparison between the performance of components of plants of
different countries.

This paper shortly describes:
- the main features of the bank classification scheme, its data retrieval
capabilities and on-line statistical processing programmes;

- some improvements under study to better meet PSA needs.
Some examples of on-line data treatment are given and commented.

The structure of an organized output (a CEDB-Reliability Data Book),
which is being implemented, is shortly illustrated.

The results of a study on linked multiple failure-events and some
analyses based on the application of multivariate analysis techniques
are summarized and the interest to continue to investigate along these
lines is shown.
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l. Data for Probabilistic Safety Assessment; aims and structure of the
European Reliability Data System

The JRC started in 1978 the "European Reliability Data System" (ERDS)
project, aimed at organizing in a series of data bases the operational
experience of Nuclear Power Plants (NPP's) /!/. The ERDS, most of which
has been operational since 1984, collects, organizes and disseminates
at the European level, information on operation of NPP's, its main objec-
tive being the promotion of safety. In particular the supply to the ana-
lyst of data on component failures and on safety-significant abnormal
events derived from operating experience and necessary for its safety
assessment.

The ERDS has been structured into four data banks, three of which
store raw event data, the fourth one being dedicated to the organization
of reliability parameters. The three raw event data banks are:

a) the Component Event Data Bank (CEDE), which stores information on the
operational history of safety-significant (or important for plant
availability) components of some NPP's (component operating time and/or
number of demands of intervention in the year, failure-event reports)
/2,3/f

b) the Abnormal Occurrences Reporting System (AORS), which stores infor-
mation on safety-related events;

c) the Operating Unit Status Report (OUSR), which stores information on
Unit productivity and availability and on events which lead to a loss
of generating capacity (hystogram of Unit power during the year, plant
event description in free text and coded format). This bank is now
based mainly on the PRIS-IAEA system.

The fourth bank, of a different nature, the structure of which is still
in a study phase, is:

d) the Reliability Parameter Data Bank (RPDB), the purpose of which is
the storage of reliability parameters of homogeneous classes of NPP
components, derived from operational experience (CEDE) and literature
sources (e.g. IEEE St 500).
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2. CEDB structure and data processing

2.1 Introduction

The CEDB is a centralized bank collecting, at the European level,
operational data characterizing the behaviour of components of Nuclear
Power Plants (NPP's) operating in various European countries.

Working groups of experts have operated since 1978 to set up refe-
rence classifications and a bank structure well-suited to the general
requirements of the ERDS project and capable of ensuring compatibility,
when transcoding, with the following national data banks:

- SRDF/EdF (France)
- GRS/KWE (Germany)
- ENEL Data Collection System (Italy)
- SRS/UKAEA (Great Britain)

Reference has also been made to:

- NPRDS/INPO (USA)
- ATV (Sweden)
- LER/NRC (USA)
- GADS/MERC (USA)
- UNID/TVA (USA).

The CEDB, as well as the whole ERDS, has been developed using the
DBMS ADABAS of Software A.G. on an AMDAHL 470/V8, running under OS/MVS,
connected to the internal JRC TP network and to the external telecommu-
nication network.

As of December 1987, the CEDB contains data from about 5200 mecha-
nical and electromechanical components, pertaining to 21 component-fami-
lies and 51 engineering systems, monitored for an average time of about
5 years in 10 LWR Units (and partly in the conventional part of other
reactor type Units or in the steam-water cycle of fossil-fueled power
plants) located in 7 European countries; the failure-events recorded are
about 4200.

The CEDB stores data coming from the following three national data
banks :

- the French EDF/SRDF;
- the Swedish VATTENFALL/ATV;
- the German GRS.
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Original information coining from these reporting systems need to be
transferred into the CEDE structure, i.e. homogenized in the same
reporting scheme and language (English). A semi-automatic transcoding
programme is being implemented for the transfer from SRDF to CEDE; a
computer-aided transcoding programme already exists for the transfer
from ATV to CEDB.

The following Organizations supply data to CEDE in the CEDE struc-
ture: ENEL (I), KEMA (NL), EBES (B) , CEGB (UK), NCSR/UKAEA (UK). All
Spanish Utilities have decided to adopt the CEDE scheme, to collect data
in all their operating NPP's and to supply them to CEDE.

JRC is exchanging information with the National Nuclear Safety
Authority of the People's Republic of China, which has chosen to imple-
ment a national reliability data system similar to the ERDS (CEDE and
AORS) for data collection in their future NPP's.

By putting together the operational experience of European NPP's,
it is intended to create a database of raw data, to be conveniently pro-
cessed, in order to:

- improve the credibility of existing estimated reliability parameters
by exploiting the necessary feed-back from plant operation;

- provide a solution to one of the major problems of the reliability
analyst: namely the wide spread in reliability parameters existing in
the current literature, especially for mechanical and electromechani-
cal components ;

- allow comparisons between the performance of components of plants of
different countries.

DATA

SUPPLIERS
VATTENFALL-S

EDF-f

L ENEL-I

[ GRSiHWE 0

[ KEUA/GKN NL

[
KEMAVPZEM.NL

CEGB UK

HCSR-UK

M«nu«l or
•ultxniiic

o* oirtc*
110' tQ«

(CEDB1

J^±L--
1 D B .

Dan MArcn
»no
proccumg

»

JRC inl»rn*l
n*iwort

TttapiaciU
•

USERS

CEDB r »poo lormi

Source: S. BALESTRERI, "The European Component Data Bank and its Uses", Reliability
Data Bases, A. Amendola and A . Z . Keller (Eds.) , Reidel Publisher, Dordrecht, 1987. PER 1388/87

Fig. 1 - Flow of information from the data suppliers, through the CEDB, to the users.
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2.2 CEDB data collection scheme and report forms

2.2.1 Classification_scheme
A comprehensive classification scheme for failure-event reporting

/2,3/ results from the combination of the two following schemes:

- a Plant Classification Scheme, for the characterization of the context
in which the event occurs (plant type, Reference Engineering System
Classification, Component-family Classification);

- a Failure Classification Scheme, for the general characterization of
the failure event, the following repair action and of its consequences
at plant and system levels.

2.2.2 Plant_Classification Scheme_and Component_Report Forms

The Plant Classification Scheme is based on the establishment of
the following hierarchical levels for structuring the plant: component,
system, system grouping.

a) component: it is a structure, or equipment, considered as an aggre-
gate of mechanical and/or electrical parts, constituting a well
identified element inside the plant. It has defined performance cha-
racteristics and can be removed and replaced within the plant. The
CEDB classification covers about 40 component families (TABLE I).
A piece-part reference list for each component family has been set up
to enable the failure reporter to single out the part(s) of the com-
ponent involved in a failure and to better characterize the ensuing
repair action (TABLE II). The identification of a component in the
bank is performed by specifying the following data: functional posi-
tion in the plant, system to which it pertains, engineering (e.g.
design) characteristics, operating characteristics (operating values
of the "numerical" engineering characteristics), environmental con-
ditions, mode of operation, maintenance type and schedule. Data col-
lection forms are adopted by the CEDB (Figs. 2,3,4,5): the first
two forms, the Component Report Form and the Operation Report Form,
are filled in once, to characterize the component for which failure
data will be collected.

Text continued on p. 226.
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TABLE I Component family reference classification list of the CEDB

ACTE
ACTH
ACTP
AMPL
ANCT
BATC
BATT
BLOW
BOIL
CXBR
CLTW
GLUT
COMP
CPCT
DLGE
DRYE
ELBE
ELMO
ENG I
EXCH
FILT
FUSE
GENE
INCO
INST
INSU
MOPU
PIPE
PUMP
RECT
RSTR
SAVA
STGE
SUPP
SWIT
SHTC
TANX
TRAN
TRSD
TUGE
TURB
VALV
HIRE

Electromechanical Actuator
Hydraulic Actuator
Pneumatic Actuator
Amplifier
Annunciator Modul/Alarm
Battery Charger
Battery
Blower/Fan/Ventilator
Boiler
Circuit Breaker
Cooling Tower
Clutch
Compressor
Capacitor
Diesel-Generator set
Aar, Gas Dryer/Dehumidif1er
Electrical Heater
Electric Motor
Internal Combustion Engine
Heat Exchanger
Filter
Fuse
Electrical Generator
Instrumentation-Controllers
Inst rumentation-Field
Insulator
Motor-Pump Unit
Piping/Fitting
Pump
Rectifier
Resistor
Safety/Relief Valve
Steam Generator
Pipe-Support
Switchgear
Switch
Accumulâtor/Tank
Transformer
Transducer
Turbine-Generator Set
Turbine
Valve (except safety valve)
Electrical Conductor, Wire, Cable

Source: CEDB Handbook
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TABLE II : Component family reference classification - component
family VALV: boundary definition and piece part list

Component family = VALV

Boundary definition:
Component boundary is identified by its interface with plant equipment,
that is:
- body ends, connecting the component to the installation of which the
valve is part.

Within the component boundary are included:
- auxiliary devices, as far as they are dedicated to the'unit;
- protection and trip devices;
- instrumentation for the monitoring of the status of the component.

Outside the component boundary are :
- actuator;
- support/control devices.

Piece-part list

I Body
II Diaphragme
13 Trunnion bearings (ball valves)/shaft bearings (butterfly)
130 Regulating/setting devices
14 Positioner
15 Spring
16 In strumentation/monitors/recorders
17 Damper/shock absorber (check valve)
2 Bonnet
28 Body-bonnet connection
29 Body seat
3 Stuffing box
30 Disc/ball/plug/wedge
32 Pipe connection
33 Supports
4 Body trunnion (ball valves)/hinge pin (check valves)/shaft (butter-

fly valves)
8 Stem
78 Limit switch
8IX Cooling system components (general)
82X Protection devices (general)
82A Protection devices: sensing elements
90X Sealing (general)
90A Sealing: packing gland/stem
90B Sealing: body-bonnet
90C Sealing: pipe connection flange
90D Sealing: bellows/stem
999 Other

Source: CEDE Bandbook
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Fig. 2 Component Report Form
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Fig. 3 Operation Report Form
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Fig. 4 : Failure Report Form
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Fig. 5 Annual Operating Report Form
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Comment: Experience shows that differences in defining the boundary
of the component (i.e. of the material which can contribute to its
failure) are a major cause of variation in reliability parameters
given by the various sources.

The CEDE makes in general a distinction between motive equipment
(valve-actuator, turbine, electric motor, etc.) and driven equipment
(valve-body, pumps, electrical generator, etc.), i.e. it classifies
each of the above mentioned equipment items as components. In addition
it classifies a few composite items (motor-pump unit, turbine-generator
set, diesel-generator set) .

Other banks monitor the aggregate (e.g. the GRS bank considers
aggregates such as "valve + reduction gear + electric motor" and
"booster pump + electric motor + over-geam + main pump").

b) system and system-grouping: a system is a set of mechanical, electric,
electronic components univocally identified by whether:
. it accomplishes a clearly defined function inside the plant,
. it accomplishes more than one function, but in different plant
operating modes (i.e. cold-shutdown, emergency, normal operation,
etc.) .

A system grouping is a set of systems which are characterized by
common properties, such as:
. they can be framed in a more general logic function (e.g. the en-
gineering safety features),

. their functions are related to the accomplishment of plant-operating
services (e.g. reactor auxiliary systems).

A Reference System Classification for LWR Units has been set up /4/;
more than 180 systems, grouped into 13 system-groupings, have been
singled out. General guidelines to set up a reference plant classifi-
cation scheme are illustrated by /5/. The LWR classification has been
extended to cover also GCR/AGR and PHWR.

2.2.3 Failure_classification scheme and regort_form

The Failure classification scheme adopts the following basic defi-
nitions:

a) Component failure; is defined as the termination or the degradation
of the ability of a component to perform a required function; it is
a component malfunction which requires some repair. A "functional"
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unavailability (i.e. a lack of performance because of,the absence
of a proper input or support function) or a shut-down of the compo-
nent due to conditions external to the process are not considered
as a failure.

b) Failure mode: it is the effect by which a component failure is ob-
served. Failure mode types are correlated with the component opera-
tion mode. The failure modes are subdivided into two general classes
(TABLE IV):
- "(not demanded) change of operating conditions (or state)" for com-
ponents asked to accomplish a function during a certain time;

- "demanded change of state not achieved, or not correctly achieved"
for components which are called to operate on demand.

A set of reliability parameters (failure rate or failure-on-demand pro-
bability, repair rate) corresponds to each relevant component failure
mode. The classification adopted by CEDE is presented in TABLE III.
Among the codes related to failure mode on demand, codes A, B, C and F
apply to components such as valves, breakers, actuators. Codes D, E
and F apply to rotating components such as pumps, electric motors,
diesel generators, etc. As far as the second class of failure modes is
conerned, "change of operating conditions (or state) not required",
two categories have been singled out, namely:
- degree of suddenness;
- degree of seriousness.
The first category describes whether the unavailability of the component
is contemporary to the detection of the failure or of the abnormality
or whether the unavailability of the component could be deferred. The
second category refers mainly to the mode of change of the component
function, i.e. to its level of degradation (no output, outside specifi-
cation) or to its peculiarity (operation without request, erratic output).
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TABLE III: Failure modes classified by CEDE

FAILURE MODE

On demand

A

B

C

D

E

F

On operation

Wont'open

Wont'close

Neither opens nor closes/does not switch

Fails to start

Fails to stop

Fails to reach design specification

A

B

C

A

B

C

D

. suddenness

Sudden failure

Incipient failure

Not defined

degree of seriousness

No output

Outside specifications

Operation without request

Erratic output (false, oscillât,
instability, drift, etc.)
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A failure-event is characterized by the failure mode, failure
cause, failure descriptors, failure detection, parts failed, plant
status at the time of failure, effect of failure on the system to
which the component pertains, on other systems/components, on plant
operation, corrective and administrative actions.

The repair action is mainly characterized by the repair time,
the unavailability time, the parts involved in the failure, the cor-
rective action taken (component replacement, overhaul, modification,
etc.). All the above-mentioned information items on a failure-event
are recorded by the data collector in a "Failure Report Form" (Fig. 4)

2.2.4

The component yearly operating time and number of cycles/demands
are recorded by the data collector in the Annual Operating Report Form
(Fig. 5) once a year.

2.2.5 Some improvements under |tudy_to meet_PSA needs

In order to make the CEDB as suitable as possible for PSA, the
following areas are being investigated:

- enlarging the CEDE component classification, to make the CEDE able to
cover all the equipment important for PSA (e.g. to monitor also the
electric/electronic control equipment) ;

- better characterizing the actual function that some components, im-
portant for the safety, perform in the plant, by revising some engi-
neering/operating attributes (such as the component application) ,-

- better characterizing the component unavailability due to maintenance,
by recording also the reactor status during the repair (as an addi-
tional failure attribute) , the average test frequency adopted by the
operator and the observed average duration of the component unavail-
ability, if this is so, during the test with plant in operating con-
ditions (as two additional component operating attributes) .
It could also be convenient to collect data on the preventive mainte-
nance (by the introduction of a "maintenance report form"), to answer
the requests of some Utilities interested in maintenance policy ana-
lysis and optimization. This would be less important for PSA, due to
the fact that preventive maintenance causing unavailability is mostly
performed in shut-down conditions.
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2.3 Data retrieval and processing

2.3.1 The CEDE, as all large computerized component event data banks,
allows, through its enquiry procedure:

- the selection of a set of specified components and of the relative
set of failures of a specified type;

- the statistical treatment of this set of failures (and of the asso-
ciated repairs);

- the retrieval and the display of all information items stored in the
bank, such as the characteristics of a component and the report of
each failure it suffered.

2.3.2 TABLES IV, V and VI give lists of the component, operation,
failure attributes, with the indication for each attribute if it is
questionable or not, i.e. if a selection can be made or not on the
basis of this attribute. Through stepwise refinements made by the
"SELECTION" command, the user can select, for example, a set of valves,
installed in PWR's, pertaining to the "condensate and feedwater system",
globe-valve type, of a specified diameter range, operating at a cer-
tain temperature range; of all the failures which occurred to this set
of valves, the user car now select those corresponding to the failure
mode in operation-degree of suddenness "incipient". To this last set
of failures selected, the user can apply all the statistical applica-
tion programmes inserted in the on-line enquiry procedure.
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TABLE IV : Attributes of the entity COMPONENT

ATTRIBUTE
CLA
COMP-COOE
CON-DA
CYCLES

EN-CH-COO
EN-CH-NU
FIRST-CYCLES
FIRST-HOURS

HOURS
IA-COD

ID
MAN
MODEL
NA

REA-PO
REA-TY
SC-DA
SER-NUH
SE-OA
SY

YTA»-CYCLI8
YEAR- HOURS
Y-8TAR

EXTENDED ATTR «UEST TAB
CODES/STANDARD/SAFETY CLASS Y Y
REACTOR COMPONENT CODE Y
DATE OF CONTRUCTION Y
ANNUAL PROGR. NUMBER OF CYCLES N
ENGIN. CHARACTERISTIC Y
ENGIN. NUMERICAL PARAMETER Y
FIRST PROGR. CYCLES N
FIRST PROQR. NUM. OPER. HOURS N
ANNUAL PROGR. OPERATING HOURS N
IAEA REACTOR CODE Y

IDENTIFIER Y
MANUFACTURER CODE Y Y
MANUFACTURER MODEL Y

NATION Y Y
REACTOR POUER RANGE Y Y
REACTOR TYPE Y
DATE OF SCRAPPING Y
MANUFACTURER SERIAL NUMBER Y

IN SERVICE DATE Y
CRDS SYSTEM Y Y

YtftQ Of CYCLE PROGR. N
YEAR OF OPERATING HOUBS N
STARTING YEAR Y

CLASS TYPE INDEX
A 0
A 0
D 0
N 0

ENG A 0
ENG F 2

N 0
N 0
N 0
A 0

ENG A 0
A 0
A 0

A 0

A 0

A 0

D 0
A 0
D 0
A 0

N 0
N 0
N 0
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TABLE V Attributes of the entity OPERATION

ATTRIBUTE
AL
CLI
CORRO
H
IND

INS
MAI

MODE

OP-CH-COD
OP-CH-NU

OP-DA

PR

RA

TE
V

EXTENDED ATTR GUEST TAB
ALTITUDE Y Y
CLIMATE Y Y

CORROSION Y Y

HUhlDITY Y Y

TYPE OF INDUSTRY Y Y

INSTALLATION Y Y

MAINTENANCE TYPE Y Y

MODE 0F OPERATION Y Y

OPER. CHARACTERISTIC Y
OPER. NUMERICAL PARAMETER Y

OPERATION DATE Y

PRESSURE y y
RADIATION Y Y

TEMPERATURE Y Y
VIBRATION Y Y

CLASS TYPE INDEX

A 0
A 0

A 0
A 0
A 0
A 0
A 0
A 0

ENG A 0
ENG F 2

D 0
A 0
A 0

A 0

A 0

232



TABLE VI : Attributes of the entity FAILURE

ATTRIBUTE

AC-AD

AC-CORRE

CA

CYCLES

DES

DET

EF-OT
EF-REA
EF-SY

FA-DA

HOURS

MODE-DEH

MODE-OP-DEG

MODE-OP-SU
PA
REA-STAT
REL
REMARKS

REPAIR-TIME

RES
U-DA

UNAV-TIHE

EXTENDED ATTR QUEST TAB

ADMINISTRATIVE ACTION TAKEN Y Y

CORRECTIVE ACTION TAKEN Y Y

CAUSE Y Y

CYCLES AT FAILURE OCCURRENCE N

DESCRIPTOR Y Y

DETECTION Y Y

EFFECT ON OTHER SYSTEMS Y Y

EFFECT ON REACTOR OPERATION Y Y

EFFECT ON SYSTEM Y Y
FAILURE DATE Y

HOURS AT FAILURE OCCURRENCE N

MODE ON DEMAND Y Y

MODE OPER. DEGREE Y Y

MODE OPER. SUD. Y Y
PART-FAILED Y Y

REACTOR STATUS Y Y

RELATEB FAILURES Y

REMARKS N

REPAIR TIME y

START-UP RESTRICTIONS Y Y

DATE OF UNAVAILABILITY Y

UNAVAILABILITY TIME Y

CLASS TYPE INDEX

A 0

A 0

A 0

N 0
A 0

A G

A 0

A 0

A 0

D 0

N 0

A 0

A 0

A 0

A 0

A 0

A 0

A 0

N 0

A 0

D û
H 0
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2.3 .3 Ç£DB_data_processin<j

Through the CEDE interactive enquiry procedure, the analyst can

estimate reliability parameters for a specific component category in

which he is interested. The on-line statistical processing includes

at present:

a) Point and interval estimation (for complete and censored samples) of:

a. l ) constant reliability parameters (time-independent failure rate

in operation, constant una vail ability on demand, time-indepen-

dent repair rate), by /6,7,8,9/r

. Bayesian parametric approach (with priors: beta, uniform,

log-uniform, log-normal, histogram) ;

. classical approach (maximum likelihood, confidence interval).

a. 2) non-constant reliability parameters (time-dependent failure

rate in operation, time-dependent repair rate) by the Bayesian

non parametric approach (with prior identified by a sample of

times to failure or by a failure-time analytical distribution)

b) Test of hypothesis on the law of failure and repair time distribution:

- exponential (for complete and censored samples) ;

- Weibull, log-normal and gamma distribution, increasing failure

rate, decreasing failure rate (only for complete samples) .

Effective graphical tools can give on-line the representation of

an observed time-dependent failure rate; of the prior and the posterior

distributions (Bayesian parametric approach) ; of the cumulative failure

distribution function F of the observed, the prior and the posterior

sample (Bayesian non-parametric approach), etc.

In refining a selected sample of failures for a statistical ana-

lysis, the analyst can retrieve and review each event to identify and

delete from the sample those failures which appear not to be independent.

As an example of off-line statistical processing tool, we mention

the recently implemented interface which allows the application of the

SAS statistical package, available at the JRC /12/, to the full set of

data related to a sample of components.
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3. CEDE use and data analysis

3.1 On-line inquiry for inference of reliability parameters

Some examples of data treatment by using a Bayesian parametric
approach (with the necessary assumption of constant failure rate or
constant unavailability on demand) and the Bayesian non-parametric
approach (in the case that the test of exponentiality of the failure
time distribution is rejected and, as a consequence, failure rate cannot
be assumed constant) are given in /13/. The CEDE, with the full package
of data processing programmes inserted in its on-line enquiry procedure,
is an effective and versatile tool for the safety analyst. Nevertheless,
on the basis of the experience gained in data treatment, we have verified
that the number of reported failures, characterized by a sudden and
complete loss of the function, is often very small, even when the size
of the sample observed is remarkable (TABLE VII). This is due, of course,
to the high reliability features of most of the categories of compo-
nents monitored. It is to be noted that, when the number of failures is
too small, the implemented test of exponentiality cannot be made and,
as a consequence, the Bayesian parametric approach (with the assumption
of constant reliability parameter) is the obligatory way to exploit
the stored information.

The application of the test of exponential distribution (when it
can be made) shows that a constant parameter can be assumed in a few
cases only /14/,- nevertheless, we noted that when the sample refers to
complete failures of components performing the same function in similar
plants (i.e. components having similar design-related and application-
related attributes), the test of exponentiality is accepted with a
certain frequency.

3.2 CEDE - Reliability Data Book

Generic reliability data for pre-defined classes of components,
derived by a statistical processing of the contents of the CEDE, are
being collected in a Reliability Data Book (RDB-) /14/. This book is
produced as an organized output of the bank and will be periodically
updated. It gives, for each item considered:
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to TABLE VII Examples of CEDE on-line data treatment for the pumps of the Auxiliary Feedwater System of PWR's
(constant failure rate)

Component/
/function

Electric aotors/
/drivers

Stea« turbines/
/drivers

Steaa turbines/
/drivers

Eaergency feed
puaps

(without drivers)
Eaergency feed

puaps
(without drivers)
Eaergency feed

puaps
(without drivers)

Saaple observed Prior (fail./h or fail./d)
Systei/ lo coap.t „ ,. 95th, Median Source/failure aade Operating tiae/deiands percentile

No failures/repairs
BIO/

/fails to start

BIO/
/fails to start

BIO/
/fails to run
once started

BIO/
/fails to start

BIO/
/fails to run
once started

BIO/
/all fail, aodes

32coap.s
9527 d 2.47 lu" 6.65 10* 1

0 failures
10 coap.s
966 d 1.6 lo" 1.6 10" 2

0 failures
10 coap.s
10475 h 4.7 10~ 4.3 10" 2

1 failure
31 coap.s
5079 d 2 10~ 1.9 10* 2

3 failures
31 coap.s
26145 h 4,7 lo" 4.3 lo" 2

8 failures
18 coap.s
509 h (tot. rep. tiae) MUR - 12 h STD - 13.6 h
42 repairs (failures detected with reactor in operation)

Posterior (fail./h or fail./d)
Median percent He

2.25 10"5 S.89 10"5

4.78 10~* 1.95 10"3

2.56 10" 1.68 10~*

4.53 10** 1.06 10"3

2.62 10* 4.59 lu"

•in rep. tiae 1 h
•ax rep. tiae 50 h

NOTES
BIO Auxiliary feed water systea
Source It IEEE ST 500, 1977 pag, 20<t-205: prior assuaed as a lognoraal function, "«axiaua" a»4"reco«aended" values are used as the 95th

and the 50X percentiles, respectively, of the distribution.
Source 2: OCONEE PRA, NSAG 60, Tune 1964, Vol. 4 p*g. 6.13: prior assuaed as a lognoraal function.



- supporting qualitative and quantitative information on the item's
technical and operational characteristics and on the sample monitored
(sample size, total time of observation/number of demands, total
number of failures, etc.);

- for each of the relevant operation modes/failure modes, the mean
time between failure, the mean (number of) demands between failure,
the mean repair time and the relative standard deviations. In the
case that a constant failure rate model can be assumed (test of ex-
ponentiality accepted), the following additional information is
provided: an estimate of the failure rate in operation or on demand,
its standard deviation and the 90% symmetrical confidence interval.

Be merely consulting this book, the analyst, without accessing the
bank, can quickly obtain generic reliability data for the item he is
interested in, evaluate their credibility on the basis of the sample
size from which they have been derived, use them as priors for Bayesian
updating on the basis of plant-specific data, etc.

3.3 Analysis of linked multiple failure events (MFE's)

A study on linked MFE's (such as the CCF's), based on the esta-
blishment of a comprehensive classification scheme of these event-
types and on a search method performed through an extensive screening
of the data base, was carried out between 1983 and 1985 /15/. The pro-
posed general classification scheme is based on the combination of
these four possible linking factors: failure-cause, failure-mode,
temporal distribution of the linked failure-events, failed component(s)
involved. Through some practical application of the above-mentioned
search method, the authors have shown how component failure databases
can effectively be exploited for identifying potential hazardous
dependent failures and gain knowledge for improving design and re-
ducing operation errors and malpractices. This way of investigation
appears to be very promising and will be continued.

3.4 Application of multivariate analysis techniques

3.4.1 The results of a first application of covariate analysis to a data
set of 543 gate valves, with the associated 156 failures, are reported
in /16/. All the failures are considered in the study, irrespective of
their failure mode (145 failures are classified as "incipient", 11 as
"sudden"). According to the results obtained, the failure rate related
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to this sample of valves, which had (nearly all) incipient failures
(i.e. failures with degraded performance of the function) is a constant
for the valves which operated in a given engineering system inside a
given plant unit; it changes its value from system to system (inside
the same plant unit) and from unit to unit. The plant unit dependency
could be due more to the presumable differences existing between the
criteria followed by the various data collectors for recording partial
failures (differences between the criteria adopted by the data collection
schemes, subjectivity in their interpretation) than to differences
in component performance. Nevertheless, ascertaining the importance of
the factor "manufacturer" and "maintenance policy" in determining
the component real performance remains the most crucial problem.
These results, demonstrative of the effectiveness of the methodolo-
gies used, ask for further investigation to verify all their signifi-
cance from the engineering point of view.

3.4.2 Multiple correspondence analysis is being performed on a data
set of 417 pumps, taking into account only their "sudden" (i.e. complete)
failures. This technique is applied for the first time for CEDE data
analysis and conclusive results are not yet available. We note that
some interesting discriminations are obtained in the graphical repre-
sentations of failure data coming from plants of different type (PWR,
BWR) or from plants pertaining to different countries. This line of in-
vestigation appears to be very promising.

4. Conclusions

Experience has shown that the CEDE structure is well suitable to
operate as a centralized bank (i.e. to receive data from national banks
through a computer-aided transcoding process) or to a direct collection
of data, in the CEDE format, in the NPP's. Due to the package of data
treatment programmes inserted in its enquiry procedure, it is an
effective tool for the user to infer good reliability parameters. The
line of investigation based on the application of multivariate analysis
techniques appears to be very promising for failure trend analysis,
failure root cause analysis, failure dependency on the component-attri-
butes, etc.
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A progressive increase in the future of the CEDE data base, to
be guaranteed by the joint effort of the European data collectors,
will enable the user to more and more exploit its capabilities.
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EVALUATION OF RELIABILITY
DATA SOURCES IN CHINA

X.Y. CHEN
Research Institute of Nuclear Power Operation,
Ministry of Nuclear Industry,
Wuhan, China

Abstract

The paper first reviews the development of probabilistic
safety assessment in the last few years in China. We have done
the following work:

(1) Training end improving the personnel's capabilities o'f
performing PSA.

(?) Organizing activities forputting emphasis on the solving
PSA for Qinshan and Guangdoing NPPs.

(3) Working out the project for setting up the Reliability
Beta Bank in Research Institute of Nuclear Power Operation.

Secondly, the paper introduces a plan on the development of
PSA in Research Institute of Nuclear Power Operation in the
near future. The plan includes:

(1) Investigating and translating the information from abroad
so as to train personnel's capabilities continuously.

(?) Importing part of the applied analysis procedure and
putting into computer M-240D.

(3) Sending some people to Qinshan NPP to attend the commission-
ing there for collecting operating data.

Setting up the Reliability Data Bank.
;(5; Developing the analysis model and multifunction computer

code and improving PSA methodology.
The paper finally expresses our hope to co-operation and

exchange experiences with other countries in the field of PSA
technology.

A. Revi en
Since TMI incident of NPP in 1979 in U.S.A,nuc1 ear safety

measures have been widely enhanced in the countries all over
the world.The organizations which are specially engaged in
nuclear safety research have been set up one after another
and a lot of effective work has been done.

As is widely known,China Is a developing country.Nuclear
power development in China has just started.A 300 megawatt
-electric <MWe)Nuclear Power Plant at Qinshan in Zhejiang
province and two 900MWe PWR units at Daya Bay in Guangdong
province are being constructed.In order to meet the require-
ments of national economic development our government also
contemplates to construct two 600-MWe PWR units at the same
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site in Qinshan after the first phase of construetion.This
project will be completed and put into commercial operation
soon after 1993.China has devoted much attention to the nuclear
safety.In 1986,The Ministry of Nuclear Industry decided to
found a Research Institute of Nuclear Power Operation at Wuhan
city in Hubei province as a direct technical supporting
unit of NPPs.The Institute sets up 6 divisions as follows:

The division of operation management of NPPs;
The center of operating personnel training of NPPs;
The center of quanlity assurance of NPPs;
The center of in-service inspection;
The division of NPP's components research and design;
The division of information material.
There are 300 members of nuclear engineering experts

covering wide fields pf expertise in this Institute. About
150 members are specialists possess ing nuclear engineering
experiences over ten years.The first engineering stage of
the Institute's elementary construction was completed in 1985.
Now,It is proceeding to the second engineering stage.After
the second phase is completed,the Institute will be a technical
supporting unit with wide technical service.

Because the city of Wuhan is located in the center of our
country,it has developed water,land and air transportation.
This is advantageous to makeing the Institute become a
nationwide center of technical service and information
communication.

The probabilistic safety analysis (PSA) is now increasingly
applied to design,1icensing and operation of NPPs.It is an
important part of NPP's operation research.In order to elaborate
using PSA for finding out where the weak points lie and
searching for their possible improvement in design and operation
as early as possible, from 1983 Ministry of Nuclear Industry
set about organizing some people to translate and publish
U.S.NRC publications NUREG-2300,and through these activities
to train personnel's capabil ities.National Nuclear Safety
Administration and Ministry of Nuclear Industry organized
together two expert teams to solve PSA issues for Qinshan
NPP and Guangdong NPP.These activities have been supported
by international experts.The agreement between MNI and GRS,
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Federal Republic of Germany,for PSA of Qinshan Plant will
be completed in two years.Now PSA level one is near completion,
and the PSA of Guangdong Plant has participated in the IAEA's
inter-regional project of PSA,having got the great concern
from the division of Nuclear Safety Reliability and Risk
Assessment,IAEA.

Nowadays,In our country Some units like Ministry of
Electronic Industry and Ministry of Aviation and Spaceflight
Industry have established the research center of complete
system reliabil ity.AI l important universities also have
estabilished PSA research courses.All these w i l l give Nuclear
Industry an advantageous technical support.

MNI Authority has made a project which plans to Set up
a big reliability data bank of NPPs at Research Institute
of Nuclear Power Operation in Wuhan in order to develop PSA
more effectively,and it will be gradually expanded to be a
center of nationwide information commumication for Nuclear
Power.
B. Plans in the near future

The division of NPP's operations management which is a
subordinate unit of RINPO (Research Institute of Nuclear Power
Operation) undertakes the PSA research tasks.Now,there are
37 members in this division.21 members are engineers with
experiences over ten years in the fields of reactor physics,
thermalhydraulics,loops, electrotechnics,control.radiation
pro tec t i on,computer software and hardware etc.Among them there
are ten senior engineers.Now,we are putting apropriate persons
into the field of PSA research and also the team w i l l be
expanded increacingly.

For creating reliability data bank,the division organized
people to make overall investigations in the hardware area
and get prepared to construe t.For example,To select computer
Model and interface component for data bank and communication
network;and large engineering simulator for data analysis.A
consultant meeting of internal experts Mas held in 1987.Chinese
government will allocate funds for purchasing computer and
maivuf ac tur i ng components . The data bank is required to start-
collecting and storing operating experience data before the
first Chinese Nuclear Power Plant is put into operation.
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In the software area, The main task is training personnel
capability for data collecting, analysis and retrieval in
next two years. The scope of research w i l l be expanded and
deepened step by step.

The plan is as follows:
1. Training personnel c a p a b i l i t y

By means of holding seminarsi nv i t ing spec i a l i stst o come
to give lectures,investigating and translating information
materials from abroad,the division makes researchers recognize
and know well the status of NPP system reliability research,
its developing trend,research direction and method.

Two terms of seminar were organized in 1987.The lecturers
were Professors of Jiao Tong University.Meanwhi1e,according
to the investigation,a part of information materia Isabout
National Centre of systems reliability in England were
translated into Chinese.
2. Creating co-operative relationship

A long term co-operative relationship between the division
and Jiao-Tong uni versity,Shanghai has been established.The
University send teachers to help the division to introduce
computer programs about fault tree analysis and put it into
computer M-240D which is Located in the computer center nearby.

First of all we completed 3 programs which are program
PREP for qualitative évalua tions,program FTAP for quantitative
evaluations and program KITT for maintainable system reliability
analysis,Then,both sides w i l l join together to prepare a
sythetic fault tree analysis program which will possess
functions of "Sample" and "Importance" and also include functions
of the 3 programs above.
3. going to in-situ

The division will organize its members to go to in-situ
and to attend commissioning of Qinshart NPP.It will make its
members grasp the regularity of collecting engineering
operation data and solve to found specific field tîata
collection compaigns.Based on this,construetion of communication
network will be completed.
4. creating reliability data bank

The plans to establish engineering data bank w i l l cover
about 30 systems,4000 to 5000 components.lt must start
collecting,storing and retrieving data before the first Chinese
NPP is put into operation.
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5. setting up and developing analysis model.
On the basis of the PRA level one we trend to develop

the PRA level 2 or 3,
6. setting up the specialist network.

to found the specialist network for evalvation of
reliability in PWR des ign,operation and maintenance.
7. developing new computer programs.

to develop multifunction computer analysis program and
new calculation method programs,the latter including those
due to uncertainty effect assessment,human reliability factors
and common cause failure effect.
C. Conelusi on

Before the first Chinese Nuclear Power Plant is put into
operation,there is a precious term.During this time we must
1-earn and apply as many experiences (both positive and negative)
as possible from advanced countries to avoid unnecessary
repetition and never follow roundabout way.So,We hope to
establish the co-operation relationship and exchange experiences
with other countries all over the world in the PSA technical
research field.

The openions are as follows:
1) We sincerely hope foreign experts would come to China,to
give 1ectures,exchange experiences and train personnel cap-
ability.We also hope IAEA would give us more help in this
field.
2) We would like to take part in international co-operation
to tackle key problems in PSA methodologies improvement and
new calculation program development.
3> We welcome foreign experts to China to consult and direct
us in creating reliability data bank including hard-ware and
software.
4) We wou ld suggest and suppor t a C o - o r d i n a t e d A g e n c y ' s
Research P r o g r a m m e on r e l i a b i l i t y da ta bank o r g a n i z e d by
I A E A , a n d w i l l p a r t i c i p a t e a c t i v e l y .
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DATBASE: A COMPUTER CODE FOR THE HANDLING
OF RELIABILITY DATA SOURCES IN PSA STUDIES

F.J. SOUTO, R.A. CANO
Comisiön Nacional de Seguridad Nuclear y Salvaguardias,
Mexico City, Mexico

Abstract

DATBASE 15 a compute'- code to obtain component unavailabilit /
from generic or specific failure rate data sources and to generate
the proper numerical input data to be usée in the following
fault-tree analysis computer codes: FTAF ( F_ault J_ree Analysis
Program ), 5ETB ( Set Equation Transformation System ) and
TREE - MASTER. The code includes an option to modify the
unavailability of basic events in the fault tree of a system which
makes it a complementary tool in sensitivity studies. Also it can
be applied to the screening of events in common cause failure
analysis. The code was developed for an IBM-PC or compatible
microcomputer using dBASE III plus.

I. INTRODUCTION

One of the objectives of the PSA group in the Comision
Nacional de Seguridad Nuclear y Salvaguardias ( CNSNS ) - the
Mexican Nuclear Regulatory Body - is the development, validation
and application of risk analysis methodologies and their
corresponding computer codes. At present these technics are used
for the Laguna Verde Nuclear Power Station AC Blackout Assessment.

Within the scope of this assessment - and due to the fact
that a key element in the estimation of a system s reliability is
the availability of appropriate failure rates for the components
which make up the system [1] - it was recognized the need to
develop a computer program to handle failure data and to compute
component unavailability for application in quantitative fault
tree analysis.

The "DATBASE" computer code is the result of -fulfilling the
above need. The main features of the code are the following:

1. DATBASE includes a failure rate data base that incorporates
updated information from various sources.

2. The code uses a set of equations that describes the
stochastic failure behavior of the various components in a
time dependent model.

3. A program is included that uses the above equations to
calculate the unavailability for specific components or
events in terms of the failure rate in the data base and the
particular conditions assumed for the event in question.

4. It prepares the proper numerical input data for the FTAP [2],
SETS [31 and TREE-MASTER [4] fault tree analysis computer
codes.
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5. Allows the user the screening of events with the same
predetermined location in the plant or the screening of those
events with unavailability greater or equal to some selected
value.

6. DATBASE is programed in dBASE III Plus [5] and it is compiled
for its use in an IBM-PC or compatible microcomputer.

In Section II of this work we present the basic equations
used in the program and their particular application to di f ferent
types of components. Section 111 describes the failure rate data
base used in the code, whereas Section IV presents the DATBASE
program structure. Finally in Section V we suggest further
application^ for the DATBASE computer code.

II. BASIC EQUATIONS

We shall assume that a component can be in one ard only one
of two possible states: available or unavailable - which we will
denote by 0 and 1 respectively -, and that such a component can go
randomly f rom one state to the other. Then the equations that
describe this random behavior are

dP (t)
A ( t ) P Q ( t ) = y ( t ) P x ( t ) (1)

anci

dP_ (t)
= \ ( t ) P g ( t ) ( 2 )

where

PQ(t) Probability that the component is in state O
at time t,

P (t) Probability that the component is in state 1
at time t,

X (t) = Probability per unit time that the component goes
from state 0 to state 1 at the time instant t,

p (t) = Probability per unit time that the component goes
from state 1 to state 0 at the time instant t.

Equations (1) and (2) can be solved for
namely

and

and
(t) =' X+y X + y

f l-L -1 ~(X+y)t
(3)

(4)

where we have assumed X(t) and y(t) constants and Pn(0)=L.
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For periodically tested standby components, which constitute
most of the Emergency Core Cooling Systems (ECCS), there are at
least four kinds of contributions to the component unavailability,
namely [6]: hardware -failures, unavailability due to test,
unavailability due to unscheduled repair and unavailability due to
scheduled maintenance. In PSA applications its common practice to
include these four contributions as four different events in the
system s fault tree [6]. The unavailabilities due to scheduled
test (Q ) and maintenance (GL,. _) are not random and are given by

QTEST = + and

where i is the average test duration, Tg is the time interval
between tests, f IB tnp scheduled maintenance frequency, and Tm

the time of the scheduled maintenance action.

The average unavailability due to hardware failures for a
periodically tested standby components ^av' 15 derived from
equation (4) and is given by

QAV(Ts)=l- -^- [ l-e" ^sTs ] (5)
s s

with X denoting the standby failure rate.
S

For untested standby components the average unavailability
can be obtained from expression (5) by replacing T by Tp where
the latter stands for the fault exposure time [1].

The average steady state unavailability ^GGNT ^
continuously monitored standby components is derived from (4) as

X T
S R

T_
5 b

where T_ = — is the mean time to repair
R y

In the case of nonrepayable online components the
unavailability, according to equation (4), is

with XQ and T». the operating failure rate and the mission time
respectively.

For online repairable components the average steady state
unavailability (D_pp ) is obtained from equation (6) by replacing
x by X '
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III. FAILURE RATE DATA BASE

DATBASE can obtain component unavailability either from
specific or generic data bases. However, presently we don t have
readly available specific data and therefore we have installed
generic or baseline data in the code. Although various data
sources were used for the development of the DATBASE failure rate
data base, the NUREG/CR-2B3 5 data base [1] was selected as
baseline source. When some data was not available in this
reference, it was selected from specific PSA studies [7-8], or
from references [9], [6] or [1O] respectively. Our data base
contains the information distributed in nine arrays: CODE,
COMPONENT, FAILURE MODE, MIN, MEAN, MAX, DISTRIBUTION, REFERENCE
and REMARKS.

IV. DATBASE PROGRAM STRUCTURE

The program structure and the interaction of files are
schematically described in figs. 1 and 2 respectively. DATBASE
requires a data base (file DATBASE.dbf) which includes the
information contained in the fields: CODE, COMPONENT, FAIL-MODE,
MIN, MEAN, MAX, DIST, REFERENCE and REMARKS. Also an alphabetic
index file (DATBASE.ntx) is generated from the field CODE of
DATBASE.dbf. The program also uses a master file (BASEOUT.dbf)
which contains the arrays: CODE, LABEL, TYPE, TIME, LOCATION,
COMPONENT, FAIL-MODE, MEAN and UNAVAILABILITY.

The program creates another dBASE file (SYSTEMDT.dbf) copying
the structure given in BASEOUT.dbf . This new file contains the
whole information about the basic events of the system's fault
tree to be analyzed, i.e. the event code (field CODE), the label
given for the event in the system's fault tree (field LABEL), the
af fected component and its location (fields COMPONENT, FAIL-MUDE
and LOCATION), the corresponding failure rate (field MEAN) and the
information needed to calculate the unavailability (field Q) from
the component type (field TYPE) and the required mission time or
time between tests (field TIME).

The name of the system s fault tree to be analyzed, together
with the information corresponding to the fields: LABEL, CODE,
TIME, TYPE and LOCATION are supplied in an interactive way by the
user. The remaining information is obtained from the data base ana
the program own calculations.

Following the input of all the component data, the program
proceeds to calculate the unavailability for each event. DATBASE
uses the appropriate equation according to the type of component,
i.e. if it is a periodically tested standby component, an untested
standby component, a continuously monitored standby component, a
nonrepayable online component or a repairable online component.
Also it is possible to handle the failure pprobability on demand
as basic information instead of the failure rate.

The suitable failure rate is obtained from the data base for
each event. The component name and its failure mode are also
obtained from the data base.
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FIG.1. DATBASE program structure

DATBA5E gives -four different format outputs for the computed
results. The first output option prints all the numerical values
generated by the program for the basic events of the system s
fault tree. The remaining three output options correspond to the
proper data input files for the FTAP, SETS and TREE-MASTER fault
tree analysis computer codes.

V. DATBASE FURTHER APPLICATIONS

DATBASE was designed to provide support in screening
components or events both for sensitivity and common cause failure
preliminary analysis. This type of analyses can be done by
searching all the events that have some feature or characteristic
in common. In particular, our present interest is in components
within the same location at the nuclear power station, with
unavailabilities greater or equal to some specified value and
further with the same failure mode.
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FIG.1. (cont.)

DATBASE also permits the automatic change -from the actual
unavailability into a predetermined one for those events within
the same selected location. This allows to detect events with the
same given location and to measure the impact of these events in
the system's global unavailablity.
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FIG.2 DATBASE interaction of files.

Since specific data is not available at present for the
Laguna Verde Nuclear Power Plant, it was decided to incorporate
generic data as a failure rate data base for the program. In
addition, in the comming future the program will be adpated to
update the generic failure rate data with site specific data. To
achieve this objective the theorem of Bayes will be used to derive
plant specific distributions for the failure rate of components
out of the generic data bank distributions used as prior
distributions. Then the resulting posterior distributions can be
used as updated inputs in plant specific reliability or risk
analysis [11],
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METHODS FOR COMBINING PLANT SPECIFIC OPERATING
EXPERIENCE DATA WITH DATA FROM OTHER NUCLEAR
POWER PLANTS IN PRA/PSA STUDIES

E. LEHTINEN, U. PULKKINEN, K. KUHAKOSKI
Electrical Engineering Laboratory,
Technical Research Centre of Finland,
Espoo, Finland

Abstract

Based on the operational achievements measured by the availability
performances, scram frequencies and other performance indicators the
nuclear power plants can be regarded to form quite an inhomogeneous
population also with respect to their performances. The studies have
shown that i.e. the availability performances achieved by the nuclear
power plants are correlated with several factors: the unit design and
vintage, the degree of standardisation, the equipment suppliers, the
competence and co-operation of all the nuclear energy parties in the site
country, etc.
The heterogenity of nuclear power plants with respect to the plant type
and main characteristics, on the one hand, and the differences between
the operational achievements, on the other hand, result in estimation
problems when we are evaluating for example failure rates and initial
event frequencies for plant specific PRA/PSA studies. These estimation
problems are usually solved by using empirical or subjective Bayesian
methods.
The empirical Bayesian method utilizes the prior distribution based on
the operating experiences from a population of some nuclear power plants
and the plant specific evidence. In the subjective Bayesian method the
operating experiences from other plants are weighted in some subjective
way and after that combined with the plant specific evidence.
In this paper both the empirical and subjective Bayesian methods aredescribed and compared. In the subjective Bayesian method the rules for
selecting weights are discussed. The weighting criteria can be based on
some characteristics of the nuclear power plants or on some factors
contributed to the plant performances.
The use of subjective weights makes it possible to utilize the largestevidence, but it also has an impact on the uncertainty of the estimates.
These uncertainties are also considered in the paper.
Finally the characteristics of the different methods are illustrated with
some examples of practical nature.

1. INTRODUCTION

In PRA/PSA studies, when we are estimating component failure rates and initiating
event frequencies, the lack of relevant and sufficient data is a problem which is
often encountered. Earlier, in particular, the problem must have been solved by
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generating purely subjective estimates or subjective probability distributions,
based e.g. on "engineering judgements", for unknown parameters.

Nowadays there are several reliability data sources available. The power plant
utilities, suppliers and the international organizations collect operating
experiences from the nuclear and conventional power plants.

The Bayesian method is a statistical estimation method used frequently in PRA/PSA
studies when there is no or very little plant specific operating experience
available. If the quantity of interest is a failure rate X the Bayesian theorem
can be written

f(x)L(E/X)
f(X/E) = —————————, (1)

CO

/ f(x)l(E/x)dx
o

where \ = failure rate
E = evidence data
f (X /E) = the probability density function of X given evidence E

(posterior distribution)
f ( X ) = the probability density function "prior" to having evidence E

(prior distribution)
L(E/X) = the likelihood function or the probability distribution of the

evidence E for a given value of X.

A plant specific estimate for the component failure rate to be used in the PRA/PSA
study is obtained from the posterior distribution which thus is dependent both on
the "prior information" and the "evidence" according to the equation (1).

Although the Bayesian approach is well-established in reliability and PRA/PSA
studies, it seems that no unique procedure exists for how to choose, interprète
and treat the "prior information", the "evidence" and the plant specific data for
obtaining of a proper estimate of a component failure rate, for example. It has
been stated in the PRA procedures guide /!/: "The prior information reflects the
analyst's degree of belief about the parameter before the evidence; the posterior
represents the degree of belief after incorporating the evidence." We have seen
two ways to use the available plant specific data: one analyst does, another does
not include the available plant specific data to the prior information with the
other corresponding data obtained from the other plants. In addition and in
particular, because some other data than/with the potential plant specific data
are used for the plant specific estimation of the component failure rate, for
example, some analysts are sceptically inclined towards the Bayesian approach and
consider it too a non-objective statistical principle.
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In this paper we shall not concentrate on any problems relating to the validities
of the "objective" and "subjective" statistical estimation principles.
Nevertheless, we shall discuss two methods for combination of component
performance data from other nuclear power plants, including the plant under the
PRA/PSA study. Both the methods considered are based on the Bayesian approach.

2. PROBLEM

The heterogeneity of the nuclear power plants with respect to the main
characteristics of the plants, on the one hand, and also to the differences
between the operational performances, on the other hand, results in an estimation
problem: how relevant or useable are the available reliability data from different
sources or the operating performance data from other plants when we are
evaluating, for example, plant specific failure rates of components for PRA/PSA
studies. Although the components and the plants are quite identical with respect
to their engineering characteristics, there can be some plant operation and
maintenance related factors, which correlate with the performances of the plants
and their components. (Of course, it can not be expected the performance data of
different valves, for example, or of plants operated in different "environments"
do not differ from each other statistically.)

In this paper we shall present two techniques how to apply the Bayesian theorem
(1). In the first case a sample of the performance data from other nuclear power
plants are used for the estimation of the prior distribution of the component
failure rates while in the second case those data are used as the evidence data in
the likelihood function, and the relevance of the used evidence data is evaluated.

3. METHODS

3.1 Empirical Bayesian method

3.1.1 Likelihood function

The most common forms of likelihood functions encountered in the Bayesian
reliability estimation problems are the Poisson and binomial distributions. When
the evidence data are given by the number of failures k over an operating time T,
e.g. to estimate the failure rate, the likelihood function is given by a Poisson
distribution

_
L(E/\) - — ~j — e . (2)
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3.1.2 Gamma prior distribution

In Bayesian method applications, the so-called "conjugate priors" have often been
used as a distribution representing the prior information. Probably one reason for
the choice of conjugate priors is that the posterior distribution can be obtained
analytically with such priors. In particular, when the available empirical data
base is minor, as it is in many cases of practice, any approximative discrete
function, instead of a continuous prior distribution, is not feasible to be
formed, but a continuous prior distribution is to be chosen. In this case there is
no preferred prior distribution, and the choice of the prior distribution type is
subjective and can be based on a computational convenience. Moreover, according to
the PRA guide /!/, "since noninformative priors contain no generic information, it
may be preferable to avoid their use when even minimal generic prior data are
available." ("Noninformative" prior distributions are a class of priors that
loosely minimize the relative importance of the prior, compared with the data, in
generating a posterior estimate; the reliability data given by the reliability
data banks, handbooks, etc., are usually regarded as "generic" data.)

We assume that we have obtained from several nuclear power plants the operating
histories of N components deemed to correspond to that being analysed. The
operating histories are given as the failure number k. and operating time T. of
each component in the form:

E[l,2,...,N] = [(Hi, Ti), (k2, T2),...,(kN, TN)}. (3)

The operating history of the specific plant being analysed is given respectively
by E|OJ = I(k0, To)}.

The classical maximum likelihood estimator for the failure rate x. is
x. = k./T., i = Oj..., N. We choose the gamma prior distribution which is the
natural conjugate distribution to the Poisson likelihood (2). Then, if the failure
rate X is assumed to have a gamma distribution for its prior,

g(\;a,ß) = -ffcJ T ^ ' , X>0, (4)

and if the likelihood function is the Poisson distribution (2), the posterior
distribution can be expressed in closed form also as a gamma distribution:
g(X;a + k, ß + T). The positive shape parameter a can be interpreted as the prior
number of failures in ß prior total operating time.
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The task is to estimate the parameters a and ß of the gamma prior d i s t r ibu t ion (4)
from the a v a i l a b l e sample E ( l , 2 , . . . ,N) . There are several approaches to this
es t imat ion task. A "two-stage" Bayesian procedure is represented in the PRA
procedures gu ide .

Two basic statistical est imation methods, among the others, can be used to
estimate a and p: the method of ma tch ing moments and the margina l max imum
l i k e l i h o o d method, w h i c h are described by Martz and W a l l e r 111, for example , and
programmed in the Technica l Research Centre of F i n l a n d /3/.

After the parameter es t imat ion the posterior mean, median , var iance and
100(1 - j)% symmetric p robabi l i ty in terval are g iven by the fo rmulas /!/

Posterior mean: (a + k 0 ) / ( ß + TO)

2
Posterior m e d i a n : x b o ( 2 a + 2 k 0 ) / ( 2 ß + 2T 0 )

2
Posterior var iance : (a + k o ) / ( ß + TO)

Posterior 100(1 - y)% symmetric probabi l i ty i n t e r v a l :

( 2 < x + 2 k 0 ) / ( 2 ß + 2 T 0 ) ; X _ ( 2 a + 2 k 0 ) / ( 2 ß H - 2 T 0 ) ]

(The respective characterist ics of the gamma prior d i s t r ibu t ion (4) are obtained
from the above fo rmulas by setting k0 = 0 and T0 = 0 . )

3.2 Subjective methods for combining data sources

The phrase "subjective method" is here used to emphasize that the estimates or the
distributions obtained by using such a method are not totally based on statistical
observations. The observations are often interpreted in various ways which are
always effected by some analyst dependent factors. These factors originate from
the experience which the analyst has gathered; they may be based on statistical or
empirical observations but they cannot be formulated for example as likelihood
functions or as other similar concepts.

As opposite to "subjective methods" it is possible to speak about "objective
methods" which include the empirical Bayesian statistics and classical statistical
techniques. The objectivity of these methods can, however, be questioned because
of the enormous number of possible interpretations of the raw data material. The
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objectivity of the "objective methods" cannot be increased by forgetting these

uncertainties.

3.2.1 A " mixture method"

In the PRA-procedures guide /!/ a method referred to as the "mixture method" is
discussed. It involves fitting a suitable prior to each generic source and then
combining the individual prior distributions f.U) by forming a mixture,

N H
f(M = I u. f . ( \ ) , 0 < u. < l, l u. = 1, (5)

1=1 1 1 n 1=1 n

where N is the number of sources.

If the mixture (5) is used as a prior distribution, the corresponding posterior
distribution will also be a mixture of the individual posterior distributions,
namely

N
fU/E) = I u'.f.U/E), (6)

1 = 1 1 1

where the new (updated) weights are

(7 )

I co. / f .U)L(E/\)d\
1=1 1 0 '

According to the PRA-procedures guide /!/ several methods are suggested tor
determining the weights <u.; no method is, however, presented in the PRA-procedures
guide /!/.

3.2.2 A subjective Bayesian method for combining evidences

Another method for combining several evidences has been proposed by Pulkkinen et
al /4/. Basicly the same ideas have been applied be Mosleh and Siu in estimation
of common cause failure probabilities /5/. Both approaches utilize the possibility
to define a subjective probability distribution in the space of all relevant
evidences.
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Again, it is assumed that there are N independent data sources or evidences the
+• hi evidence being of the form E. = (k. failures in time T.). Further, it is1 thassumed that the relevance (or useability) of the i evidence to be used as

evidence for the case being analysed can be interpreted in a probabilistic way:

P(E.j is relevant) = OK , 0 < UK < 1, i = 1.....N. (8)

The evidence En is from the specific case under analysis and it is perfectly
rel evant

P(EQ is relevant) = a>Q = 1. (9)

The probability that the only relevant evidence is En is

N
e. = n (1-u..), (10)L 1=1 1

And the probability that all evidences are relevant is

N
e M = n o ) . (11)
2N 1=1 n

Between these extreme cases there are numerous combinations of evidences for each
of which the probabilities e., j = 2 ,...,2 ~ , can easily be evaluated. If the

J
evidences E., ieC-, where C. is some subset of the set {l,2,...,N}, are relevanti J * Jwe have the evidence E.,

•J

E*: k* = k + l k i , T* = T + l T (12)
J J U icC.1 J U ieC.1

J J

The probability of having this evidence is

e. = n u.« n (1-u. ). (13)
3 .

J J

If the prior distribution for X is f(\) then the posterior corresponding the
evidence E. is f(\/E.) and we have this posterior with probability e.. The "finalJ J * Jposterior" is the mixture of the posteriors fU/E.)

J

(14)
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and the posterior mean and second moment are

..
J •*•

and

2N
MpostU) - 1 eJMj -i-

owhere E(-) and M (•) are notations for the mean and the second moment,
respectively. The posterior variance is expressed in terms of the mean and the
second moment

Dpost(XÎ = MUU) -[WU)]2- < 1 7>
If we use the approximately noninformative gamma prior, i.e.

f(x)~ \"1/2, (18)

we obtain the posteriors

* Ml/2 *
* (T.) J k. -1/2 -M.

fU/E ) = —— i-s ———— X3 e J. (19)

The "final posterior" is obtained by using equation (14).

The most essential feature of the above method is the interpretation of the
evidence weights w. as subjective probabilities. This makes it possible to combinei ^
the distinct evidences E. ,i = l,. . . ,N, to form the "extended evidences" E.,

N ^j=l,...,2 . This interpretation also makes it possible to obtain the probabilities
of the extended evidences.

The probabilistic interpretation of the weights w. is not the only possibility.
However, if u.s are subjective probabilities there is no difficulty of conceptual
or technical nature to include the obtained posteriors to the whole of the
PRA/PSA. When other interpreations (for instance fuzzy sets or membership
functions) are preferred many difficulties are immediately encountered.
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The first problem is connected with the combination of evidences and the
determination of the weights of the extended evidences. Other problems include the
difficulties to include and interprète nonprobabilistic concepts in the PRA/PSA
which is based on the notion of probability.

The w.s describe the probability of the evidence E. being usable or relevant to be
used as data e.g. for the failure rate estimation of the plant under analysis. As
subjective probabilities w.s can be, in principle, determined rather arbitrarily
to describe the analysts degree of belief about the relevance of the evidence E..

The relevance of the i evidence can be decomposed to some factors. Assume that
one is interested, for instance, to use the occurences of some initiating
transients at some nuclear power plants as the background data for the estimation
the initiating event frequency for ones own plant. The weights u- describe, in a
sense, the similarity between the plants and own plant. This similarity is partly
the similarity between the plant designs and partly the similarity between the
plant operational characteristics or principles. The design similarities can
further decomposed to similarities between the plant sizes, plant vintages and
plant suppliers etc. The operational characteristics may be decomposed to factors
depending on the utility using the plant, the infrastructure of the site country
and the authority in the site country. The figure 1 describes the above hierarchy
of similarities.

RELEVANCE OF DATA

OPERATIONAL
CHARACTERISTICS

MAIN SUPPLIER UTILITY

/\

INFRASTRUCTURE OF
SITE COUNTRY

MAINTENANCE
ORGANIZATION

OPERATION
ORGANIZATION

Figure 1. The hierarchy of similarities.
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The index of similarity of the plants (i.e. w.) can be obtained, for example, by
using the analytic hierarchy process (AHP) /6/. In AHP the factors in some
hierarchy level are compared in pairwise way with respect to the goal at the next
higher level. The comparisons are continued until the lowest level and then the
global weights of the factors at the lowest level (i.e. the evidences E.) with
respect to the highest goal (i.e. the relevance of the evidence) are evaluated.
These weights can be scaled to be used as probabilities w..

The AHP is originally intented for comparison of alternative decisions in the
situations there the decision criteria are conflictive. It can also be used to
compare the probabilities of some events /?/. There are several computer codes for
performing AHP-analyses, in this context we have used the code EC /8/.

Another possibility to obtain the weights is the use of the multiattribute utility
decomposition /9/ which is equivalent to the AHP if some suitable weights are
used.

4 APPLICATION OF METHODS

In the following both the empirical Bayesian methods, represented in the chapter
3.1, and the subjective Bayesian method, represented in the chapter 3.2, are
demonstrated with the aid of a data set of practical nature, the operating
histories of the components corresponding to that under study have been collected
from four nuclear power plants, Plantl, Plant2, Plants and Plant4 for the PSA
study of the specific plant, PlantO. The task is to estimate the failure rate of
this component by using the above methods.

The number of the failures, k., during the accumulated operating times, T., of the
components at each plant until today are presented in the table 1. In addition,
some general information about each plant is given in the table 1. this
information is used for the evaluation of the relevance of the evidence data from
the nuclear power plants.

The plants are of the same basic type. However, the plant vintages as well as the
capacities vary from one plant to another. Furthermore, the suppliers of the
reactors and other components are different and the plants are not situated in the
same country.

The availability performance studies of nuclear power plants /10/ have indicated
that some factors related to design characteristics as well as to the competence
and co-operation of the nuclear energy parties (the power utility with its
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Table 1. The operating histories of the components with some general plant
information and the relevance probabilities

Plant

Plantl

Plant2

Planta

Plant4

PlantO

Size
(MW)

50Ü

520

1300

750

750

Comm.
oper.

10/71

1/74

7/84

7/80

5/85

Main
suppl ier

A

A

B

C

A

Site
country

a

a

b

c

d

Power
util ity

I

I

II

III

IV

Evidence

k

22

4

2

4

0

T

99400

91700

31800

53400

14000

Relevance
probability

(x>

0.407

0.412

0.332

0.505

1.000

operational and maintenance staff, the national nuclear authority, the research
institutes, the component suppliers, etc.) in the site country contribute to the
availability performances of the nuclear power plants.

We have taken these results into account in assessment of the weights for the
factors which we have assumed to characterize the relevance of the evidence data
from the plants. We have collected the factors effecting on the evidence relevance
into the hierarchy given in the figure 1. Then we have done subjective pairwise
comparisons between the factors at each hierarchy level with respect to the goal
at the next higher level and obtained the global evidence weights of the plants
0-4 using the AHP procedure with the computer code EC /8/. The obtained weights
were then scaled to be used as the relevance probabilities w. (WQ= 1 was fixed,
see the equation (9)). The probabilities u. are given in the table 1. These
probabilities are used in the application of the subjective Bayesian method.

The application of the empirical Bayesian method is straightforward and well known
and thus it is not considered in more detail here.

The posteriors obtained with the methods are presented in the figure 2. The
central characteristics of the distributions (mean, median) obtained with both
methods are in good agreement. The posterior variance obtained with the empirical
Bayesian method is significantly smaller than that obtained with the subjective
method. This is due to the fact that the empirical method does not take the
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uncertainty caused by the irrelevance of the data sources into account. However,
the posterior variance obtained by using the subjective method is strongly
effected by the weights co . . The effect of weighting could have been analysed by
various sensitivity studies. In this small example we did not perform any

detailed investigations.

EMPIRICAL BAYES METHOD
CUMUL/S
1.00

O.BO

0.60

0.40

0.20

0.00
1

/TIVE DISTRIBUTION

/

/

/

/

POSTERIOR MEAN - 5.3E-5
POSTERIOR VARIANCE - 9.4E
POSTERIOR MEDIAN - 6 . 6E-5

1 1 1 1 Illll ^\ III Hill 1 I! 1 Illll 1 1 1 1 III!

-10

10 100 tQOO 10OOOFAILURE HATE /I.OE-S i/n

WEIGHTED SUBJECTIVE BAYES METHOD
CUMUL/
1.00

O.BO

0.60

0.40

0.20

0.00

\TIVE DISTRIBUTION

__ /

—— /

/

—— /

/

POSTERIOR MEAN - 9.2E-5
POSTERIOR VARIANCE - 3.7E
POSTERIOR MEDIAN - 7 . 7E-5

— f— r-rTTÏïïr ! l M Illll ! l l l lui! 1 l 1 l lin
1 FAILURE HATE /i.oE-e Î/H 0(

-9

300

Figure 2. The posterior distributions.

5 CONCLUSIONS

We have considered two different Bayesian estimation methods in the cases where
a few evidence data from both the plant under analysis and other plants are
available. The methods were both of empirical and subjective nature.
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In the empirical method the sample of operating histories N components, given in
the form E|_1,...,N] =| (k, ,!-,),... .(k^J^)} ,(k.= the number of failures in time T.
for component i) obeying the Poisson distribution, has been interpreted as an
usable prior information and the plant specific operating experience EQ=(kQ,T,J
has been used as evidence data. Because of the computational convenience the gamma
prior was chosen to represent the prior information E[1,...,NJ. The parameters of
this prior have been estimated both with marginal maximum likelihood method and
with method of matching moments after which the gamma posteriors have been
directly determined.

In the subjective Bayesian method the possible incompatibility of the evidences
from components 1.....N was taken into account. The incompatibility was described
by introducing the evidence relevance probabilities w. for each of the components
i = 1,...,N. The evidence relevance probability represents an index of the
similarity between the specific plant and the plants from which the data have been
gathered. In this way the uncertainty caused by partly non-relevant data could be
analysed.

The evaluation of the evidence relevance probabilities has key role in the
suggested subjective Bayesian method. Here we have proposed the use of the
analytic hierarchy process (AHP) which is a systematic procedure for representing
elements of any problem, in particular, the the decision problem hierarchycly.

In our application the hierarchy of similarities was constructed based on the
availability performance on one hand, and on purely subjective intuition on
another hand. In the light of our application the use of AHP for for evaluating
probabilities was encouraging. Other possibilities, such as multiattribute utility
decomposition, lead probably rather similar results.

The différencies between the empirical and the subjective approaches are connected
with the uncertainty of the estimates. The central measures (mean, median) do not
differ significantly. The advantage gained by using the subjective method is in
the possibility to use the largest possible data base and to evaluate the
uncertainty caused by judgements about the relevance of data. The probabilistic
interpretation of the data relevance is not the only possibility, but it suits
perfectly to the probabilistic risk assessments.
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DATA SPECIALIZATION FOR RELIABILITY STUDIES -
AN APPLICATION TO DIESEL UNITS

E. FELIZIA
Comision Nacional de Energia Atömica,
Buenos Aires, Argentina

Abstract

The failure rataa or failure probabilities of components used in PSA for
specifio planta are generally determined through the application of the Baye1 a
theorem. Starting from information available in the literature, it is derived
the generic distributions a priori which later on are specialized on the basia
of statistics related to the behaviour of auch components in. the specific
plant.
Consistent with the interpretation that those generic distributions express
the plant-to-plant variability of the failure rates or failure probabilities
of similar components, it has been suggested the convenience of considering
the elements of the same type -in the same plant- as nominally identical and
consequently, of grouping their individual statistics in one single value. This
implies not only the derivation of specialized distributions common to such
elements, but also that these should be considered as completed dependent if
the intention is not underestimate tha uncertainties associated to the failure
probabilities of a system constituted by such elements»
This work contains an analysis based on the preceding concepts, made with the
purpose of determining the failure probabilities on demand corresponding to two
systems, each one constituted by two redundant diesel units. These units are
respectively part of the emergenoy power supply and the emergency water supply
systems of the Embalse's Candu-600 station.
In one of those systems, the derivations of the specialized distributions of
the failure probabilities on demand has special interest dua to the fact that
periodic operation tests during three years has shown a zero failure result. It
is demoatrated that the hypothesis of the grouping of statisticdata related to
components of the same type implies, in this case, a displacement of the
specialized distribution curve to the left, that is, to optimistic values of
the system1 s failure probability on demand.
On the other hand, it shows the calculation of the failure probability on demand
regarding the two systems -starting froa the same apriori distribution- but
obtaining specialized specific distributions for each dieael unit. In other
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words, components of the same typo in a specific plant ar« troated as if they

were distinguiahables. Tho résulta show that, in this casa, the full

dependence assumption lead to more "broadened distributions than those of tha

formsr approaoh.

1. I N T R O D U C T I O N

B a y e s 1 t h e o r e m i s f r e q u e n t l y used fo r d e r i v i n g da ta on
r a t e s and p r o b a b i l i t i e s o f c o m p o n e n t f a i l u r e s i n
r e l i ab i l i t y s t u d i e s or in PSA d e v e l o p m e n t s for a s p e c i f i c
p l a n t .

A p o s t e l s k is, K a p l a n et a 1. [1] i n t r o d u c e d a c a l c u l a t i o n
m e t h o d c o n s i s t i n g , as a f i r s t s t e p , in an a s s e s s m e n t o f
an a - p r i c r i p r o b a b i l i t y d i s t r i b u t i o n for a g i v e n d a t a , as
f r o m gene r i c i n f o r m a t i o n a v a i l a b l e i n l i t e r a t u r e . T h e n ,
such d i s t r i b u t i o n is s p e c i a l i z e d by app ly ing B a y e s '
t h e o r e m a n d s t a t i s t i c s o b t a i n e d f r o m o p e r a t i o n a l
e x p e r i e n c e in the s p e c i f i c p lan t . The a n a l y t i c
e x p r e s s i o n o f the s p e c i a l i z e d d i s t r i b u t i o n o r o f the
a - p c s t e r i o r i p r o b a b i l i t y dens i t y f u n c t i o n i s :

P (f/E)oC P (f) . L (E/f)

w h e r e -.

f : is the random q u a n t i t y of interest (rate or
p r o b a b i l i t y o f f a i l u r e ) ;

P(f):is the a - p r i o r i p r o b a b i l i t y density f u n c t i o n of
random q u a n t i t y f;

L(E/f); is the l i k e l i h o o d f u n c t i o n ( p r o b a b i l i t y of
o b t a i n i n g e v i d e n c e E, g i v e n an f value);

P(f/E);is the a-posteriori p r o b a b i l i t y density function
of f, g i v e n evidence E; and,

E; is the evidence (statistical data corresponding to
the specific p l a n t ) .

It has been understood that the a - p r i o r i p r o b a b i l i t y
density f u n c t i o n , P(f ) , expresses the b e h a v i o u r of
i n d i v i d u a l components w i t h i n a generic p o p u l a t i o n
concerning v a r i a b - ! i t y in f a i l u r e s . Such v a r i a b i l i t y has
beer, associated to different m a n u f a c t u r i n g q u a l i t i e s , to
different p l a n t - t o - p l a n t operation and maintenance
conditions, to d i f f e r e n t designs, etc.
The same authors [2] suggest that it is convenient to
consider components of the same type - w i t h i n a given
p l a n t - as n o m i n a l l y i d e n t i c a l elements and as members of
the generic p o p u l a t i o n represented by function P(f).
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Consequently, t h e i n d i v i d u a l f a i l u r e s t a t i s t i c s
concerning those components are given a s i n g l e v a l u e ,
this -in turn- i m p l y i n g the d e r i v a t i o n of a s i n g l e
function, P(f/E), expressing the degree of knowledge
a t t a i n e d on the d i s t r i b u t i o n of the f a i l u r e p r o b a b i l i t y
or rate among those components.
Being consistent w i t h t h i s i n t e r p r e t a t i o n , the authors
[2] demonstrate that, when the f a i l u r e p r o b a b i l i t y of
systems composed by s i m i l a r elements is c a l c u l a t e d , the
f a i l u r e behaviour being represented by i d e n t i c a l P(f/E )
functions, these functions must be considered as f u l l y
dependent so as not to disregard uncertainties in the
values of such f a i l u r e p r o b a b i l i t y .
This paper introduces the analysis of two systems, each
one of them composed by two redundant diesel units, to
which the above described methodology is a p p l i e d in order
to c a l c u l a t e the f a i l u r e - t o - s t a r t p r o b a b i l i t y of those
systems.
However, the treatment of the evidence -that is, of the
s t a t i s t i c a l data corresponding to the o p e r a t i o n a l
experience in both systems- is based on two different
hypothesis concerning the d i s t i n g u i s h a b i l i t y of the u n i t s
in each system. The first hypothesis considers the
diesel u n i t s in each system as i d e n t i c a l elements and,
consequently, the number of f a i l u r e s , r - j , and the number
of tests, n - j , are shown as two sin g l e values. The set of
data :

I ' |nl)
" i - 1,2

represents a f a i l u r e s t a t i s t i c s that is common to both
components in each one of the systems.

The second hypothesis assumes that the diesel u n i t s in
each system are d i s t i n g u i s h a b l e ; consequently, the
information on the number of f a i l u r e s and on the number
of tests corresponding to each one of the u n i t s is
retained. The set of data:

r.i » n<( )> (r2 » nî
represents, in this case, f a i l u r e statistcs for each one
of the components in each one of the systems.
Section 2 shows the development of c a l c u l a t i o n s on
spe c i a l i z a t i o n in the p r o b a b i l i t y d i s t r i b u t i o n
corresponding to each one of the formulated hypothesis.
In section 3 , the r e l i a b i l i t y is c a l c u l a t e d for start-up
demand in both systems. Considering the first
hypothesis, the failure-to-start p r o b a b i l i t y is assessed
by assuming a system model w i t h two f u l l y dependent
i n - p a r a l l e l components, the calculation being adjusted to
what was expressed in [2]. Concerning the second
hypothesis, the same model was assumed but the
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c a l c u l a t i o n of the f a i l u r e p r o b a b i l i t y for the two
systems was performed by a p p l y i n g the Montercarlo
s a m p l i n g t e c h n i q u e w i t h G e n e r a l i z e d Knowledge Dependence
developed by R. M. Cooke and R. Waij [3].

F i n a l l y , section 4 provides a d i s c u s s i o n of the results
obtained by c o n s i d e r i n g both hypotheses and f o r m u l a t e s
the corresponding conclusions.

2. DATA S P E C I A L I Z A T I O N

2.1. D_e_s_cLul_P_t_i_o_.p -._°JL±Jl?_§.y_.?.*.ejNjS
The a n a l y s i s was a p p l i e d to the diesel u n i t s in the
Emergency Power Supply (EPS) and Emergency Water
Supply (EWS) systems of the CANDU-600 Emb a l s e
nuclear power p l a n t . These systems are aimed at
supplying essential e l e c t r i c power for the
i n s t r u m e n t a t i o n and the comand of valves and at
feeding water to the steam generators, respectively,
in case of occurrence of a severe earthquake (OBE).
The EPS system is constituted by two redundant
diesel moto-generators, each one with a generating
capacity of 50 KW - 380 V AC. The EWS system is
consituted by two redundant 75 HP diesel engines,
coupled to their respective pumps. Both systems are
absolutely autonomous as far as t h e i r a u x i l i a r y
services are concerned, s e i s m i c a l l y q u a l i f i e d and
housed i'n separate seismic-résista n t b u i l d i n g s .

2.2. G,e_ne_rJ_c_d_a_t_a
The fa i l ure-t o-s t a r t p r o b a b i l i t y , f, was taken from
the Reactor Safety Study [ 4 ] ; it was assumed that
this random q u a n t i t y is a - p r i o r i log-normal
d i s t r i b u t e d w i t h t h e f o l l o w i n g parameters:

f05 =. l.OE-2
f50 « 3.16E-2
f95 = l.QE-1

where f05 and f35 correspond w i t h the lower and the
upper bound, respectively, of the f a i l u r e - t o - s t a r t
p r o b a b i l i t y , Q<j , shown in Table III.2.3. of the
Reactor Safety Study [4]. The f lo g - n o r m a l
d i s t r i b u t i o n is discretized in the interval between
Z0.5 and Z95 percentiles of the corresponding normal
d i s t r i b u t i o n (Table 1). Twenty class intervals were
used in order to a t t a i n an acceptable accuracy in
the results of the a-priori d i s t r i b u t i o n
c a l c u l a t i o n .
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TABLE 1. DISCRETIZATION OF THE A PRIORI LOGNORMAL
DISTRIBUTION OF f

z

-i.ü!04
-2.5759
-2.3414
-?.1069
-1.8724
-1.6379
-1.4034
-1.1 ouy
-0.9344
-0.6999
-0.4654
-0.2309
-0.003Û
+0.23U1
+0.4726
+0.7071
+0.9416

+1.4106
+1.6451
+1.M796

Con tor
of r. ln.au

-2.0932
-2.45.1?
-S.W.
-i.y ii)7
-1.7552
-1.5207
-1.21.02
-1.0517
-0.3172

-o. 3/)!-!2
-0.1U7
+O.1POO
+o. 3553

+0.11243
+1.0588
+1.2933
+1.52ÎO
+1. !' 23

X

-5.33'J7

-5.0105

-4.6023
-4. 51 "2
-4.3^41
-4.1900
-4.0259
-3.Ö61Ü
-3 . (><J 1 1
-3. j33ö
-3.3095

-3.0413
- 2 . B 7 7 2
-2.7130

SS

,004d
.0057
.0067
.0079
.0093
.0109
.012U
.0152
.0178
.0210
.024Ü
.0292
.0344
.0405
.0473
.0563
. Oü(J3
.07U2
.0,̂ 21
.10,16

P (r)

.005

.005

.003

.013
,020
.030
.041
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.otib
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.095
.OIjo
.070
.066
.053
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l .OOU

X. - <TK-7. +J

f - Eip (X)

2.3. Assessment of the_a - p o s t_e_r i _O£_l__dji^s t^r--[p Li_t i o_n_ of the
f3i1ure-to-start p r o b a b i l i t y
The statistics on f a i l u r e s to start -obtained from
p e r i o d i c a l tests performed r e g u l a r l y in both
systems- show the f o l l o w i n g figures for the first
three years in operation [5]:

EPS System
U n i t G l
U n i t G2
Total EPS

N u m b e r of tests
(n)

101
. 56..

Number of f a i l u r e :

0
0

197

EWS System

Un i t PI
U n i t P2
Total EWS

1
2• 11 i

3

FIG.1. Failure statistics.
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A b i n o m i a l d i s t r i b u t i o n was adopted for the
assessment of the l i k e l i h o o d function of the
evidence, considering that such d i s t r i b u t i o n
c o m p a t i b l e w i t h t h e f a i l u r e - t o - s t a r t m o d e l ,
a n a l y t i c a l expression is:

was
Its

(E ,71 -if

where :
L ( E/f ) ; i s the l i k e l i h o o d function of the evidence;
f ; is the f a i l u r e - t o - s t a r t p r o b a b i l i t y ;
n; is the number of tests performed;
r; is the number of f a i l u r e s occurred d u r i n g the

n tests .
The a-postericri d i s t r i b u t i o n of f is c a l c u l a t e d on
the basis of two d i f f e r e n t hypothesis concerning the
d i s t i n g u i s h a b i l i t y of the diesel units in each one
of the systems. These hypothesis were:
Hyppthesi s ( aj : it is assumed that both units are
n o m i n a l l y i d e n t i c a l . Their f a i l u r e s t a t i s t i c s a r e
thus reduced to a s i n g l e pair of values (See Figure
1) :

EPS System: r = 0; n = 197
EWS System: r = 3; n = 237

Tables 2 and 3 show the results of the c a l c u l a t i o n s
performed as per t h i s hypothesis, for the
a-posteriori d i s t r i b u t i o n s of f.
H ypot hes i s_{ bJ : it is assumed that the diesel u n i t s
in the two systems are d i f f e r e n t and d i s t i n g u i s h a b l e
e n t i t i e s . T h e i r f a i l u r e statistics are (see F i g u r e
1) :

EPS System: r, =0; n, = 101
r ;, = 0 ; nP= 96

EWS System: r, = 1 ; fi, = 122
r, = 2; n-, = 115

Tables 4, 5, 6 and 7 show the results of the
c a l c u l a t i o n s performed as per this hypothesis, for
the a-posteriori d i s t r i b u t i o n s of f.

3. RELIABILITY OF THE SYSTEMS

3.1. H y pothesis (a)
As stated under 2.3., it is assumed that both diesel
u n i t s in each system are n o m i n a l l y i d e n t i c a l and
that t h e i r behaviour concerning f a i l u r e s to start
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may be described by a s i n g l e d i s t r i b u t i o n f u n c t i o n
P(f/E) and is a p p l i c a b l e to both units.
Consequently, the c a l c u l a t i o n of the f a i l u r e
p r o b a b i l i t y of the system, Q, is adjusted to the
procedure developed in [2] for a c o n f i g u r a t i o n in
para 1 lei .
Below are the mean, variance, median and 5 and 95
p e r c e n t i l e values of the Q d i s t r i b u t i o n
corresponding to the EPS and EWS systems,
respectively, c a l c u l a t e d on the basis of the above
described conditions and of the already known ratios
among parameters of the l o g - n o r m a l d i s t r i b u t i o n .

EPS system
2. 1Mean: C(Q = < + ̂  = 1.7E-4

Variance: fi>£ « 3.4E-8
Q05 =

Q50 =

Q95 =

2.5E-5
1.1E-4

4.8E-4

jEW_S _ system
Mean: «^ = 42 + (^ - 3.8E-4
Variance: fî>̂  = 1.1E-7

Q05 = 7.9E-5
Q50 = 2.8E-4

Q95 = 9.9E-4

The c a l c u l a t i o n is performed by using results shown
in Tables 2 and 3.
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TABLE 2. CALCULATION OF THE A POSTERIORI DISTRIBUTION
OF f FOR THE EPS SYSTEM

,OÜ4Ö
.0057
.0007
.0079
.0093
.0̂ 09
.012t)
.0152
.01ÏU
. 02 1 0
.0243
.0292
.0344
.0405
,047U
.0563
.0663
.0702
,0921

.OOj

.O'.j

.00)

.01,

.Oe'O

.030

.0.11

.054

. 0-/7

.079

.U-,)

.090

.095

.0!)o

.0/0
,0uu
.053
.O.|l
.029

.3110

.327

.207

.211

.loO

.115

.07b

.0.19

.029

.015

.007

.003

.001
-
-
-
-
-
-

1.94
1.51
2.13
2-Î5
3.22
3.40
3.20
2.66
3-93
1,20
.63
.20
,10
.03
.01
-
-
-
-

.070

.061

.OL'j

.110

.129

.13o

.!?!}

.10?

.077
,04!!
,0?>
.010
.004
.002
-
-
-
-
-

1.000 24.97 1.000

HiBtogrcua mooin c< - .012

Logiioruial porcon ti lao: TOp • 5-OC-3
fjO - 1.1E-;:
195 - 2.2IÏ-2

TABLE 3. CALCULATION OF THE A POSTERIORI DISTRIBUTION
OF f FOR THE EWS SYSTEM

EffS S .vu lum.

,004U
.0057
.0067
.00(9
. 0093
.0109
.012U
.0152
.0178
.0210
.024Ü
.0292
.0344
.0405
.0478
,0^ü3
. 0663
. 0 / Ü 2
.0921
. 1036

.005

.005
, (."M
.013
.OJO
,030
.O.|l
.05}
, 0 ü /
.079
,o:,U
.090
.09')
.OJ,
. 0 7 i
. Ü j u
.Oj3
.041
,0?9
,o;,0

l . C M O "

. 079

.105

.13o

.1Ü8

.197

.21U

.225

.214

. Iü4
,141
.094
.053
.025
.009
.003
.001

-
-
-
-

.39

.4L!
1.03
2.10
3.97
6.45
9.23

11.52
12.33
11.11

U. 25
4 - 7 ?
? .3 f»
.10
.20
.03
-
-
-
-

75.15

.005

.00 S

.014

.029

.053

.Oüo

.ü3
• I'j3
.164
.14U
.110
.063
.031
.011
.003
.001
-
-
-
-

1.000

U s/r) -ft 'Kd-rr"

JUsbo^ram looruii °^ - .Olß

vaxiunno i fb - !?.

Logiiormal po roo i i t i J eu t f05 = 0.9^-3
150 - 1.7Ü-2
f95 - 3.1K-2
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Hypothesi s J__b_)_
In this case the c a l c u l a t i o n is made for two
d i s t r i b u t i o n s w i t h d i f f e r e n t f a i l u r e - t o - s t a r t
p r o b a b i l i t i e s , corresponding to each one of the
diesel units in the EPS and EWS systems (Tables 4 ,
5, 6 and 7). The fa i lure-1 o-s tart p r o b a b i l i t y of
the p a r a l l e l system is s i m p l y the product of the
f a i l u r e p r o b a b i l i t i e s of each one of t h e i r
components.
Such product was performed, for different degrees cf
knowledge dependence, between the p r o b a b i l i t y
d i s t r i b u t i o n s in each one cf the components by means
of the a p p l i c a t i o n of the Montecarlo s a m p l i n g
technique w i t h Generalized Knowledge Dependence,
developed in [3] .
Below are the mean, v a r i a n c e , m e d i a n and 5 and 95
p e r c e n t i l e values cf the Q d i s t r i b u t i o n
corresponding to the EPS and EWS systems,
respectively, resulting from the Montecarlo s a m p l i n g
for different values of parameter d[3] in the rangs
betwen 0 (total independence) and 1 (total
dependence) .

TABLE 4. CALCULATION OF THE A POSTERIORI DISTRIBUTION
OF f FOR THE EPS SYSTEM — Gl UNIT

ru) mvo -£i£rj wo
.00413 ,00)
.0057 .OJ'j
. 006 f , ou J
• Ü079 .013
.0093 , o^u
.0109 .030
.0120 .041
.01,2 .C',,4
.01713 . O u ?
.0210 .07^
. i ' 24J , U . l j
.Oi'J2 .0^0
.0344 .09')
.0405 .0,3,)
.0478 .0713
.0^63 .Ü..U
.Oùt,3 .0)3
. O J U ? ,ojl
.0321
.1006

IXE/O .

.olb

.'ji>4

.509
, 4o3
. 3'J1
.330
.271
.214
. J ?
.11?
.079
.0^)0
.ors
.015
.007
.003
.001
-

3.07
2.60
4.04
6.0?
7.137
9.75

11,10
11.. ̂ 2
J O . U u

9.21
6 .90
4. 'jl
2. 713
1.34

• 56
.19
.05
.01

.033

.028

.044

.065
,0<35
.103
. 120
.125
.117
. 100
. 0 7 5
,049
.030
.'-15
, OOu
,002
.001

_

9?.44 l.ooo

,016

Iliato/iruja varidJicot f> - ( . IK-^j

Loyrioi«\al puroBJi tile:i i fO^> -. 6. 3Ü-3
f^O - 1.4L-2
f95 • 3.2E-2
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TABLE 5. CALCULATION OF THE A POSTERIORI DISTRIBUTION
OF f FOR THE EPS SYSTEM - G2 UNIT

.0048 .005 .030 3.15 -031

.0057 .005 . 5bo 2 .67 .027

.00-J7 .003 .526 4. lli .04?

.0079 .013 .469 6.10 .061
.OO33 .020 .409 U. 25 . Ou2
.0109 .030 .349 10.30 .103
.0228 .041 ,2iJ9 11.84 ,11«
.0152 .054 .231 12.43 .124
.ul7J . O v f .111 11.bJ .119
.0210 ,079 ,130 10.25 .102
.0240 ,0'jll .090 7.09 ,0?9
.0292 . Oyo . 05J 5 .23 ,052
.0344 .095 .035 3.31 .033
.0405 .OLIO .019 1.65 .oio
,047'J , 07U .009 . /I .00?
. 05u3 .000 .004 .26 .003
.Ou63 .053 .001 .07 .001
.0102 .041 - .02
.0921 .029
.10.JO .050 -

ooo 100.19 i.ooo
96

L(B/f) - (1-f)

Jliatogram ma tun c{ _ ,016

Hiatogroja varionosip - 7.7^-5

f95

TABLE 6. CALCULATION OF THE A POSTERIORI DISTRIBUTION
OF f FOR THE EWS SYSTEM — PI UNIT

.0048 .OU5 .327 1.63 .01)

.0057 .005 .347 1.60 .013

.0067 .uuu .362 2.6U .024

.00/9 .U13 .369 4.L ( 0 .039
,0093 .020 .367 7.39 .Oui
.0109 .030 .353 10.42 .006
.012Ü .0,11 .320 13.43 .110
.0152 ,054 .291 15.69 .129
.017Ü . O G / .246 16.50 .135
.0210 .079 .196 15.45 .127
.0240 ;OtU .145 1^.74 -1U5
.0292 .oyo ,099 C.f7 .073
.0344 .095 .061 5.BO .047
,0405 .OUI! .033 2.90 .024
.0476 . O f U .016 1.22 .010
.05»3 .O'.io ,006 ,41 ,003
.0663 .053 ,002 .11 .001
. 07i.'2 .041 .001 .02
.0921 .029 - - -
. ]OII6 . O i l ) - -_ -

l . O i K ) IP l .Uo l .OOO

I,(E/f) - (YJf ( l - f ) C 1

moani c< = ,O19
vuriaiicoi (1 "
porconL1 l u i ' i f05 -

195 -

Hlutogroni vuriaiicoifl ~
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TABLE 7 CALCULATION OF THE A POSTERIOR] DISTRIBUTION
OF f FOR THE EWS SYSTEM - P2 UNIT

P(£)L(L/f)

,0046
.0057
. 006 f
.0079
.0053
,0109
,0120
.0152
.0178
,0210
, 024Ü
,0292
.0344
.0405
.0478
,0563
,0063
, 07b2
C921
10U6

.005

.005
,ouu
.013
,020
.OjO
.041
.054
.007
.079
.Ooh
.090
.095
.OllU
.0?d
.006
,0j3
.041
.0?9
.0^0

l.ooo

.OOb

. m

.137

. l ' j ( ,

.196

.226

.251
,?60
.273
.263
.23b
.196
. 1 4 U
.100
.059
.030
.012
.004
.001
-

.44

.51
1.09
2.16
3.96
C.67

10.20
14.13
10.27
20.70
20.74
1 7 . 6 5
14. 1U

8.79
4 .65
1.9Ü
. (6
.16
.03
.01

147.36

.003

.003
.007
.015
.027
.045
.0 /0
.090
.124
.140
.141
. 120
.Ü96
.060
.032
.013
.005
.001
-
_

1.000

ineoni °< - .024

Histogram varijuicei fb - 1.2E—4

Lognormal poroejitil«u i f05 - 1.6^-2
f50 . 2.2E-2

EPS System

d=0.6 d=0.8 d=1.0

<*
P»a
Q05
Q50
Q95

2.6E-4
4.3E-8
6.5E-5
2.1E-4
6.5E-4

2.8E-4
6.1E-8
5.8E-5
2.1E-4
7.3E-4

2.9E-4
8.9E-8
5.2E-5
2.1E-4
8.3E-4

3.1E-4
1.3E-7
4.7E-5
2.1E-4
9.2E-4

3.3E-4
1.6E-7
4.3E-5
2.1E-4
l.OE-3

3.4E-4
1.8E-7
4.2E-5
2.1E-4
l.OE-3

E W S S y s t e m

0 d=0.2 d=.0.4 d=0.6 d=0.8 d=1.0

<*<L

P*V
Q05
Q50
Q95

4.4E-4
9.6E-8
1.3E-4
3.6E-4
l.OS-3

4.6E-4
1.3E-7
1.2E-4
3.6E-4
1.1E-3

4.9E-4
1.9E-7
l.OE-4
3.6E-4
1.3E-3

5.1E-4
2.5E-7
9.4E-5
3.6E-4
1.4E-3

5.3E-4
3.1E-7
8.8E-5
3.6E-4
1.5E-3

5.4E-4
3.4E-7
8.6E-5
3.6E-4
1.5E-3
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3.3. Comparison of results
The results shown under 3.1. and 3.2. above are
shown as a graph in Figure 2, so as to f a c i l i t a t e
t h e i r comparison. The mean, m e d i a n and 5 and 35
p e r c e n t i l e values of the failure-to-start
p r o b a b i l i t y for both systems are represented in a
l o g a r i t m i c scale.
For the case of hypothesis (a), the graph shows the
values c a l c u l a t e d in section 3.1. and corresponding
to total dependence between the f a i l u r e p r o b a b i l i t y
d i s t r i b u t i o n s of both components. For the case of
hypothesis (b), the values shown correspond with
d i f f e r e n t degrees of dependence that are expressed
by the values of parameter d.

Hyp(a)
EPS System

-J——————t——

-«—1

-*-t-

d
0.0

0.2

0.4
0.6
0.8

1.0

o.o
0.23

0.50

0.74
0.93
i.o

.(-

Eyp(a)

10~5 10"H

EWS Syatea

-I ——————————— »-1 ——

-4-

10' 10

0.0

0.2

0.4

0.6
0.8

„_ 1.0

JL
0.0

0.23

0.50

0.74
0.93
1.0

10 -5

References

10-^ 10 -3

, 5T5° ŝ 51 95 peroen-tiles
—I—. mean
d: degree of positiva dependence parameter
p : correlation coefficient

FIG.2. Comparison of results.
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4. CONCLUSIONS

The first c o n c l u s i o n arises from the comparison of the
v a l u e s of the parameters in the f a i l u r e - t o - s t a r t
p r o b a b i l i t y d i s t r i b u t i o n of the EPS system. This system
shows a s i n g u l a r c o n d i t i o n -which appears f r e q u e n t l y in
component failure statistics-: it did not fail at all
throughout a l l t h e p e r i o d i c a l tests performed d u r i n g
three years.

It may be observed that hypothesis (a), in w h i c h a
grouping of the data is considered, leads to a
d i s t r i b u t i o n that is se n s i b l y displaced toward the left,
that is, to o p t i m i s t i c Q v a l u e s , if compared w i t h the
d i s t r i b u t i o n r e s u l t i n g from c o n s i d e r i n g hypothesis (b),
in w h i c h the i n d i v i d u a l i n f o r m a t i o n corresponding to each
component in the system is m a i n t a i n e d .

The i n f o r m a t i o n provided by one s t a t i s t i c a l approach
{ r , + r 2 = 0; n, + n? = IS 7 } is e s s e n t i a l l y different
from that provided by the other {(r, _ Q

(r., = 0; n ,, = 96)'), this e x p l a i n i n g the displacement
observed in the f a i l u r e p r o b a b i l i t y d i s t r i b u t i o n s of the
EPS system.

In the case of the EWS system, the displacement between
the p r o b a b i l i t y d i s t r i b u t i o n s derived on the basis of
hypothesis (a) and (b) is p r a c t i c a l l y regardless; in
other words, no relevant differences exist between the
respective mean and median values.
The second conclusion concerns the d i s p e r s i o n parameters
of the failure-to-start p r o b a b i l i t y d i s t r i b u t i o n of
systems EPS and EWS and the dependence, or c o u p l i n g
degree, of the p r o b a b i l i t y d i s t r i b u t i o n s corresponding to
each one of the diesel u n i t s i n v o l v e d in those systems.

Considering the d i s t r i b u t i o n s derived w i t h i n the
framework of hypothesis (b) as f u l l y coupled does not
seem to be adequate because, a l t h o u g h they o r i g i n a t e from
a s i n g l e d i s t r i b u t i o n -that describing the p o p u l a t i o n - ,
they are later specialized for two components showing
different f a i l u r e behaviours, thus r e s u l t i n g in different
d i s t r i b u t i o n s for each one of those components (as may be
seen in Tables 4 through 7).
However, the d i s t i n g u i s h a b i l i t y hypothesis concerning
both d i e s e l u n i t s is c o m p a t i b l e w i t h r e a l i t y , since it is
i m p r o b a b l e that they show an i d e n t i c a l f a i l u r e behaviour
d u r i n g t h e i r l i f e t i m e . In fact, this hypothesis i m p l i e s
a more complex model and a higher complexity brings along
a h i g h e r degree of associated uncertainty. Thus, it was
considered convenient to assume that the p r o b a b i l i t y
d i s t r i b u t i o n s developed on the basis of hypothesis (b) be
f u l l y coupled. This i m p l i e d -as may be seen in Figure
2 - that the failure-to-start p r o b a b i l i t y d i s t r i b u t i o n s
for both systems are more broadened than those developed
on the basis of hypothesis (a).
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A REVIEW OF INITIATING EVENTS SELECTION
AND FREQUENCIES FOR PSA STUDIES

D. ILBERG
Department of Applied Physics and Mathematics,
Soreq Nuclear Research Center,
Israel Atomic Energy Commission,
Yavne, Israel

Abstract

I n i t i a t i n g events ( l E s ) are the occur rences that i n i t i a t e accident
sequences that p o t e n t i a l l y l ead to core damage in N u c l e a r Power P l a n t s
(NPP) . These occurrences can be experienced dur ing the operating l i fe of
a p l a n t , r eco rded and in cases that the i r f r e q u e n c y appears to be
unexpectedly high, may ini t ia te corrective actions.

One of the tasks in p e r f o r m i n g a P r o b a b i l i s t i c S a f e t y Assessment ( P S A )
cal ls for i n i t i a t i n g e v e n t s select ion and f r e q u e n c y es t imat ion . The
r ev iew given here discusses the data sources ut i l ized for performing this
task. It brings examples from actual PRAs , and some special probabil is t ic
studies that were published.

Two types of sources for lEs ident i f icat ion and frequency estimation are
discussed:

a) LER compi l a t i ons i n t ended for p r e s e n t i n g IE f r e q u e n c i e s . The
history of these data sources for transients, for Loss of Offsi te
Power (LOSP) and for Loss of Coolant Accident (LOCA) is given,

b) Fault-Tree analyses , or other p r o b a b i l i s t i c s tud ies , in w h i c h a
model is constructed and analyzed to compute a certain frequency of
a special IE. Th i s method is used m a i n l y in cases of i n f r e q u e n t
lEs having a small probabili ty of occurrence.

The discussion of init iating events selection and frequencies is presented
in the paper via a breakdown into several subgroups discussed separately:

(1 ) Transients

(2) Loss of Offsi te Power (LOSP)

(3) Loss of Coolant Accident (LOCA) including Interfacing LOCA

(^) Special Ini t iat ing Events

(5) Internal Flooding
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Relevant methodologies and data for these topics are given in the paper
and the t rea tments p e r f o r m e d in severa l types of PRA are r e v i e w e d and
compared . Several r ecommenda t ions are g i v e n on the more s u i t a b l e data
sources for PSA and for further data improvement.

1 . INTRODUCTION

I n i t i a t i n g even t s ( I B s ) a re t he o c c u r r e n c e s that i n i t i a t e acc iden t

sequences that p o t e n t i a l l y l ead to core damage in N u c l e a r Power P l an t s
(NPP) . These occurrences can be experienced dur ing the operat ing l i f e of

a p l a n t , r ecorded and in cases that the i r f r e q u e n c y appears to be
unexpectedly h igh , may in i t ia te corrective actions.

One of the tasks in per forming a Probabi l i s t ic Risk Assessment ( P R A ) calls
fo r i n i t i a t i n g e v e n t s s e l ec t ion and f r e q u e n c y e s t i m a t i o n . The r e v i e w

given here discusses the data sources u t i l i z ed for per forming this task.
I t b r ings examples f r o m ac tua l P R A s , and some spec ia l p r o b a b i l i s t i c
s tud ies that were p u b l i s h e d . There are in general two t y p e s of sources
for lEs indent i f ica t ion and f requency estimation:

a) LER c o m p i l a t i o n s i n t ended for p r e s e n t i n g IE f r e q u e n c i e s . The

history of these data sources for transients, for Loss of O f f s i t e
Power (LOSP) and for Loss of Coolant Accident (LOCA) is g iven.

b) Fau l t -Tree ana lyse s , or other p r o b a b i l i s t i c s t u d i e s , in w h i c h a
model is constructed and analyzed to compute a certain frequency of
a spec ia l IE. This method is used m a i n l y in cases of i n f r e q u e n t
IBs hav ing a small p robabi l i ty of occurrence.

The data on f a i l u r e rates for the above task (b) i s d e r i v e d f r o m L E R s as

well. It is rather d i f f i c u l t to collect the data f rom the plant-specif ic
f a i l u r e and c o r r e c t i v e ac t i on program. A large n u m b e r of even t s may be
needed for establishing an adequate data base for fa i lu re rate derivation.
If suf f ic ien t plant specif ic data is not ava i l ab le , generic f a i lu re rates

are uti l ized to evaluate the f requency of the special low frequency IBs.
An IE f r e q u e n c y can be made p l a n t - s p e c i f i c by u s i n g a two stage Bayes ian

update process. In this case the generic compilations of IE frequency data
are used as prior, and the collected plant specif ic occurrences are used to
e v a l u a t e the pos te r ior . The same t e c h n i q u e can be used also for u p d a t i n g

f a i l u r e ra tes for the use in Fau l t -T ree analyses for IE f r e q u e n c y
estimations.
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The discussion of in i t i a t ing events select ion and f requencies is presented
in the paper v ia a b r e a k d o w n i n to the f o l l o w i n g s u b g r o u p s w h i c h a re

separately discussed in the subsequent sections:

( 1 ) Transients

(2) Loss of Of fs i t e Power (LOSP)

(3) Loss of Coolant Accident ( L O C A ) inc luding In ter fac ing LOCA

(4) Special In i t i a t ing Events

(5) Internal Flooding

This discussion, however, is l imi ted to US type BWR and PWR plants.

Relevan t methodologies and data for these groups of IBs are g iven in each
section and the treatments performed in several types of PRA are rev iewed
and compared .

2. TRANSIENT I N I T I A T I N G EVENTS

Two classes of t r a n s i e n t lEs are d i s c u s s e d in this section: transients
w i t h s u c c e s s f u l scram a n d A n t i c i p a t e d T r a n s i e n t s W i t h o u t Scram ( A T W S ) .
The data for the f requency est imation of both classes is obtained f rom the
same data source, using d i f f e r e n t treatments on the basic data.

2.1 Transient Data Base

The ini t ia l rev iew of i n i t i a t i n g event data was performed by the Reactor
Safety S t u d y ^ 1 ^ (RSS). Twenty transient IE categories were selected for

BWRs and twenty-three for PWRs. E lec t r i c Power Research Ins t i tu te ( E P R I )
publ ished in 1978 its f i rs t study of anticipated t ransients^ '. This work
which w i l l be referred to as NP-801, inc luded compi la t ion of operational
occurrences in 12 BWRs and 30 PWRs. For BWRs it reported 459 even t s

in 37 se lec ted ca tegor ies of d i f f e r e n t lEs. For P W R s i t r e p o r t e d "1000
events ca tegor ized in 41 d i f f e r e n t lEs. The data in NP-801 c o v e r e d NPP

experience up to 1979 which was the equivalent of 47 p lant years and Ï3/

p l an t years fo r BWR and PWR r e s p e c t i v e l y . In 1982 E P R I p u b l i s h e d an
upda te in repor t N P - 2 3 0 0 ( 3 ) . I t repor ted 903 even t s for B W R s and 2093
e v e n t s for P W R s under the same IE ca tegor ies . The n u m b e r of p l a n t s
cove red inc reased to 16 B W R s and 36 P W R s and the amoun t of p l an t years

covered was 101 .5 p lan t years and 213 p lan t years fo r BWR and PWR
respectively.
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Some of the changes made in NP-2230 relat ive to the NP-801 study are:

a) N P - 8 0 1 had used an " e f f e c t i v e i n - s e r v i c e date" as s u p p l i e d by the

u t i l i t i e s . N P - 2 2 3 0 u n i f o r m l y used t he f i r s t day o f c o m m e r c i a l
o p e r a t i o n a s t he s t a r t i n g p o i n t fo r r e p o r t i n g p l a n t a n t i c i p a t e d

t r a n s i e n t s . Because of t h i s c h a n g e , 137 e v e n t s of NP-801 were
excluded f rom NP-2230 update.

b) NP-801 reports 191 events w i t h i n 37 plant years that occurred in the
years s u b s e q u e n t to the f i r s t year of p lan t o p e r a t i o n ( less than

h a l f the to ta l n u m b e r of e v e n t s ) . N P - 2 2 3 0 repor ts 6^7 e v e n t s in

85.5 plant years (70$ of the to ta l ) .

It is clear that NP-801 inc luded very early periods of plant operations,
such as f rom c r i t i c a l i t y to commercial operation, whereas NP-2230 included

events that occurred on ly af ter commercial operation was in i t ia ted . In
general t h i s is abou t a h a l f year la te r . T a b l e 1 is a compar i son of the
e v a l u a t i o n of severa l i n i t i a t o r f r e q u e n c i e s based on these two data
sources.

Table 1: SNPS-PRA and BNL Resul ts for Initiator Frequency
and Sources of Di f ferences

S N P S - P R A :
EPRI-NP-801 Data 5

Transient

Loss of Condenser
Vacuum (2,4,8)

Turbine Trip

MSIV Closure (5)

Loss of FW (22)

LOOP (31)

IORV (11)

CRW (27, 28)

Total

1st Subseq. All years
Year Yea rs Average

1.6 0.38 0.67

16.9 4.14 7.3

2.2 0.19 0.67

0.6 0.16 0.27

0.4 0.11 0.16

0.7 0.08 0.20

0.1 0.03 0.04

22.5 5.09 9.3

SNPS-PRA
Weighted
Average*

0.41

4.46

0.24

0.18

0.08+

0.09

0.03

5.49

BNL Review:
EPRI-NP-2230 Data6

1st Subseq. All Years
Year Years Average

1.0 0.38 0.47

13.4 6.39 7.39

1.67 0.27 0.47

0.27 0.11 0.13

0.13 0.12 0.12

0.53 0.15 0.21

0.13 0.10 0.11

17.1 7.52 8.9

Weighted
Average

0.40

6.59

0.31

0.12

0.08+

0.16

0.10

7.76

BNL Rev iew:
Two-Stage

Bayes i an

Subseq. All
Years Years**

0.40 0.50

6.85 7.89

0.29 0.57

0.11 0.13

0.12 0.15++

0.19 0.25

0.11 0.12

8.07 9.65

+Based on SNPS grid data.
++Based on NSAC-80 reportJ0 .

*Used in the PRA.
**Used 1n the BNL review.
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The f i r s t four columns of the table show a BWR-PRA results. The next four
columns represent results obtained from a p p l y i n g the same methodology to
the more recent data source ( N P - 2 2 3 0 ) . The two last c o l u m n s p resen t

results us ing the updated source and the two stage Bayesian methodology^- 5 '
. It can be seen that most of the inc rease in B ML r e v i e w s i n i t i a t o r

f r e q u e n c i e s d e r i v e s f r o m t h e u p d a t e d e x p e r i e n c e o f B W R r e l a t e d e v e n t s ,

rather than f rom the use of the Bayesian methodology.

The BWR-PRA d i f fe ren t ia ted between the impact of f a i lu re s dur ing the f i r s t
year of plant operation and f a i lu res occurr ing in later years. H o w e v e r ,

in the r e v i e w ^ ' i t was a r g u e d that the data base of N P - 8 0 1 u sed was not
s u f f i c i e n t l y r e f i n e d f o r th is p u r p o s e . T h e l a t t e r u p d a t e , g i v e n i n N P -

2230, showed that the impact of ignoring the f i r s t year of p lant operat ing
experience causes a reduct ion of about 2Q% in in i t i a to r f requencies (see
last two c o l u m n s of T a b l e 1) . In a d d i t i o n , the " w e i g h t e d a v e r a g e "
approach u t i l i zed in the BWR-PRA weighted the data f rom the f i r s t year as

( 1 / 3 5 ) and the data f r o m s u b s e q u e n t years as ( 3 4 / 3 5 ) . Th i s a p p r o a c h

a p p a r e n t l y resu l t s in smal l u n d e r e s t i m a t i o n o f i n i t i a t o r f r e q u e n c i e s ,

since we l a ck e x p e r i e n c e f r o m a g i n g p l a n t s ( a f t e r 30 to 40 years of
operat ion) .

Table 1 depicts that the number of shutdowns due to an t ic ipa ted transients
is h ighe r than e x p e r i e n c e d in the r ecen t years. T h i s i s a p p a r e n t l y
because the NP-2230 data base extends to 1981 only. An updated r e v i e w of

the experiential data was published in 1985 by

The INEL study updates the data base and covers addi t ional 10 BWR and 14
PWR plants. It updated the IE occurrences un t i l December 1983 so that the
data base includes 251 BWR plant years wi th 1832 events and 423 PWR plant
years with 3574 events. Now most of the events come from years f o l l o w i n g

the f i rs t two years of operation.

The INEL study reviewed the data base of NP-2230 and determined that :

a) INEL basically concurs wi th the choice of in i t ia l day of commercial
operation as the starting point for event recording.

b) INEL judges that the NP-2230 categories of IBs are adequate*, but in
need of be t ter d e f i n i t i o n s to a c c u r a t e l y desc r ibe the e v e n t da ta .

*"adequate" - i n c l u d e " f i n e " c a t e g o r i z a t i o n w h i c h a l low the PRA analyst
much f l e x i b i l i t y in combining events into transients groups
according to the speci f ic plant responses.
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The new I N E L da ta f a l l s too m a n y t imes in to the more broad
ca tegor i e s P W R ~ 3 7 and B W R - S i J . M o r e d e t a i l e d b r e a k d o w n o f these
categories can he lp the PRA analyst .

c) The BWR and PWR IE categories are comparable in most events and the
m a i n d i f f e r e n c e is in the t r e a t m e n t of the condenser o r i g i n a t e d
transients.

d ) W h i l e a c c e p t i n g the N P - 2 2 3 0 c a t e g o r i z a t i o n I N E L suggests a new
scheme of 50 BWR ( i n s t e a d of 37) and 56 PWR ( in s t ead of 41) IE
categories for s tudy in the f u t u r e . Ful l event def in i t ions should
be deve loped for the new scheme to enable their f u tu r e use.

The above f i nd ings were based on a thorough comparison of the NP-2230 data
base and the NRC Gray Book'°'* data base for 11 plants which were selected
for comparison. For each plant selected the events that occurred du r ing
the t h i r d and e ighth year of o p e r a t i o n were c a r e f u l l y compared . I t was
found that 66 ( 2 7 % ) events were categorized d i f f e r e n t l y based on the event
descr ip t ion in each of the two sources compared. However , about one third
of the discrepancies were because the Gray Book did have less information
than in the NP-2230 d e s c r i p t i o n . The f i n a l c o n c l u s i o n was that on the

w h o l e the N P - 2 2 3 0 data was f o u n d to be v a l i d and is i n d i c a t i v e of US
commercial NPP experience. This is because the deviations were small (and
not random) and in general, did not cross "borders" of the broad groups of
transients used in the PRA studies. Another important conclusion was that

s u f f i c i e n t a m o u n t of d e t a i l in the even t d e s c r i p t i o n s i s c ruc i a l for
correct categorizat ion.

M a n y P R A s used the NP-801 data sou rce ' ^ ' . O n l y newer P R A s such as the
Oconee P R A ^ ) that were prepared af ter 1983 used the NP-2230. None of the
published PRA today used the INEL data base.

2.2 An Appl icat ion of_ NP-2230 in the Oconee PRA

The Oconee is a p lan t that has three un i t s all of them o p e r a t i n g for
severa l years. T h e r e f o r e , a s i g n i f i c a n t p l a n t - s p e c i f i c e x p e r i e n c e was

a c c u m u l a t e d . These p l an t s ' s p e c i f i c records were used to m o d i f y the

*USNRC's Operating Uni ts Status report (Gray Book)
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generic data given in NP-2230 by using the two stage Bayesian method. In
a d d i t i o n the pi ant-specif ic e v e n t s were a lso used to m o d i f y the l i s t of
i n i t i a t o r s , i .e. , a d d i t i o n a l lEs were cons ide red beyond the s tandard 41

IBs of N P - 2 2 3 0 (e.g. "Loss of ICS bus K I" or "Low PZR p res su re s i gna l " ) .

F u r t h e r m o r e , based on the o r i g i n a l l is t of the lEs in the R S S ^ 1 ' ( T a b l e

1.4-9 t h e r e ) , i t was dec ided to i n c l u d e s t e a m - l i n e and F W - l i n e b r e a k
i n i t i a t o r s in the l ist of Oconee t rans ien t s . T h u s , the Oconee P RA
i n c l u d e d 10 lEs c o l l a p s e d f r o m the 41 PWR lEs and f o u r lEs beyond the

standard list of NP-2230 (or INEL).

The Oconee PRA frequency eva lua t ion provides addit ional insight on the use

of N P - 2 2 3 0 da ta . The PRA ana lys t s r e e v a l u a t e d the records of the p l a n t

t r a n s i e n t e v e n t s and coime out w i t h a d i f f e r e n t n u m b e r of e v e n t s than in
t he N P - 2 2 3 0 t r ans i en t ca tegor ies fo r Oconee ; t he m a i n d i f f e r e n c e was in
the number of cases of the "partial loss of MFW" transient. Many of these
e v e n t s were r e c a t e g o r i z e d as " t u r b i n e t r ip" in Oconee PRA ins tead of

"partial loss of MFW" in NP-2230. In the course of the r e v i e w ^ 1 0 - 1 of the
Oconee PRA additional considerations were inc luded which resulted in some

small changes in the f requency determinat ion of the IBs as can be seen in
Table 2. The t ab le p r o v i d e s also a c o m p a r i s o n w i t h th ree other
probabil is t ic studies.

Table 2: Comparison of OPRA and BNL Initiator Frequencies
With Several Other Studies

v
T2 :

V
1 1,.

l5:T 6:

V
T8 :

T9:
T10:
TM'
T1 2 :

T 13:
TI„:

R:
RPV:
Août
VS:
S:
M:
A:

Initiator

.Turbine trip
Reactor trip

Loss of MFW
Partial loss of MFW
Loss of condenser vacuum
LOOP
Loss of air
.Excessive FW flow
1MUPS malfunction
Spurious ESF
SLB and TBV failure

FW-l ine break
ICS malfunction
,Loss of SWS
*Loss of CCW
Stuck open spray
.Loss of ac power bus
Loss of dc power bus

SG tube rupture
RPV rupture

: Interfacing LOCA
Very small LOCA

Small LOCA
Medium LOCA
Large LOCA

Arkansas1

IREP

7.1
1.0

0.32

-
-
-
-
-

2.6E-3
-
-

0.035
0.036
-
-
-

0.020
6.9E-4
1.6E-4
8.7E-5

Midland
PRA 3

6.1
1.9
0.7

0.135

0.22
2.9E-3
-

6.7E-3
-

0.055
3.7E-6
4.1E-5
-
-

0.014
-

7.7E-7
5. OE-3
3.3E-3
4.7E-4
2.0E-4

B/W
Owner
Group

{4.1
0.9

0.14

0.22
-

}0.052
-

0.048
-
-
-

_
0.017
-
-

8.3E-3*
4.E-4

I }

OPRA

(4.9
0.64
0.69
0.21
0.17
0.17
0.092

0.01
3. -3
9.3E-4
0.02
4. OE-3
-

0.044
5.4E-3

8.6E-3
1.1E-6
1.4E-7
-

3. OE-3
_

9.3E-4

BNL
Review

(4.9
0.5
0.69
0.21
0.12
0.21

0.092

0.01
0.053
9.3E-4
0.05
4.9E-3
-

0.044
5.4E-3

8.6E-3
1.1E-6

3. OE-3
3. OE-3

..

}9.3E-4

*Taken from the ORNL precursor study NUREG/CR-2497. It includes Induced LOCAs
(about 40%).
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2.3 ATWS Selection and Frequencies

The data base of N P - 2 2 3 0 or I N E L is s u i t a b l e for the d e r i v a t i o n of ATWS
frequencies and for the selection of several types of ATWS which require a
d i f f e r e n t p l a n t response. Table 3 ( t a k e n f r o m Ref . 10) p r o v i d e s an
example of how the NP-2230 data is used for the evaluat ion of ATWS in the
Oconee PRA.

Table 3' Mean Annual Frequencies of Transient Categories at Oconee (from EPRI-NP-2230)

AI l Power Levels

Transient Category

Loss of condenser vacuum

Turbine trip

Loss of main feedwater

Loss of offslte power

Load Increase

Loss of RCS flow

Control rod withdrawal

RCS depressurlzotlon

Boron dl lut Ion

Excessive coo (down

MS IV closure

Inactive RCS loop startup

Total

EPRI-NP-2230
Grouping

25,27,30

3,9,12,15,19,
21,23,28,33,
34,36-40

16,22,24

35

26,29

1,14

2

4,5,7

11

6,20

17,18

13

AI l
years

(19.8 years)

0.25

5.10

0.70

0.05

0.05

0.25

0.10

0.05

<0.01

<0.01

N/A

<0.01

6.60

Subsequent
years

(16.8 years)

0.12

4.40

0.48

<0.01

0.06

0.18

0.12

0.06

<0.01

<0.01

N/A

<0.01

5.50

Power Level Greater than
25*

A l l
years

(19.8 years)

0.20

4.30

0.35

0.05

0.0

0.15

0.10

0.05

<0.01

<0.01

N/A

<0.01

5.20

Subsequent
years

(16.8 years)

0.12

3.70

0.18

<O.OI

<0.01

0.12

0.12

0.06

<0.01

<0.0t

N/A

<0.01

4.30

The f i r s t c o l u m n shows the g r o u p i n g wh ich is per formed accord ing to the
specific plant response. The frequency of each ATWS category is evaluated

for all years i n c l u d i n g f i r s t year of opera t ion ( c o l u m n 2) and for
subsequent years after the first year of operation (column 3). Because an
ATWS f rom power l eve l smal le r than 25% is considered b e n i g n , the
frequencies for this case are also evaluated, and they are used in the PRA
analysis.
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An example of the use of NP-801 is in the Shoreham P R A ' . The frequency
of ATWS cha l lenges to the scram system as e v a l u a t e d for power l eve l
greater than 25% was 3.87 per year. In the review^ the NP-2230 was used
and the ATWS challenge frequency raised to 7.34 per year which is higher
by a lmos t 100?. This is because N P - 8 0 1 , has 60% of the data f r o m the
f i r s t year of plant opera t ion w h i c h i nc ludes m a n y cases of low power
test ing. In NP-2230 the t ime per iod be fo re commerc ia l opera t ion was
removed . Thus , in the l a t te r , o n l y 33% of the data are f rom the f i r s t
year of plant operation. This f igure is fur ther improved in the INEL data

base.

3. LOSS OF QFFSITE POWER (LOSP)

3.1 Data Sources

Loss-of-Offsite-Power (LOSP) experiential data have been reviewed in four
studies since 1980:

1. Scholl ^2) r e v i e w e d the data r e c e i v e d from licensees fo l lowing a
June 1980 NRC reques t to submi t l icensee exper ience w i t h LOSP
events . This r e v i e w i n c l u d e s a list of 109 occurrences of LOSP
events.

2. A SAI s tudy was s u m m a r i z e d in E P R I - N P - 2 3 0 1 ^ 3 ) w h i c h used data
collected from 47 nuclear power plant sites. The report presents
f r e q u e n c y and d u r a t i o n of LOSP f r o m 45 occur rences th rough A p r i l
1981, representing 375 plant years of experience.

3. A N S A C / O R N L s tudy was repor ted in N S A C / S O ^ 1 ^ wh ich covered 52

nuc lea r power p lan t si tes, for the per iod pr ior to December 1983-

It summarizes 47 LOOP events in 530 plant years.
4. An USNRC study for the resolution of the "Station Blackout" issue

was reported in NUREG-1032. The study covered 52 NPPs (all the US
NPP sites of December 1983 excluding three with one offsi te power
connection). It summarizes 55 events in 533 plant years.

The review of the data sources has resulted in several f indings:

a) The Scholl data base is ra ther conse rva t i ve and needs add i t iona l
evaluations prior to its utilization in PRAs .

b) The NP-2301 data base is more r ea l i s t i c . A few events are
apparen t ly mi s s ing f rom this source. I ts r ecovery p robab i l i ty
information is relatively conservative for use in PRAs .
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c) The N S A C / 8 0 data base appears to be s u i t a b l e for r e a l i s t i c PRA
a n a l y s e s . I t r e c o m m e n d s e x c l u s i o n o f s eve ra l to ta l L O O P

o c c u r r e n c e s d u r i n g s h u t d o w n w h i c h i t j u d g e s to be " i m p o s s i b l e "
dur ing operat ion. Our judgment is that these are inadver ten t human

errors that should be included for completeness.

The a b o v e th ree s tud ie s r e p o r t e d the LOSP e v e n t s by p l a n t and per

geog raph i ca l r eg ions w h i c h h a v e s i m i l a r wea the r c o n d i t i o n s a n d a n

i n t e r c o n n e c t i o n a g r e e m e n t w i t h respect to k e e p i n g a r e l i a b l e e l e c t r i c

s u p p l y in that region.

d) The N U R E G - 1 0 3 2 d a t a ( 1 5 ) are based on a lmost the same data base as

the NSAC/80 however , i t i n c l u d e s the " shu tdown" e v e n t s as w e l l .

The ma in improvement of this study is that it provides a breakdown

of a l l t he LOSP e v e n t s i n t o w e l l d e f i n e d causes w h i c h a l l o w s
t a i l o r i n g of the LOSP f r e q u e n c y of a new p l a n t a c c o r d i n g to i ts

design and also allows for eva lua t ing the improvement that may be
expected by a design change in an older plant.

3.2 Some Applications

Ref. 16 presents a r e v i e w of the results of app ly ing the f i r s t three data
sources to a B W R . The a p p l i c a t i o n was based on us ing the LOSP e v e n t s in
the geograph ica l r e g i o n of the new BWR p l a n t for g e n e r a t i n g a p r io r to

s e r v e as a f i r s t e s t i m a t e to the p l a n t LOSP f r e q u e n c y (One-Stage

Bayesian). The NUREG-1032 s tudy^ ^' presents several comparisons between

PRAs results using plant or regional LOSP experience, and the results of

t h e genera l m e t h o d o l o g y sugges ted t a k i n g i n t o account p l a n t s p e c i f i c
f e a t u r e s such as p lan t p ro t ec t i on aga ins t wea ther c o n d i t i o n s in the
region, grid related design and plant spec i f ic design and procedures. It

c o n c l u d e s that the gene r i c mode l s can u s u a l l y p r o v i d e good "bal l p a r k "
r e s u l t s for gener ic a p p l i c a t i o n s and p e r s p e c t i v e s . I t w o u l d be less

suitable for plant-specif ic LOSP frequency determinat ion at least unt i l
better data would be accumulated on the design features associated w i t h
each LOSP occurrence.

I t may be c o n c l u d e d that w h i l e N U R E G - 1 0 3 2 may be more s u i t a b l e for the
newer p l an t s , N S A C / 8 0 w o u l d be more s u i t a b l e for two stage Bayesian

updating of data for older plants.
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4. LOCA F R E Q U E N C I E S

T n e R e a c t o r S a f e t y S t u d y ( R S S ) e v a l u a t e d t n e Loss o f C o o l a n t A c c i d e n t

( L O C A ) f r equenc ie s by i n f e r ence f r o m generic data on p ipe orea* in tne non

nuclear i ndus t r i e s . Tn is is tne oasj.3 for the / a l j e s snown in T a o l e 4 fsr

the RSS. Tne Reactor Pressure Vessel ( R P V ) r u p t u r e p r o b a o i l i t y /vas a lso
based on non nuclear vessel expe r i ence , d h i l e tne f r e q u e n c y Df tne l a t t e r

did not change much by newer PRAs ''most of them s t i l l use tne RSS v a l u e ) ,
the L O C A f r e q u e n c i e s ^ere r e e v a l j a t e d in tne new-^ P R A s . M -11 a n d ' 1 7 D ' ,

Table 4: A Comparison of LOCA Frequencies in Various PRAs

LOCA Type Very Small
Init iator^*) LOCA

PRA VS

A R K A N S A S 0.020
I REP

M I D L A N D 5.0E-3
PRA

B/W Owner 8.3E-3
Group

OCONEE
PRA

L I M E R I C K
PRA

SHOREHAM
PRA

BWR-6
PRA

SEABROOK
PRA

RSS-PWR

RSS-BWR CRD Pump

Small
LOCA

S

6.9E-4

3.3E-3

4.0E-4

3.0E-3

0.010

8.0E-3

1.2E-3

1.7E-2

2.7E-3

2.7E-3

M e d i u m Large RPV In ter fac ing
LOCA LOCA Rupture LOCA

M A RPV Août

1.6E-4 8.7E-5

4.7E-4 2 . 0 E . 4 -- 7.7E-7

-- -- --

9.3E-4 1 .1E-6 1 .4E-7

2.0E-3 4 .0E-4

3.0E-3 7 .0E-4 3.0E-7 1.8E-7

6.7E-4 2 .1E-4 -- 1.7E-7

4.7-4 2.0E-4 2.7E-7 1.8E-6

8. IE -4 2.7E-4 1.0E-6 1.1E-5

8.1E-4 2.7E-4 1.0E-6

SG Tube
R u p t u r e

R

--

0 .014

0.017

8.6E-3

--

--

—

1 .4E-2

—

—

*VS:Very Small - less than 1.5 inch diameter break; S rSma l l LOCA - less than 4
inch diameter break; LrLarge LOCA - Greater than 4 inch diameter if "Medium"
is not considered, otherwise greater than 8 inch diameter size.
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*' and Seabrook^ ' <<*> PRAs used experiential data for the evaluation
of part of the L O C A f r e q u e n c i e s rather than p ipe break data used in the

RSS. The Oconee PRA'^ considered the fo l lowing events in a population of
35 plants:

Large LOCA (A) : no event occurred

Small LOCA (S) : one event that occurred at Zion Unit 1 in 1975

S G R u p t u r e (R) : Th ree even t s of SG tube r u p t u r e s w i t h l eakage rates

greater than 100 gpm : S u r r y U n i t 2 ( N o v . 1 9 7 2 ) , Poin t Beach U n i t 1

(Feb. 1 9 7 5 ) , and Prair ie Island Uni t 1, (Oct . 1979) .

A two-stage Bayesian analysis was applied to the above generic data and to

the Oconee p l a n t - s p e c i f i c e x p e r i e n c e w h i c h r e f l e c t s none of the above
e v e n t s in any of the th ree u n i t s on site. The BNL r e v i e w of the Oconee
P R A ( 1 ° ) a d d e d ano the r e v e n t :

Very Small LOCA (VS): One event that occurred at H.R. Robinson U n i t
2 (May 1975) .

This has added a f r e q u e n c y of 3 x 10~3 (see Tab le H) in a d d i t i o n to the

NP-2230 transient no. 6. B/W owner group^ 1 8 ^ based their estimate of "VS"

on the precursor study ( N U R E G / C R - 2 4 9 7 ) ^ 1 9^ which introduced the "Robinson
event" ment ioned above.

Table 4 summarizes the list of in i t ia t ing events that can be considered
under the "LOCA" category and their frequencies according to several PRAs.
It includes both PWR and BWR plants.

The Table includes LOCA frequencies from two types of origins:

a) Based on pipe break frequencies such as in the RSS.
b) Based on LERs such as in some of the newer PRAs .

The frequencies of Interfacing LOCA ( A o û t ) has been derived in a process
s i m i l a r to the sma l l LOCA and SG r u p t u r e cases. The RSS es t imated its
frequency based on generic check va lve fa i lu re rates. Later P R A s , used

gener ic v a l v e and p ipe break data^ 2 0 " 2 ^ to es t imate I n t e r f a c i n g LOCA
f requenc ies^ 1 1 7 ,24 ,25)^ The publ icat ion by NRC^ 2 ^ of a number of casées
in which a testable check valve was inadvertently activated while another
check va lve was leaking, learf to several recent studies which uses LER for
a P W R ^ 2 ^ and for B W R s ^ 2 5 » 2 7 ) e x p e r i e n c e to i m p r o v e the v a l v e and p ipe
b r e a k d a t a i n o r d e r t o p r o v i d e a m o r e p i a n t - s p e c i f i c f r e q u e n c y
determination. The NRC data reported nine fa i lures of air operated check
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v a l v e s in 1361 BWR v a l v e years. Tables 5 and 6 p resen t a c o m p a r i s o n of
severa l sources on v a l v e f a i l u r e , r u p t u r e and l e a k a g e rates as used in
several PRAs and other special probabilist ic studies. W h i l e the RSS used
data f r o m non n u c l e a r sources , the N U R E G / C R - 1 3 6 3 uses L E R s fo r m a n y

p lants , most of them inc lude small leakages as we l l as very smal l ones
(Tech spec exceedance) . The last two sources (see Tab l e s 5 and 6) uses
more recent LERs. The data provided in the tables is used to estimate the
Interfacing LOCA frequencies according to the number of va lves avai lable
in every leak path iden t i f ied in the par t icular plant under r ev i ew , and on
the basis of the testing intervals used on each leak path's valves.

Table 5: Motor Operated Valves Fai lure Rates

Component Source

H S S < 1 >

Motor

Failure Mode

Failure to
operate
(include
command )

Assessed Range

3x10^ - 3x10"3/d

Mean Value

1.3x10~ 3 /d

Operated , O Q ,
NUREG/CR-1 363U3} Failure to

Valves
(MOV)

(for BWRs) operate(includecommand )

8x10~3/d

NUREG/CRH363
(for BWRs)

Command Failure
of both MOVs
(Inboard and

SNPS-PRA ( 1 1 )

App. A. 2*

CHU-198? (25 )

CHU- 1987

CHU- 1987

Failure to ——
operate
(w/o command)

Failure of ——
Inboard and
Outboard MOVs

MOV ——
Spurious
Opening

MOV Spurious — —
Oppni n g

Failure to — -
reclose

Inadvertent
opening

6x1(T3/d

2x10~3 /d

1.6x1 0~7 /h r

9.2x1CT8 /hr

3 .9x10~ 6 /d

1.2x10~3/d

*Based on GE evaluation
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Table 6: Valve R u p t u r e or Excessive Leakage Rates

Component

Check
Valves

Check

Valves

or
Motor

Operated
Valves

Source

RSS^ 1 ^

N U R E G / C R
- 1 3 6 3 (23)

SEABROOK PRA
u p d a t e ( 1 7 )

CHU-1987 ( 2 5 )

RSS

N U R E G / C R
-1363

SEABROOK PRA
update

CHU- 1987

Failure Mode Assessed Mean Value
Range

[hr"~ ] [hr~^ ]

Internal Leakage 10~6 -10~7 3 . 8x lO~ 7

(severe )

Internal Leakage --- 1x10

(all sizes)

Internal Leakage 5x1(T8 -1x1Cf1 0 10~9

(severe )
(all sizes) 5xlO"6 -5x10~8 5x10~7

Internal Leakage —— 3.4x10 -7

(all sizes)

Rupture 10~7 -10"9 2.7x10

External —— 7xlO"8

Leakage /Rupture

Rupture —— <5x10~9

Disk —— 1.4x10"7

Separation

*Never occurred in more than 10,000 valve-years

5. S P E C I A L I N I T I A T I N G EVENTS

Tne nore r e c e n t D RA s do not s o l e l y use the t r a n s i e n t da ta sources for
i d e n t i f y i n g and e v a l u a t i n g lEs. They inc lude a t reatment to i d e n t i f y events
of the loss of s u p p o r t sys tems. Some lEs of this k i n d are loss of
i n s t r u m e n t a i r , DC power buse s , s e r v i c e wa te r or componen t cool ing wa te r .

These even t s , in spite of being r e l a t i v e l y in f requen t , have a large impact
because severa l support and subsequent ly f ron t l i ne systems fa i l as a result
of the IE.

As a r e s u l t of t h e i r low f r e q u e n c y of o c c u r r e n c e , there is no s u f f i c i e n t
plant spec i f i c experience. Thus, their potential f requency is estimated by
a special ana lys i s ; in most cases a f a u l t tree analysis. Such an analysis

was performed in the Oconee PRA^' . Table 7 is an example of the evaluat ion

of the loss of instrument air ini t iator f requency performed in Reference 9
by the f a u l t tree method.
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Tab le •7. Loss of Instrument-AI r-ln I tlator Frequency Contributors

Event Description Dominant Cut Set

I n i t i a t o r
Frequency (yr )
OPRA BNL««

Contaminât Ion

Pipe rupture

Loss of SA and one IA
tra 1 n

Loss of SA and one IA In
ma 1 nfonancs

Loss of SA and loss of
ROW to IA

One IA tral n f a l l s and
SA Interconnect and
f a l l s too

Total

Inadvertent IA system con-
lamlnat lon w i th water or oil

IA p ipe rupture not repaired
In 1 0 m l nutes"

Pipe leak In SA system and
fa i lure of one IA compressor
to run

Pipe leak In SA system and
one IA compressor In mainte-
nance

Pipe leak In SA system and
RCW va lve to IA f a l l s closed

IA f a l l s mechanica l ly to run,
and SA Interconnect f a l l s

AIAPICF

AIAPILF*
A 1 AP 1 L 1 OF

ASAPILF»
AIACPCF»3

ASAPILF»
A 1 ACPAM»3

ASAPILF*

ARCWIASVO»3

AIACPCF«3*
(ASAIAVDO -f
ASAIAVVH)

0.102 0.133

0.052 0.059

0.006 0.007

0.003 0.004

0.002 0.003

-O 0.001

0.17 0.21

"The a b i l i t y to repair or isolate a major leak In the IA sysvem Is complicated by the fact that the
system was not I n c l u d e d In the d e t a i l e d deslnn drawings — w h i c h make the recovery operation more
d i f f i c u l t . Some p i p e s and v a l v e s are not v l s l b . l e or accessible (OPRA, page A.15-10).

"»Differences In the BNL roovaluatlon are due to BNL's use of a factor of 0.8, rather than 0.7, to
account for unit 3 being at power during the fault, and to correctly use the.failure data given on
page A15-I9 of OPRA.

The data required for these special lEs are of two kinds:

a) Experiential data (LERs) on these special events in similar plants.

This is used to i d e n t i f y the ex is tance of the potent ia l for these
kinds of IBs.

b) Failure rates of equipment either generic or plant-specific for the
q u a n t i f i c a t i o n o f t h e f a u l t t ree tha t w a s c o n s t r u c t e d f o r
estimating their potential frequency.

6. INTERNAL FLOODING

Internal f l o o d i n g is another i n i t i a t i n g event that is t rea ted in a

detailed special study. The two common approaches that were referred to
in the p r e v i o u s sections were also used for e v a l u a t i n g the in te rna l
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flooding frequencies:

a) Estimation from NPP experienced f looding events combined wi th the
plant-specific flooding-event experience.

b ) E s t i m a t i o n f r o m de t a i l ed f a u l t - t r e e mode l s fo r s eve ra l i n t e r n a l
f l o o d i n g rates based on p lant design and on the basis of p i p e
rupture rates, expansion joints rupture rates, valves ' fa i lure rates
and human errors in maintenance.

T h r e e i m p o r t a n t i n t e r n a l f l o o d i n g s t u d i e s w e r e p e r f o r m e d i n t h e
past^>1 1 > 1 7) . These three PRAs all used a combination of both approaches.

In the case of the Oconee PRA^ 1 °' three iterations were carried out on the
f l o o d i n g ana lys i s . The f i r s t was acco rd ing to approach (a) a b o v e , the
second was a c o m b i n a t i o n of (a) and (b) and the th i rd i t e ra t ion was a
c o m b i n a t i o n of (a) and (b) w i t h v e r y de ta i l ed (b) approach . In the case of
the Seabrook P R A " ' ^ , approach (a) was used more extensively than approach
(b ) . H o w e v e r , p ipe f a i l u r e rate data was used to assess the f r e q u e n c y of
the very large f looding category for which no event has been experienced by

the i n d u s t r y . The approach in the Shoreham P R A ^ 1 1 ^ took in to accoun t the
NP-801 t rans ient IE f r e q u e n c i e s in combina t i on w i t h u n a v a i l a b i l i t y of
i so la t ion system (due to m a i n t e n a n c e and h u m a n e r ro rs ) when the t r ans i en t
occurred, leading to a f looding event.

All the above appl icat ion indicated a need for f looding event records from
NPP operating experience, and for e f fec t ive pipe and valve fa i lure rates.

7. SUMMARY

A discussion of ini t ia t ing event selection and f requency determination was
presented by a b r e a k d o w n in to t rans ien t s , Loss of O f f s i t e P o w e r , L O C A s ,

Specia l even ts ( m a i n l y i n f r e q u e n t suppor t sys tem f a i l u r e s ) a n d i n t e r n a l

f looding . The methodologies used were e x a m p l i f i e d f rom the t reatment
employed in recently published PRAs. There are two main approaches used:

a) Study of LERs and plant-specif ic occurrences which are combined by

the two-stage Bayesian methodology.
b) Fault tree analyses and similar studies to probabl is t ical ly evaluate

the frequency of a certain ini t ia t ing event.

Many studies combined the two approaches in their detailed analysis.
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Our review reveals the need for accumulating LERs for use in PRA for the
purpose of initiating event selection and frequency determination. It
identifies the need for a master list of initiating event categories with
well defined event descriptions to help the PRA analyst. In addition, the
need for better failure rates in some particular dreas - mainly for pipes
and valves is identified for use in determination of LOCAs and internal
flooding events.
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