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ON-LINE MONITORING OF INSTRUMENTATION IN RESEARCH REACTORS
FOREWORD

Research reactors are used to explore various fields in science and technology, and examples include producing neutrons for radioisotope production, conducting material testing, and supporting education and training. Research reactors are smaller than nuclear power reactors, and operate at a lower power, temperature and pressure. Like power reactors, however, they still require the same range of activities to be performed for safe and effective operation and utilization.

There are nearly 250 research reactors in operation worldwide and approximately half of them are over 40 years old. Research reactors rely extensively on instrumentation and control (I&C) systems for providing functions such as protection, control, supervision and monitoring. Therefore, ageing and the increasing obsolescence of I&C systems are a major concern. With research reactor licence renewals and power uprates, the long term operation and maintenance of I&C systems in a cost effective and reliable manner play a significant role in improving the performance of research reactors.

On-line monitoring (OLM) techniques have been successfully implemented in power reactors for a number of applications, such as changing to condition based calibration, performance monitoring of process instrumentation systems, detection of process anomalies, and distinguishing between process problems and effects and instrumentation and sensor issues. In spite of significant advances in OLM technologies for power reactors, research reactors have yet to benefit from all that OLM can offer.

This publication is the result of a coordinated research project (CRP) on improved I&C maintenance techniques for research reactors. It lays the foundation for the implementation of OLM techniques and the establishment of their validity for improved maintenance practices in research reactors. The process data that are available in the plant computer from sensors of technological processes can be used to verify the calibration of the sensors. The data are easily retrieved from the plant computer and analysed to identify the sensors that have drifted beyond their allowable limits. The drifted sensors are then calibrated and the remaining sensors are left until the next calibration cycle.

The work performed during the CRP consisted of two concurrent efforts: a compilation of techniques for cross-calibration, OLM and sensor response time testing; and a benchmark effort whereby the CRP participants provided research data from laboratory experiments as well as actual plant data that were analysed during the project to demonstrate the validity of the methods presented in this publication. This information is intended for research reactor operators to justify a switch from a time based maintenance strategy for I&C systems to a condition based maintenance strategy.

The IAEA wishes to thank all participants and their Member States for their valuable contributions, especially the contributions made by H. Hashemian (United States of America), who chaired the meetings. The IAEA officer responsible for this publication was R. Sharma of the Division of Nuclear Fuel Cycle and Waste Technology.
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1. INTRODUCTION

1.1. BACKGROUND

Condition based calibration strategies for process instrumentation systems have been endorsed by regulatory authorities and are being implemented in nuclear power plants (NPP) with great success. This has resulted in improved safety and efficiency through reduction in human errors, reduction in radiation exposure of personnel and improved accuracy and reliability of process measurements. These benefits have been resulted specifically from the extension of calibration intervals of important process instruments using monitoring technologies that provide real time condition monitoring of drift and accuracy.

Research reactors differ from power reactors, varying widely in design, purpose, size, operating conditions, etc. The adoption of on-line monitoring (OLM) techniques in research facilities will improve reliability and performance of RR's as well. Table 1 shows advantages of the new strategy over the conventional hands-on calibration procedures.

### TABLE 1. ADVANTAGES OF OLM FOR RESEARCH REACTORS

<table>
<thead>
<tr>
<th>Conventional Calibration</th>
<th>Condition Based Maintenance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performed manually on fixed intervals</td>
<td>Calibrate only if needed</td>
</tr>
<tr>
<td>Requires access to equipment</td>
<td>Monitoring performed remotely and hands-off</td>
</tr>
<tr>
<td>Performed occasionally</td>
<td>Performed regularly</td>
</tr>
<tr>
<td>Detects problems after they have occurred</td>
<td>Detects problems as they occur</td>
</tr>
<tr>
<td>Some maintenance can be performed only when the plant is at shutdown</td>
<td>Most maintenance can be performed during plant operation</td>
</tr>
<tr>
<td>Environmental and process condition effects are not typically included</td>
<td>Environmental and process condition effects are included</td>
</tr>
</tbody>
</table>

Indirect benefits of the OLM strategies include:

a) Improved safety;
b) As Low as Reasonably Achievable (ALARA) principle savings;
c) Optimization of maintenance tasks;
d) Reduced outage time;
e) Labour cost savings;
f) Trip reduction;
g) Reduced potential for damage to plant equipment;
h) Objective schedules for replacement of capital assets (capital assets are replaced based on their conditions as opposed to their age);
i) Data to support life extension of plant equipment;
j) Other benefits (e.g. cost and time of dress-out to enter radiation controlled zone for equipment maintenance, low level waste cost reduction, time savings for I&C technicians, facility support and supervisors, quality control and quality assurance personnel, health physics personnel and administrative personnel).

The International Atomic Energy Agency (IAEA) has played a significant role in development and use of OLM techniques and has produced numerous publications. On-line monitoring is defined as “an automated method of monitoring instrument output signals and assessing instrument calibration while the plant is operating, without disturbing the monitored channels” [1]. It has been demonstrated that the dynamic performance of temperature, pressure, level and flow instrumentation in RRs can be measured remotely while the process is at normal operating conditions. The methods are referred to as the loop current step response (LCSR) test for temperate sensors and noise analysis technique for pressure, level and flow sensors and associated sensing lines.

In fact, a recent CRP performed under the auspices of the IAEA has resulted in the latest compilation of technologies, procedures, guidelines, and standards to facilitate the implementation of condition based calibrations in Member States. The list of the IAEA publications related to the subject of OLM and calibration monitoring for power reactors is presented in the bibliography.

On-line drift monitoring using data from the plant computer and other sources can separate the instruments that are drifting and can therefore be calibrated from those that are not drifting and can be spared from calibration. As a result, over 90% of process instrumentation systems in NPPs are spared from calibrations that are unnecessary and potentially harmful to the reliability of the instrumentation and safety of the plant. Research reactors typically measure the same types of process parameters as power reactors and use similar nuclear grade instrumentation or in many instances commercial grade equipment. They can therefore benefit from a condition based calibration strategy.

Today, the calibration of an instrument channel in an RR is performed in two steps:

a) Perform a calibration check to detect if the channel has drifted beyond allowable limits;
b) Calibrate, if the allowable limits are exceeded.

The first step, which takes nearly 95% of the effort, can be automated by OLM. That is, the normal output of instruments can be recorded over the operating cycle and analysed for deviation from a process estimate. The process estimate is obtained by the averaging of redundant signals and/or empirical and physical modelling of the process. Research performed over the last decade and documented in numerous reports, guidelines, and standards has shown that advanced signal processing techniques can produce accurate process estimates to establish the reference for calibration monitoring. The selection of standards and guidelines related to the subject and produced over the last ten years is contained in bibliography. This list represents standards or guidelines of the International Electrotechnical Commission (IEC), International Society of Automation (ISA), the Electric Power Research Institute (EPRI) and the IAEA.

A compilation of historical calibration data produced from NPPs by the EPRI and reported to the US Nuclear Regulatory Commission (NRC) has shown that over 90% of process instruments maintain their calibration stability for eight years or more and may not be calibrated as often as in the past. In fact, one plant has demonstrated that implementation of on-line calibration monitoring has resulted in significant saving while increasing the safety of the plant as measured objectively through reduced core damage frequency.
Two questions often arise in connection with OLM implementation for instrument calibration monitoring: (1) how to address the effects of common mode drift, and (2) how to verify calibration over the entire operating range of a sensor. Both questions have been successfully resolved. To overcome common mode drift, two options are available, (1) calibrate one of the redundant channels on a rotational basis, and (2) use empirical and/or physical modelling techniques to obtain an independent estimate of the process.

As for verifying the calibration over the entire operating range of an instrument, OLM data may be collected during startup, shutdown, and normal operating conditions and used to identify calibration problems not only at the operating point but also at other levels throughout the span of the sensor. In RRs, this is even easier as they go through more startup and shutdown cycles providing ample data to verify instrument calibrations over their entire span. In this respect, RRs are even more suited for on-line calibration monitoring than power reactors.

1.2.OBJECTIVES

This publication is a result of the CRP entitled ‘Improved I&C Maintenance Techniques for RRs’ whose main goal was to produce the technical foundation for implementation of OLM to optimize the frequency of calibration of process and nuclear instrumentation channels for RRs.

The objectives of the CRP were to:

a) Compile technologies, standards, regulations, and guidelines on OLM for calibration monitoring;

b) Survey current procedures, database of existing process instrumentation, historical data and available means of performing OLM in RRs.

The time to embrace this strategy has come and most of the work including the development of the regulatory basis for OLM has already been established for NPP. In particular, the issues related to technical and regulatory aspects, implementation, quality assurance, and risk assessment have been addressed for power reactors and can be referenced in developing OLM technologies for RRs.

The main objectives of this TECDOC are:

a) to explain OLM techniques including data acquisition, data qualification and data analysis for improving performance of RRs;

b) to provide the technical foundation and the guidance for implementation of OLM for RRs and

c) to present regulatory aspects related to implementation of OLM.

1.3.SCOPE

The techniques and guidance embodied in this publication will serve the RR community by providing the technical foundation for implementation of OLM techniques. This report is intended to be used by Member States to implement I&C maintenance and to improve performance of RRs.

The goal of this publication is to provide an overview on the current knowledge, experiences, benefits and challenges related to the calibration of I&C systems at RRs.
This publication consists of 7 sections. Section 1 provides background information and the history on the subject of this publication and describes the design of the CRP. This also includes a brief description and comparison of the commonly used instrument channels’ calibration techniques and reasons to introduce the OLM techniques. Section 2 introduces the fundamental knowledge of the OLM strategies, including methods and techniques for data acquisition, qualification and analysis. Section 3 covers the information on existing norms, standards and regulations dedicated to the use of techniques, described in this publication, in nuclear facilities at large and RRs in particular. This section also contains the selection of requirements and regulations subject to appliance in different part of the world including international standards and guidelines. It is complemented by the Bibliography at the end of this publication. Section 4 describes the I&C systems of RRs, maintenance technologies and strategies and the background for the OLM techniques for implementation in RRs. The opportunities for further development and improvement in current OLM strategies and applications are also covered. Section 5 describes the guidance for implementation of OLM at RR. Section 6 elaborates on overview of relevant technical issues of implementing OLM including hardware or software concerns. Section 7 focuses on OLM experiences and provides some practical solutions and examples of OLM applications in different RRs.

2. FUNDAMENTALS OF ON-LINE MONITORING

OLM is the assessment of channel performance and calibration while the channel is in-service. OLM involves data acquisition, data qualification and data analysis. Each of these aspects depends on whether the data is used for static condition monitoring applications (e.g. instrument calibration monitoring, leak detecting, etc.) or dynamic condition monitoring applications (e.g. sensor response time testing, detecting of blockages and voids, etc.). This section of the report covers each of the three aspects of OLM separately.

2.1. ON-LINE MONITORING DATA ACQUISITION

There are several possibilities for obtaining OLM data. These are:

(a) Retrieve the data manually;
(b) Retrieve the data that is already available in the plant computer;
(c) Install new means to automatically acquire the data;
(d) Use a combination of these options.

These requirements depend on whether OLM is being used for static or dynamic performance monitoring applications. These applications are discussed below together with their corresponding data acquisition requirements.

2.1.1. Data acquisition for static performance monitoring

Static OLM techniques are primarily concerned with recognizing slow moving changes in sensors or plant processes due to drift, sensor degradation or gradual equipment failure. For
applications such as equipment performance monitoring, a sample rate of at least one sample/minute is sufficient for static analysis. However, for applications such as calibration monitoring or cross-calibration where startup or shutdown transients will be used, faster rates in the order of 1 to 10 seconds are required.

2.1.1.1. Manual data acquisition

Manual data collection process involves connecting a multi-meter to test points in the instrumentation cabinets, and manually recording the sensor readings (Fig. 1).

![Diagram of manual data acquisition](image)

**FIG. 1. Manual acquisition of OLM data for resistance temperature detector cross-calibration (Courtesy of the AMS Corporation, USA).**

There are a few advantages of acquiring OLM data manually. For example, the measurements are often simple, and plant personnel are often trained and familiar with taking voltage measurements from test points. Also, most plants already have a number of voltage measurement equipment, so the cost of equipment is minimal. However, there are several drawbacks that can often make the manual method impractical for many static OLM techniques, especially those techniques that involve comparing several sensors at one time. These drawbacks are:

(a) Limited measurement capability;
(b) Significant time required to take measurements;
(c) Increased probability of making errors when recording measurements;
(d) Increased trip risk while sensors are in test mode.
2.1.1.2. Data from plant computer

Nuclear power plants are often equipped with the means to collect and store the output of process sensors. The data can be retrieved either directly from the plant computer or through the plant data historian. Figure 2 shows a simplified data flow from the sensors to the plant computer. Most plants also employ a separate data historian to archive data from the plant computer. The historian obtains data from the plant computer and provides additional storage and other capabilities.

Typically, the measured sensor values are converted to engineering units before they are stored in the plant computer to facilitate easy understanding by plant personnel. In addition to the measured values, each data point is time stamped when the data is acquired. Fig. 3 shows a typical set of data from the plant computer, along with the timestamps for the measurement.
2.1.1.3. Data from plant computer

An alternative to acquiring data manually or from the plant computer for static analysis is to provide a dedicated data acquisition system. Fig. 4 shows the components of a dedicated data acquisition system for on-line calibration monitoring, including input test signals to verify the calibration and proper operation of the data acquisition system itself. Custom OLM data acquisition systems can be designed to sample data from numerous instruments and store the data for subsequent analysis.

![Custom data acquisition system](image_url)

FIG. 4. Custom data acquisition system (Courtesy of the AMS Corporation, USA).

2.1.2. Data acquisition for dynamic performance monitoring

Dynamic data analysis typically requires data sampled at higher frequencies than available in the plant computer data (i.e. 1 Hz to 1 kHz). For this reason, a dedicated data acquisition system is needed to acquire the data. In addition to acquiring the data at a high frequency, the dedicated data acquisition system also provides a means to remove the static component of a signal and amplify the fluctuations, which allows for more accurate dynamic analysis.

Figure 5 shows how one may begin with the raw signal, which includes both the static and the dynamic components, and then extract the noise from that signal. The first step in this process is to remove the static component. This is accomplished by adding a negative bias to the sensor output or by using a high-pass electronic filter. Next, the signal is amplified and passed through a low-pass filter. The low-pass filter removes the extraneous noise and provides anti-aliasing before sending the signal through an analogue to digital (A/D) converter to a data acquisition computer. The data acquisition computer samples the data with an appropriate sampling rate and stores it for subsequent analysis.
2.2. ON-LINE MONITORING DATA QUALIFICATION

Once the OLM data has been acquired, either from the plant computer or by a dedicated data acquisition system, it can be evaluated and qualified for use by OLM algorithms. This section describes how OLM data is qualified for static and dynamic OLM applications.

2.2.1. Static data qualification

Experience has shown that data from the plant computer or data historian is not always ready for OLM analysis immediately after it is acquired. There are several common problems with data from the plant computer to be addressed before OLM analysis can begin. In fact, one of the most difficult challenges in developing programmes for OLM techniques is preparing the data for analysis. This section describes some of the problems with the data that is retrieved from a plant computer as well as methods that may be used to resolve them.

Static data qualification is the process of implementing the above techniques for elimination of outliers, spikes, stuck data and noise. The regularization of data may include de-noising techniques in frequency space, which is also a form of lossy compression. Techniques for reconstructing missing data are also applied during the data qualification stage. Data may be reconstructed by using the appropriate statistical distribution moments associated with the present data.

2.2.1.1. Compressed data

The primary purpose of compressing data is to reduce the hardware resources required for storing the data. Rather than expending resources storing the same data values over and over, historians typically record data only if it has changed significantly from the previously
stored value, or if a maximum time between stored data samples has elapsed. This method greatly reduces the required amount of stored data points.

Data compression may be implemented using a variety of standard methods, grossly classified between lossy or lossless. Most current hardware by default implements lossless compression for communication. For post-processing of data, bandwidth reduction is a commonly used lossy compression method, which converts the data to a frequency domain and then passes it through a set of filters in the increasing order of their pass-band. In discrete space, this may be implemented as a moving average.

Figure 6 shows an example of compressed data from a nuclear power plant and the interpolated data compared to the original uncompressed data. As the figure shows, the higher frequency signals are typically lost by the data compression. This results in a loss of correlation between various compressed signals which could reduce the effectiveness of some static OLM techniques such as empirical modelling. For this reason, it is best to reduce or turn off the data compression when collecting data for OLM.

![Compressed data from a nuclear plant data historian](https://via.placeholder.com/150)

**FIG. 6.** Compressed data from a nuclear plant data historian (Courtesy of the AMS Corporation, USA).

2.2.1.2. Missing data

Sometimes there are gaps in the plant computer data from one or more sensors. This ‘missing data’ can occur for various reasons including errors in data acquisition or plant
maintenance in the sensor channel. An example of missing data is shown in Fig. 7. As in Fig. 6, this data is from measurements in a nuclear power plant.

Statistical distribution based data reconstruction creates additional data sets with the same mean and variance (from available data string), using the random number generation function of the computer.

![FIG. 7. Missing data record in measurements from a nuclear power plant (Courtesy of the AMS Corporation, USA).](image)

2.2.1.3. Outliers and spikes

Another potential problem with plant computer data is the presence of spikes and outliers in the data. These spikes are commonly caused by channel checks or calibrations that are performed on the instrumentation when the data was retrieved.

These types of problems may be difficult for software programs to automatically remove as the spikes due to channel checks or calibrations typically remain within the calibrated range of the sensor. In these cases, manual removal of the bad data values may be required.

To eliminate outliers and spikes, each data sample is compared with the mean of the sample set. If the error exceeds a finite band, the individual sample is discarded. Alternatively, band-pass filtering methods work on data converted to frequency space, where a density function is obtained. Spikes can be identified as a sharp peak with a multimodal density function.

Figure 8 shows the OLM data for plant computers while the channel was being calibrated by a plant technician. It is obvious that this type of data needs to be excluded in OLM data analysis for instrument calibration monitoring.
2.2.1.4. Stuck data

Another problem that is occasionally encountered with plant computer data is the presence of ‘dead’ spots in the data where the value of given sensor or sensors remains fixed at a value for an unusually long period of time. Figure 9 shows an example of a sensor whose values are stuck, while other redundant sensors measuring the same process are shown to fluctuate as expected. These types of problems are also difficult to detect automatically because the sensor values are often within their normal operating range. More sophisticated data cleaning programs can be written to catch anomalies such as these.

Stuck data will show a reduced or eliminated variance over the subset of stuck measurements. In frequency space, the density function will show a sharp peak. Indication of stuck data may also be detected in an analysis of the finite difference (derivative) between data points. A continuous null derivative indicates stuck data.
2.2.2. Dynamic data qualification

Prior to any dynamic OLM analysis, the suitability of the data is needed to be examined by scanning and screening the raw data to ensure a reliable analysis. Because data for dynamic analysis is not normally taken from the plant computer, the common data problems associated with plant computer data do not apply. However, it is still important to evaluate and qualify dynamic data before analyzing it. Often, qualification of dynamic OLM data is accomplished by examining various statistical properties of the data such as:

(a) Amplitude Probability Density (APD) Plot – a visualization of a signal’s distribution;
(b) Variance – a measure of signal amplitude;
(c) Skewness – index of signal asymmetry;
(d) Kurtosis – index of the ‘flatness’ of a signal’s distribution.

Almost all plant noise signals from properly operating sensors and systems usually have Gaussian distributions. As such, the distributions of signals are examined before any rigorous dynamic OLM analysis begins. This is accomplished by using data qualification algorithms that check for the stationarity and linearity of the data. This includes plotting the APD of the data for visual inspection of skewness and nonlinearity as well as calculating the skewness, flatness, or other descriptors of noise data to ensure that the data has a normal distribution and does not contain any undesirable characteristics. Trending these descriptors is also a way of evaluating changes in the process sensors which may warrant investigation.

Figure 10 shows two APDs for a normal and a defective sensor in a nuclear power plant. Note that the APD of the defective sensor deviates significantly from a Gaussian (normal) distribution. In further examination, this sensor was found to have degraded and had become very nonlinear.
A signal’s similarity to a Gaussian distribution can also be determined by calculating the skewness of the signal. Skewness is an index of the symmetry of the signal or the behaviour of the signal above and below the mean value. The skewness is computed as:
Data which is symmetrical above and below its average value will have a skewness value of zero. Figure 11 illustrates the APDs of a normal and a defective sensor.

There are higher moments of the noise data, such as kurtosis, that are given by:

\[
Kurtosis = \frac{1}{N} \sum_{i=1}^{N} \frac{(x_i - \bar{x})^4}{\sigma^4}
\]

Kurtosis is a measure of the peakedness or flatness of a distribution. The peakier APD has a higher kurtosis than the flatter APD. The kurtosis value for a Gaussian signal is normally equal to 3.0. Often in data qualification algorithms, the kurtosis is divided by 3.0, so that Gaussian signals have a kurtosis of 1.0.

2.3. ON-LINE MONITORING DATA ANALYSIS

An important aspect of OLM implementation in a plant is the choice of algorithms for analysis of static and dynamic data. Several algorithms are available, and there are some of the advantages and disadvantages of using these algorithms.

2.3.1. Static on-line monitoring analysis

The main objective of static OLM analysis is to detect out-of-normal situations in sensors or equipment that indicate a sensor is drifting out of tolerance, or that equipment is
behaving abnormally. Most techniques involve using an algorithm to determine a process estimate and then subtracting the measured sensor values from the process estimate to form a deviation or residual. The deviations or residuals of each individual sensor are then checked for abnormal values by various fault detection methods.

Static data analysis is used to compare a measured value or set of behaviours to either a representative physical model or historical data. The choice of analysis method is dictated by the accuracy of the model or the completeness of the data set, respectively.

2.3.1.1. Data analysis by trending

This is, perhaps, the simplest way of analysing static data by trending simple statistical quantities such as the mean and standard deviation.

2.3.1.2. Redundant sensor averaging

The most of the safety process parameters are instrumented with redundant sensors. The most straightforward technique for determining drift or abnormality in nuclear plant data is comparison of redundant sensor measurements against their average. A variety of averaging techniques are available, including:

a) Simple averaging – simple averaging involves adding the values of the signals at each instant of time and dividing the sum by the number of signals.

b) Band averaging – band averaging uses a band to reject outliers and averages the values of the remaining signals at each instant of time.

c) Weighted averaging – weighted averaging applies a set of fixed multipliers to the signals prior to averaging. For example, weights could be determined based on how far they deviate from the simple average.

d) Parity space – in parity space, each signal is weighted based on how many other signals share the parity space band with the signal. This weighted measure is commonly referred to as consistency, and requires the determination of a consistency check value which dictates the sensitivity of the parity space estimate to individual signal values which deviate from each other.

These averaging techniques are illustrated in Fig. 12.
2.3.1.3. Detecting deviation from average

Once the parameter estimate is calculated using an averaging technique, the deviations of each individual sensor in the redundant group from this estimate are computed. For transmitter calibration monitoring, these deviations are analysed over an entire fuel cycle and checked against deviation limits that are established such that if the sensor deviations reside within the limits, then the sensor is determined to be within calibration. Sensors are classified as being in need of calibration when their respective deviations exceed the deviation limits. Note that the deviation limits may be specifically derived for on-line calibration monitoring and differ from the manual as-found and as-left calibration limits.

Figure 13 presents an illustration of a deviation analysis for four reactor coolant system (RCS) flow transmitters. The $y$ axis in this figure is the difference between the reading of each transmitter from the parity space average estimate, and the $x$ axis represents time in months. The data is shown for a period of 74 months during which the plant was operating. None of the four signals show any significant drift during the 74-month period and remain within the deviation limits. That is, these transmitters have not suffered any significant calibration change and do not need to be calibrated.
2.3.1.4. Physical modelling

Physical modelling techniques use the mathematical relationships between parameters to detect process or sensor anomalies. These relationships are based on first principle equations such as heat and mass balance equations, steady state thermodynamics, transient thermodynamics and fluid dynamics. The application of physical modelling may be as simple as calculating a mass-flow balance equation or as involved as describing the complex mathematical relationships between plant components such as a heat exchanger, condenser, pump, valve, mixer, diffuser, etc. Physical modelling involves inputting process parameter measurements into mathematical equations, and determining sensor or process anomalies by subtracting the outputs of the model from the inputs to form residuals (Fig. 14). Residuals from physical models are near zero when the plant parameters are normal.

FIG. 13. On-line calibration monitoring data for four RCS flow transmitters in an NPP (Courtesy of the AMS Corporation, USA).
The main requirement for physical modelling is that the structure, design, and function of the modelled process or component is well known and can be accurately described in mathematical equations. The availability of efficient computational methods for solving the particular type of equations employed in the physical modelling is also a primary requirement.

Physical modelling uses the first principle physics approach to construct a parametric model of the process. This model can be used as a goodness function test against the recorded system data. For many processes (for example, thermal hydraulic phenomena), first principle approaches do not model the system with sufficient accuracy and/or fidelity to be used as an evaluation tool for data. When using physical modelling to validate signal inputs, it has to be ensured that the model uncertainty is sufficiently less than the desired range of valid equipment performance. Uncertainties tend to be high for large system orders.

If models are linear time-invariant, and can be cast in a state-space framework, a Bayesian estimation technique, namely by use of Kalman filter or its variants, the estimate of a non-measurable variable can be obtained. Such an estimate can be considered to be the output of a virtual sensor, which can be compared with the remaining data sets for fault monitoring.

2.3.1.5. Empirical modelling

In contrast to physical models, empirical modelling techniques attempt to define relationships between variables based only on the data itself, and not on the physical properties of the variables that are being compared. As such, empirical models do not require as much of an in-depth knowledge of the plant and as a result, may be easier to implement and maintain than physical models.

Empirical modelling uses the measured data sets themselves as references for comparison with future measurements. A problem arises when future process states are not sufficiently represented in the existing process data. These future process states may or may not still be valid, but the model cannot provide validation.

The most common empirical modelling techniques are generally separated into two main categories, namely parametric models and non-parametric models.

In parametric empirical models, the mathematical structure of the model is pre-defined, such as in an equation, and the example data are fit to the pre-defined structure. For example, suppose the example data set is assumed to follow a polynomial model defined by:

\[ y_t = a_0 + a_1 x_t + a_2 x_t^2 \]  \hspace{1cm} (3)
where

\[ y_t \] is the output at sample \( t \);
\[ x_t \] is the input at sample \( t \); and
\[ a_0, a_1 \text{ and } a_2 \] are the coefficients of the equations which are unknown.

The objective of parametric modelling is to use the example data to find the coefficients \( a_0, a_1 \) and \( a_2 \) that best fit the data.

In a non-parametric empirical model, the mathematical structure is not implied beforehand. Instead, training examples are stored in memory, and each new data sample is compared to the training examples to calculate a best estimate. Unlike parametric modelling, non-parametric models are not restricted to a pre-defined relationship between the inputs and outputs.

In non-parametric models, the example data is all that the non-parametric model ‘knows.’ Non-parametric models do not assume the data is restricted to underlying structure (like a parametric model).

Data-oriented models are hybrids between physical and empirical models, where empirical data is used to fill in gaps in the physical model, or extend its range of validity.

### 2.3.2. Dynamic on-line monitoring analysis

Dynamic analysis of nuclear plant sensors and equipment is concerned with determining how sensors and equipment react to fast-changing events such as temperature or pressure steps, ramps, spikes, etc. Dynamic analysis is most often divided into frequency and time domain analysis. Methods for dynamic analysis, unlike static modelling methods, are well understood and have been used for decades.

#### 2.3.2.1. Frequency domain analysis

In frequency domain analysis, the spectrum of the data is calculated using a technique such as the Fast Fourier Transform (FFT). Figure 15 shows the spectrum of the noise signal from a sensor in a nuclear power plant. Note that the spectrum is shown in terms of the auto power spectral density (APSD). The APSD is the variance of the signal within a small frequency band as a function of frequency plotted against frequency. For a simple first-order system, the APSD is all that may be needed to provide the sensor’s dynamic response or response time. In this case, the response time is determined by measuring the break frequency (Fb) of the APSD, as shown in Fig. 16. However, process sensors are not necessarily first-order and APSD plots from actual process signals are not smooth enough to allow one to measure the break frequency as simply as shown in Fig. 16. In fact, APSDs often contain resonances and other process effects that complicate the process of determining a response time by analysing the APSD. As such, APSD analysis experience is often needed to determine a sensor’s response time by using the noise analysis technique. For example, a dynamic model of the sensor is used with the APSD plot in order to obtain the sensor’s response time. The model, which is normally a frequency domain equation, is fit to the APSD to yield the model parameters. These parameters are then used in the model to calculate the sensor’s response time.
The procedure for analysing noise data in the frequency domain is illustrated in Fig. 17. This analysis involves performing an FFT on the sensor’s output signal in order to obtain its APSD. A function (i.e. sensor model) is then fit to the APSD and the parameters of the function are identified and used to calculate the sensor’s response time.
2.3.2.2. Time domain analysis

In the time domain, correlation and autoregressive methods are used for analysis of noise data. The correlation function for a noise signal $x(t)$ is written as:

$$ R_{xx}(\tau) = \frac{1}{T} \int_{-T/2}^{T/2} x(t)x(t-\tau)dt $$

(4)

where

- $R_{xx}(\tau)$ is the referred to as autocorrelation function;
- $\tau$ is the time lag; and
- $T$ is the signal duration.

The autocorrelation function describes the general dependence of the value of the data at one time on the values at another time. The function provides insight into the existence of periodic signal components in the random data and the nature of narrow and wideband noise properties. In order to obtain the correlation between two different signals $x(t)$ and $y(t)$, a function called cross-correlation is used. The cross-correlation function $R_{xy}(\tau)$ is written as:

$$ R_{xy}(\tau) = \frac{1}{T} \int_{-T/2}^{T/2} x(t)y(t-\tau)dt $$

(5)

The cross-correlation function describes the general dependence of the values of one set of data on the other. It is used for measurement of time lags in transport processes, determination of transmission path by observing multiple peaks in $R_{xy}(\tau)$, and detection and elimination of interfering noise. In the time domain analysis of sensor noise data, the correlation function is plotted versus time. The peak in the correlation plot identifies the time delay between the sensors (i.e. the propagation time of the noise between the two sensors).
3. STANDARDS AND REGULATIONS FOR PERFORMANCE MONITORING OF INSTRUMENTATION AND CONTROL SYSTEMS IN NUCLEAR FACILITIES

3.1. INTRODUCTION

The control and protection systems of both power and RRs depend on a large number of sensors and related components collectively referred to as plant I&C systems. Those which feed plant protection systems or otherwise have a safety function are typically subject to a variety of regulations augmented by industry standards and national and international guidelines. In particular, the static (calibration) and dynamic (response time) performance of safety related sensors need to be verified periodically to ensure that they provide accurate and timely data to the plant protection system for an automatic shutdown of the plant, if and when it is warranted. Therefore, the nuclear industry has developed a variety of techniques for calibration and response time testing of important I&C systems including pre-installation laboratory test techniques as well as post-installation in situ methods including OLM techniques that allow for remote testing of I&C performance during plant operation. However, the dynamic (response time) performance testing of neutron and radiation instrumentation is usually not a requirement in RRs. Dynamic response of nuclear instrumentation is verified during factory acceptance testing. This section identifies these technologies and provides a summary of regulations, standards and guidelines that have emerged over the last three decades to support the safety goal of nuclear facilities. These requirements and the OLM technologies which may be used to meet them will serve as the foundation for use of OLM in RRs and are thus summarized in this section of the report.

Table 2 summarizes the testing requirements for verifying the performance of nuclear plant I&C systems and the OLM technologies that may be used to meet these requirements. Also listed in this table are the related regulations and industry standards as well as the publications of the IAEA. The IAEA publications are important documents as they provide the details of the techniques that may be used to verify the performance of nuclear plant I&C systems and provide for management of their ageing through the life of the plant, including continued operation for long period.
<table>
<thead>
<tr>
<th>Test Requirement</th>
<th>On-Line Test Method</th>
<th>Related Regulation/Standard</th>
<th>Related IAEA publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>In situ response time testing of temperature sensors</td>
<td>LCSR method</td>
<td>– NUREG-0809</td>
<td>– TECDOC-1147</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– ISA Standard 67.06</td>
<td>– TECDOC-1402</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– IEC Standard 62385</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>– IEC Standard 62342</td>
<td></td>
</tr>
<tr>
<td>On-line measurement of response time of pressure transmitters</td>
<td>Noise analysis technique</td>
<td>– Regulatory Guide 1.118</td>
<td>– TECDOC-1147</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– ISA Standard 67.06</td>
<td>– TECDOC-1402</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– IEC Standard 62385</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>– IEC Standard 62342</td>
<td></td>
</tr>
<tr>
<td>On-line detection of blockages, voids and leaks in pressure sensing lines</td>
<td>Noise analysis technique</td>
<td>– Regulatory Guide 1.118</td>
<td>– TECDOC-1147</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– ISA Standard 67.06</td>
<td>– TECDOC-1402</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– IEC Standard 62385</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>– IEC Standard 62342</td>
<td></td>
</tr>
<tr>
<td>In situ/on-line calibration of temperature sensors</td>
<td>Cross-calibration technique</td>
<td>– NUREG-0800</td>
<td>– NP-T-1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– NRC’s SER (July 2000)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>– ISA 67.06.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>– IEC Standard 62385</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>– IEC Standard 62342</td>
<td></td>
</tr>
<tr>
<td>On-line calibration monitoring of pressure transmitters</td>
<td>On-line calibration monitoring techniques</td>
<td>– NUREG-0800</td>
<td>– NP-T-1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– NRC’s SER (July 2000)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>– ISA Standard 67.06</td>
<td></td>
</tr>
<tr>
<td>I&amp;C ageing management</td>
<td>LCSR, noise analysis, cross-calibration, on-line calibration monitoring</td>
<td>– IEC Standard 62385</td>
<td>– TECDOC-1147</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– IEC Standard 62342</td>
<td>– TECDOC-1402</td>
</tr>
<tr>
<td>Predictive maintenance of reactor internals</td>
<td>Noise analysis technique</td>
<td>– ANSI/ASME OM-5-81</td>
<td>– NP-T-1.2</td>
</tr>
<tr>
<td>Neutron detector life extension</td>
<td>Noise analysis technique</td>
<td>– IEC Standard 62385</td>
<td>– TECDOC-1147</td>
</tr>
<tr>
<td></td>
<td></td>
<td>– IEC Standard 62342</td>
<td>– NP-T-1.2</td>
</tr>
</tbody>
</table>

3.2. SCOPE OF APPLICATION IN RESEARCH REACTORS

apply those requirements. Given the wide range of RR types, power, applications and regulatory environment, and the absence of national codes and standards exclusively for RRs; the codes and standards for OLM in NPPs may be used as guidelines for RRs. Much of the information and guidance in these documents can be applied with a graded approach to RRs. This section of the report provides the relevant national standards and guidelines related to the use of OLM in power reactors.

In consideration of the above, NPP OLM guidelines are not supposed to be applied in a binding fashion to RRs for regulatory purposes. Rather RRs can adapt relevant NPP OLM standards and guidelines with a case-by-case evaluation using a graded approach.

3.3. REGULATORY CONSIDERATIONS

The NRC has issued three documents which imply requirements to measure the response time of safety related temperature and pressure sensors in NPP. These documents are Regulatory Guide 1.118 (Revision 3, April 1995) [5], NUREG-0809 (August 1981) [6], and NUREG-0800 (Revision 5, March 2007) [7]. In these documents, the NRC requires the nuclear industry to verify, by testing and analysis, that the ‘in-service’ response time of safety related sensors meets the plant technical specification requirements. In response to these requirements, the LCSR method was developed to measure the ‘in-service’ response time of temperature sensors and the noise analysis technique was adapted for in situ response time testing of pressure sensors (including differential pressure sensors that measure level and flow). Both the LCSR and noise analysis methods are used today in numerous NPP around the world for sensor response time testing.

The use of the noise analysis and LCSR technologies to meet regulatory requirements is not limited to nuclear plants in the U.S. These methods are used in many countries operating PWRs and boiling water reactors (BWRs) to include the United Kingdom, Spain, Slovenia, the Republic of Korea, Sweden and Switzerland. For example, in Sweden, the noise analysis technique has been used for response time testing of pressure, level and flow transmitters, BWR stability measurements, reactor internal vibration analysis and on-line measurement of temperature coefficient of reactivity in PWRs.

The noise analysis technique is used in many other countries such as Germany, Japan, the Russian Federation, France and Pakistan, not necessarily for I&C testing or to meet specific regulatory regulations but for predictive maintenance of reactor internals, detection of flow anomalies and incipient failure detection in other plant equipment. For example, in Germany the noise analysis technique is used in NPP for measurement of vibration of reactor internals and similar other applications such as detection of the onset of a shaft crack in recirculation pumps of BWR plants.

In addition to sensor response time testing, there are regulations, standards and guidelines on verifying the accuracy of nuclear plant I&C systems. Adequate sensor calibration is critical to the safe operation of RRs as well. Examples of OLM methods to support this application include the cross-calibration method to verify the calibration of nuclear plant temperature sensors, and on-line calibration monitoring to verify the accuracy of pressure, level and flow transmitters. These methods are used in the RRs in the USA, the United Kingdom, France, the Republic of Korea, Egypt, Indonesia and other countries to meet the applicable regulations, standards and guidelines.
3.3.1. US NRC regulations

A summary of the key points of the NRC regulations is presented below. These points are taken almost verbatim from the text of the NRC documents.

3.3.1.1. NRC Regulatory Guide 1.118, Periodic Testing of Electric Power and Protection systems

This publication applies to a variety of equipment in NPPs including the I&C systems. The points in this document that relate to I&C testing technologies are [5]:

— Means have to be provided for checking the operational availability of each protection system input sensor during reactor operation;
— The protection system has to be designed to permit its periodic testing during reactor operation, including a capability to test channels independently to determine failures and losses of redundancy that may have occurred;
— Electric power systems important to safety have to be designed to permit periodic testing;
— A test programme needs to be established to ensure that all testing is identified and performed in accordance with written test procedures. This programme covers operational testing, which demonstrates acceptable in-service performance of systems and components.

3.3.1.2. NUREG-0809 – Safety evaluation report, review of resistance temperature detector time response characteristics

This publication was written by the NRC to approve the LCSR method for resistance temperature detector (RTD) response time testing in NPPs [6]. It is stated in the document that an RTD element does not respond instantaneously to changes in water temperature, but rather there is a time delay before the element senses the temperature change, and in nuclear reactors this delay is factored into the computation of safety set-points. For this reason it is necessary to have an accurate description of the RTD time response. NUREG-0809 gives a review of the current state of the art techniques of describing and measuring the RTD time response.

3.3.1.3. NUREG-0800 – standard review plan

This is a large NRC document that is used by the regulators in review of a plant’s compliance with the NRC’s regulations. Section 7 of this publication is concerned with NPP I&C systems and includes a number of appendices. Each appendix is referred to as a Branch Technical Position or BTP. Appendix 13, or BTP-13 relates to the performance testing of nuclear plant RTDs as [7]:

— Performance of an RTD is characterized by its accuracy and response time. To ensure adequate performance of the RTD, its accuracy and response time are to be verified.
— Cross-calibration method is acceptable as long as a reference RTD which has been recently calibrated and response time tested is included to account for common mode drift or other methods can be used if adequate justification is provided.
— Response time of RTDs may be verified using the LCSR method. The LCSR method may use an analytical technique such as the LCSR transformation.
The cross-calibration method mentioned in the NUREG-0800 is an in situ method for verifying the calibration of redundant sensors. The details of this method are covered by another NRC document NUREG/CR 5560, Ageing of Nuclear Plant Resistance Temperature Detectors [8].

3.3.1.4. NRC approval of on-line calibration monitoring method


Today, a new nuclear industry effort is under way to obtain generic approval from the NRC for the use of OLM to verify the performance of process instrumentation channels in NPPs. With a generic approval, plants do not have to go through a rigorous exercise to implement OLM. Rather, they can depend on the generic NRC approval to apply for a change in the plant’s technical specification requirements to switch from the conventional technique of performance measurements to the new OLM technique.

3.3.2. Regulations in Europe

The French regulations on performance monitoring of nuclear plant I&C systems follow a different approach. In fact, French plants have long been using the on-line drift monitoring concept to determine when and which sensors need to be calibrated. The same policy is followed by French-designed PWRs in other countries such as China. Also, unlike the US NPPs, French power plants are not required to perform sensor response time testing on a periodic basis.

In the United Kingdom, the Nuclear Installations Inspectorate (NII) closely follows the US regulations for the Sizewell B plant. This is a PWR plant of Westinghouse design with a digital plant protection system together with a complete analogue backup system. As such, Sizewell B has numerous sensors that need to be calibrated and response time tested. In 2007, the NII accepted a plan set forth by British Energy (now Électricité de France) for adapting OLM to verify the performance of process instrumentation sensors as installed in the Sizewell B plant. In doing this, the NII used not only its own provision but also the NRC’s SER and the EPRI Report TR-104965 [9]. As a result of the NII approval, the Sizewell B plant has proceeded to use OLM to verify the performance of much of its I&C equipment.

In Germany, the noise analysis technology is used in NPPs but not always for the same applications as in the USA. For example, there is no regulation in Germany to measure the response time of temperature and pressure sensors in NPPs. There are, however, regulatory regulations referred to as ‘Kerntechnischer Ausschuss’ (KTA) rules in Germany such as the KTA 3506 [12], which relates to equipment performance monitoring, and KTA 3204 [13] on reactor internal vibration measurements.

In Sweden, some nuclear plants use the OLM approach to determine the frequency of calibration of pressure transmitters and the noise analysis technique to perform sensor response time testing. The technologies leading to the use of OLM and noise analysis for these applications in Sweden have been developed by the Swedish Centre for Nuclear Technology (SKC) and Swedish Nuclear Power Inspectorate (SKI). As such, the measurements in Swedish NPPs are believed to be in line with SKI objectives.
In Spain, the NRC regulations are typically followed for all the US-made NPPs. In particular, the LCSR and noise analysis techniques are used for response time testing of temperature and pressure sensors in the safety systems of Spanish NPPs.

3.3.3. Regulations in Asia

The Republic of Korea follows the NRC regulations especially for their US-made NPPs. For example, sensor response time testing using the LCSR method, noise analysis, and other methods are performed in Taiwan, China and the Republic of Korea using essentially the same procedures as in the USA. In Japan, the LCSR method and noise analysis technique were used for response time testing of temperature and pressure sensors, respectively, although there is no stringent regulatory requirement in Japan for these measurements. Furthermore, no specific regulation exists which requires sensor response time testing in NPPs.

3.3.4. Industry standards

There are a number of industry standards on how to use the technologies described in this report to meet the requirements of regulatory authorities or to comply with plant specific technical specifications or quality assurance provisions. These standards have been written under the auspices of a number of organizations such as the ISA, the American Society for Testing and Materials (ASTM), the IEC, the American Society for Mechanical Engineers (ASME), the American National Standards Institute (ANSI), and the Institute of Electrical and Electronics Engineers (IEEE). The preparation of these standards typically involves experts from many industrial sectors and different countries. A few examples are listed below:

— ANSI/ISA Standards 67.06 (1984) and 67.06.01 (2002), Performance Monitoring for Nuclear Safety Related Instrument Channels in NPP. This standard was originally written in the early 1980s to describe the methods for measuring the response times of temperature and pressure sensors in NPPs. It was revised in the late 1990s to include OLM techniques for verifying the calibration of process instrumentation of NPPs during plant operation. The title of the original 67.06 standard, published by ISA in 1984, is ‘Response Time Testing of Nuclear Safety-Related Instrument Channels in Nuclear Power Plants.’ The new revision was published in 2002 with the title ‘Performance Monitoring for Nuclear Safety-Related Instrument Channels in Nuclear Power Plants.’

— ASTM Standard E644 (2011) [14]. This standard describes the methods that sensor suppliers and others may use to manufacture and test temperature sensors. This standard is not specific to NPPs although it is used by the nuclear industry in testing temperature sensors.

— IEEE Standard 338 (2012) [15], Criteria for the periodic surveillance testing of nuclear power generating station safety systems. This standard provides criteria for periodic testing as a part of the surveillance programme of NPP safety systems. The periodic testing consists of functional tests, calibration verification and response time measurements.

— IEC Standard 62385 (2007) [16], NPP – Instrumentation and control important to safety – Methods for assessing the performance of safety system instrument channels. This standard covers requirements for testing the performance of nuclear plant sensors and includes the LCSR and noise analysis methods. It applies to temperature, pressure, level, flow and neutron sensors.
— IEC Standard 62342 (2007) [17], NPP – Instrumentation and control systems important to safety – Management of ageing. This standard provides general guidelines for steps that need to be taken in NPPs to ensure that normal ageing of safety related instrumentation does not pose a threat to the plant safety.
— IEC Standard 62397 (2007) [18], NPP – Instrumentation and control important to safety – RTDs. This standard was prepared to provide specifications for the supply and testing of RTDs for safety related applications in NPPs.

### 3.3.5. Other related reports and publications

In addition to the regulations and standards mentioned above, there are a number of international publications on the use of the technologies described in this report. In particular, the IAEA has produced a number of technical reports and publications to disseminate information (existing as well as new) on a variety of related subjects.

The EPRI has coordinated numerous research projects and produced many reports to provide the industry with the means to meet the regulatory requirements discussed in this section.

The NRC has also supported research to understand I&C ageing and determine the best means that may be implemented by nuclear facilities to ensure the safety of NPPs in spite of ageing degradation of I&C systems. Normally, the NRC contracts the national laboratories, universities and industry experts to conduct the research and to document the results in reports that are then published by the NRC as NUREG/CR documents with the CR designation indicating ‘Contract Research.’

The list of key publications and documents related to the subject of this report can be found in the Bibliography.

### 4. ON-LINE MONITORING APPLICATIONS IN RESEARCH REACTORS

This section provides a background of traditional maintenance practices and their relationship in the use of OLM in RRs. This discussion is followed by practical applications of OLM implementation at various facilities and provides evidence of the benefits of OLM.

#### 4.1. MAINTENANCE OF INSTRUMENTATION AND CONTROL SYSTEMS

IAEA documents provide guidelines on maintenance of instrumentation and control systems of RRs [3, 4]. The primary challenge RR staff face in improving the reliability of their structures, systems, or components (SSCs) is budgetary allocations scaled to safely meet the facility’s present mission objectives. Maintenance costs (manpower and materials) are typically a significant portion of any operating nuclear facility budget. Downtime and loss or delays of programmatic work due to maintenance have additional budgetary implications. There are several maintenance strategies currently implemented at RRs. In the meetings of the CRP, the participants concluded the pros and cons of several common maintenance strategies, which are given in Table 3.
TABLE 3. PROS AND CONS OF COMMON MAINTENANCE STRATEGIES

<table>
<thead>
<tr>
<th>Maintenance Strategy</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Based Maintenance</td>
<td>Simple to implement</td>
<td>- High cost (unnecessary maintenance)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- ALARA concerns</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Unscheduled plant transients</td>
</tr>
<tr>
<td>Reactive, Corrective Maintenance</td>
<td>Simple to implement</td>
<td>- High cost (mission impact)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Unscheduled plant transients</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Time (part lead time / skilled craft lead time)</td>
</tr>
<tr>
<td>Predictive, Condition based, Reliability Centred Maintenance</td>
<td>Anticipates failure</td>
<td>- Predicting unimportant equipment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Higher cost of implementation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Cost identifying equipment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Change in regulatory philosophy</td>
</tr>
</tbody>
</table>

Time based maintenance is the most common practice for industry in general. Historically, time based maintenance has been the prevalent strategy of the RR community as well. The technical basis for time based maintenance relies heavily on guidelines provided by the manufacturer with a goal of optimizing equipment performance between maintenance periods.

While simple to implement, drawbacks of time based maintenance stem from servicing equipment that is functioning satisfactorily. Also, every time an instrument or piece of equipment is serviced or calibrated there is a risk of damage and degradation to the equipment or its connections. Costs, due to maintenance and downtime, are high when equipment is serviced at prescribed intervals regardless of performance. Additionally, safety impacts such as unnecessary environmental health and safety (including radiation) exposures and plant transients are concerns.

Reactive maintenance, running equipment or components’ failure prior to repair or service, is equally as common in industry and the RR community. Although easy to implement, especially for non-safety systems or systems with conservative failure modes, reactive maintenance has drawbacks. Initially the cost of a reactive maintenance plan is very low, however when equipment does fail, the cost stemming from mission impact and emergency service may be high. Downtime can be unnecessarily extended due to lead time for parts, scheduling skilled maintenance personnel and completing the necessary engineering processes required in nuclear facilities. As shown in Fig. 18, as preventive maintenance is increased, the probability of infantile failures increases. This will ultimately increase the total maintenance cost.
Predictive maintenance (PdM) programmes have been in practice for some time; however the success of these programmes may be limited. Rather than part of a coordinated maintenance programme, the implementation has been haphazard, performed by small groups possibly informally. Many times predictive maintenance programmes lack on-going justification and are not perceived as a vital part of keeping an SSC reliable, and are not supported by senior management.

Reliability centred maintenance (RCM), at the higher cost end of the spectrum, is the more advanced overall maintenance programme. An RCM programme typically incorporates various maintenance strategies such as: time based, predictive and condition based maintenance. RCM uses engineering processes to define the maintenance needs. Maintenance is regarded as a means to maintain an identified function of an SSC as defined in an operating context. RCM enables the organization to assess and predict failures, performing maintenance only when required rather than performing unnecessary periodic maintenance or running to failure.

The most costly parts of RCM implementation are: (1) identifying the operating context of each SSC, (2) writing a failure mode and effects analysis (FMEA) for each SSC, and (3) determining the appropriate maintenance tasks for all of the identified failure modes in each FMEA. The resulting list of maintenance is ‘packaged’ such that the periodicities of the tasks are rationalized. Maintenance effectiveness is kept under constant review and adjusted in light of the experience gained. As can be seen, fully implemented RCM programmes are advantageous and effective. However, a historical barrier to RCM implementation has been a
view that such a programme requires excessive resource time to achieve effective and efficient results.

While a highly analysed programme would be desirable, the best overall maintenance strategy for a RR would be one that balances preventive maintenance costs against corrective maintenance costs, focusing on the most important SSC first, and minimizing the loss of operating (mission/programmatic) time.

To achieving these desired attributes, a programme is developed that: (1) incorporates various strategies found in time based, predictive and condition based maintenance, (2) makes many of the RCM monitoring benefits practical and effective, (3) optimizes SSC performance through continuous feedback, and (4) focuses maintenance costs on critical and safety components.

An Equipment Reliability (ER) methodology is one such approach. While the initial cost of ER is significantly less than an RCM programme, the method is not as effective in achieving SSC reliability as RCM. Regardless, an ER programme is typically a significant improvement over the existing maintenance programme. The long term benefits reach parity with RCM from feedback and constant evaluation of monitoring results and failure analysis.

ER is a valuable approach for determining how to most efficiently and effectively apply the various predictive technologies that can lend themselves to OLM (temperature, pressure, vibration, etc.). ER is typically considered a coordinated effort between engineering, maintenance and operations. This approach screens the SSC population and identifies the components to focus on first. It then takes advantage of the focus and uses condition monitoring of SSC to establish maintenance needs.

An ER process starts with breaking down each SSC into a classification group. Once an SSC is classified, the next step is to consider the frequency of failure. Those SSCs with the ‘highest risk’ to the plant's reliability (safety or mission) are addressed first. This population, for a RR, is typically 15–30% of the total. With this information, an FMEA can be written for each SSC component for determining the appropriate maintenance tasks and monitoring plans for the identified failure modes.

Of the various maintenance task options that can be considered, the RR staff is required to consider OLM as a maintenance task. Finding an impending SSC failure before its failure consequence is considered as the primary objective of monitoring.

Two of the least expensive and most effective monitoring techniques are operator rounds and a routinely scheduled system walk down by an engineer who is knowledgeable of that system. These two individuals have the highest probability of sensing when something is different. As long as they are attentive to differences, they can increase monitoring or apply another monitoring technique to support their observation(s). Both rounds and walk downs utilize existing resources and inexpensive monitoring tools but they need to be fully used to be effective. For example, many RRs conduct rounds and record numerous data points but do not follow-up on making use of the information to identify potential degradations and problems. Rather than use engineering and scientific methods to analyse data, operators and technicians are left to draw their own conclusions based on individual experience with the plant.

While more expensive to implement, the next largest benefit comes from OLM technologies such as temperature, pressure and vibration monitoring and the analysis of that data. These technologies require the training to deal with the appropriate equipment and data analysis. Implementation of these types of programmes takes time for individuals to become knowledgeable and effective. Training and dedicated personnel are some of the keys to success. One person can implement all of these technologies, collect the data and perform the analysis in a small facility since the focus is on critical SSC. These monitoring technologies have improved significantly because data collection capabilities have advanced while being combined with better data analysis techniques. Sample (data) collection requires special
knowledge to ensure the analysis results are valid. These improvements have produced more reliable methods for identifying the approach to failure of SSC. Best results are achieved when monitoring is a priority with the staff and a specific individual is dedicated.

When considering a more advanced OLM process, its focus needs to consider the population size of the SSCs, their maintenance costs and the potential improvements to mission availability. A more specialized group of equipment, identified as I&C has been one of the most challenging to industry when it comes to the application and analysis for monitoring strategies. In this day and age of digital transmitters and analogue to digital converters, the retrieval of plant transmitter output signals and its analysis is providing opportunities to identify when transmitters require calibration along with the equipment responses to real transients. This technique also incorporates the condition of the sensing line, which has a higher probability of degradation than the transmitters themselves. With OLM, transmitter calibration frequencies can be reduced by more than a factor of eight, which can have a significant maintenance budget impact. This will allow maintenance personnel to focus their efforts and manage more effectively other safety and non-safety SSCs. As evident by the efforts of the CRP entitled Improved I&C Maintenance Techniques for RRs and benchmark, OLM technologies are applicable and provide benefit to research reactors for optimizing and improving maintenance practice.

4.2. ON-LINE MONITORING APPLICATIONS

Although operating at different power levels, both RRs and NPPs have similar systems for operation (safety, startup, control, nuclear instrumentation and process systems). Consequently, both use similar pressure, temperature, flow, level and radiation detection instrumentation.

Reactor systems may be divided into safety and support systems: safety systems are those important for the safe operation of reactors as well as to respond to adverse reactor conditions while support systems are often not considered as safety systems but their failure may cause reduction in operational availability or loss of experimental and production capacity.

For RRs, main systems and components related to the safe operation of the plant include:

(a) Electrical power supply with backup for essential monitoring;
(b) Primary coolant system: pumps, heat exchangers, piping, valves, N-16 decay tank;
(c) Secondary coolant system: pumps, heat exchangers, piping, valves;
(d) Water purification system;
(e) Reactor hall heating, ventilation and air-conditioning system;
(f) Area radiation monitoring system;
(g) Reactor Protection System (RPS);
(h) Nuclear Instrumentation System (Neutron and Gamma, etc.);
(i) Control and operating system.

Generally speaking, the I&C system represents the ‘central nervous system’ of the plant and through its various constituent elements (e.g. equipment, modules, subsystems, redundancies, systems, etc.), the I&C senses basic parameters, monitors performance, integrates information and enables operators or a control system to make adjustments to plant operations as necessary. These relationships are generally presented in Fig. 19. For example, the RPS, in conjunction with the other reactor control systems responds to failures and off-normal events in order to ensure the goals of efficient operation and safety. Essentially, the purpose of I&C systems is to enable and support safe and reliable reactor operation.
To accomplish its role, an I&C system architecture has three primary functions:

(a) To provide necessary sensory (e.g. measurement and surveillance) capabilities to support functions of monitoring and control as well as enabling plant personnel to assess plant status. Thus, I&C components (such as sensors and detectors) directly interface with the reactor mechanical processes as well as provide information to the operating staff. If properly designed, implemented and maintained, these measurement and display systems provide accurate and appropriate information to permit judicious actions by both equipment (automatic) and staff (manual) during normal and abnormal operation;

(b) To provide automatic control as required, both of the main plant and/or ancillary systems. Automation of plant control reduces the workload on the operations staff to allow time for the plant operator to observe plant behaviour and monitor evolving conditions;

(c) To protect the plant from the consequences of any malfunction or deficiency of plant systems operation or as a result of errors in manual actions. Under abnormal conditions, these safety systems provide rapid and automatic actions to protect both the plant and the environment.

The I&C system architecture provides the functionality to control or limit plant conditions for normal or abnormal operation and to achieve a safe shutdown state in response to adverse operational events (e.g. incidents or accidents). Because I&C systems have such broad roles, subdividing the plant I&C according to its functions facilitates an understanding of the entire system. Functions for reactor structures, systems and components, both power
and RRs, are generally subdivided into safety and non-safety functions. I&C systems typically have a significant role in safety functions such as:

(a) Reactor trip for adverse core conditions such as over-power, short reactor period, high core temperature, or loss of coolant;
(b) Emergency core cooling of the core;
(c) Decay heat removal from the fuel after shutdown;
(d) Emergency ventilation of occupied areas such as the control room;
(e) Emergency power supplies to safety equipment.

Some I&C functions are not related directly to safety functions but provide a significant contribution to safety such as maintaining the plant within a safe operating envelope under normal conditions, support radiation protection for plant workers, or add defence-in-depth to the plant’s response to accidents. Examples of such I&C functions are:

(a) Reactor power control;
(b) Pressure and temperature control for normal heat removal systems;
(c) Fire detection;
(d) Radiation monitoring;
(e) Personnel access control;
(f) Display of information for planning emergency response.

Non-safety I&C functions are those that are not necessary to maintain the plant within a safe operating envelope. Examples of non-safety I&C functions are:

(a) Demineralizer and water treatment control;
(b) General heating, ventilation and power supply.

The I&C systems of older RRs were primarily based on analogue instrument technology. However, with the rapid growth of instrumentation based on digital technology in recent years, analogue instrumentation is declining in its use and support by the I&C industry. However, due to frequent limitations of funds available to RRs for component upgrades, analogue instrumentation remains an important part of RR systems and both technologies need be considered for use and maintenance in RRs.

Analogue and digital I&C systems are distinguished by the way in which signal processing and actuator control is performed. Analogue I&C systems use analogue voltages or currents and analogue electronics to process signals and provide control. Digital I&C systems perform signal processing and control by means of computer processors, using a binary representation of the measured and controlled parameters. From the functional point of view, the results are similar but from the physical and complexity points of view, the differences are significant. Figures 20 and 21 show an I&C function from a functional and physical point of view [19].
Because RRs use instrumentation similar to power reactors, both require maintenance practices such as calibration. The most important components or functions of the main systems are therefore inspected or evaluated at regular intervals as approved by the respective regulatory body.

In this context, OLM techniques have been successfully implemented in power reactors for a number of applications such as a change to condition based calibration, performance monitoring of process instrumentation systems, detection of process anomalies, and to distinguish between process issues and instrumentation/sensor issues.

The topic of the present report is the instrumentation used in RRs and how OLM techniques can be adapted from the power industry to RRs, in order to:
(a) Reduce the time that instrument technicians are manually calibrating the instruments (exposure and contamination risk reduction);
(b) Reduce the risk of human introduced errors, caused by errors introduced during calibration;
(c) Improve I&C reliability to respond to transients and accidents (or prevention of such);
(d) Continuously assess the calibration status of important sensors;
(e) Identify abnormal plant conditions through monitoring sensor interrelationships;
(f) Assess plant components and provide early warning of sensor or component degradation (e.g. sensor calibration drift);
(g) Provide continuous, real time performance monitoring of plant sensors, components and systems;
(h) Decrease the likelihood of incidents and the consequential inadvertent release of radioactivity to the public.

Based on the above mentioned issues, the next section will focus on the implementation of OLM techniques as applied to the operation and maintenance of I&C systems at RRs.

4.3. OPPORTUNITIES FOR IMPROVEMENT IN CURRENT OLM IN RESEARCH REACTORS

This section provides examples for the implementation of OLM at RRs. Table 4 provides several areas of possible improvement and future trends that are to be considered in new or evolving programmes for OLM. Rather than simply mirroring existing OLM techniques, advances in electronics and technology can be considered, and incorporated where appropriate.

### TABLE 4. CURRENT OLM PRACTICES AND POSSIBLE IMPROVEMENTS

<table>
<thead>
<tr>
<th>Current OLM Practices</th>
<th>Possible Improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plant computer collects data, which is transferred manually for analysis</td>
<td>Automated data acquisition and analysis</td>
</tr>
<tr>
<td>General purpose processors</td>
<td>Usage of dedicated processors, e.g. Digital Signal Processor for analysis (e.g. FFT, vibration analysis)</td>
</tr>
<tr>
<td>OLM is usually implemented for a limited number and type of signals</td>
<td>Expansion of OLM to all applicable plant parameters</td>
</tr>
<tr>
<td>Data is specific for each research reactor and cannot be correlated to other facilities</td>
<td>Standardization of the analysis methods to allow for collaboration between facilities</td>
</tr>
<tr>
<td>Limited number of signals available for collection</td>
<td>Addition of wiring or adoption of wireless technology for data communication</td>
</tr>
</tbody>
</table>
The related IAEA documents on the subject of OLM for NPPs, specifically Section 7 of IAEA publication NP-T-1.2 [20], detail future trends in OLM. Those relevant to RRs include hybrid condition monitoring and diagnostics, advanced data communication, functional level integration and condition monitoring of signal cables using the line resonance analysis method. Progress into future trends at RRs can sometimes be hampered by budgetary considerations. However, as funding and possible experimental sponsorship allow, operating organizations can be able to act as test beds for new methods and technology.

5. GUIDANCE FOR ON-LINE MONITORING IMPLEMENTATION

This section addresses examples of implementation challenges for OLM of I&C at a RR. The topics presented are in no special sequence of importance and they may or may not be applicable for a particular facility, but they are provided for consideration as a starting point for the development of an implementation plan.

In implementing OLM for RRs it needs to be recognized that there are interactions internal to the organization of the reactor (e.g. engineering, operations, etc.) as well as external to the reactor (e.g. regulators).

As part of a plan for implementation, one needs to ensure that all stakeholders are made aware of the changes being proposed. Most typically stakeholders fall into these disciplines or responsibilities:

(a) Engineering Authority;
(b) Plant Management;
(c) Nuclear Safety;
(d) Regulator.

Transitioning from an established manual method of calibration and response time testing to the methods using OLM can encounter both economic efficiency discussions found in a business case and technical questions reconciled by a technical evaluation. The subject of OLM is not typically well understood by most decision maker audiences. Communication of a solid business case and responses to technical questions require both thoughtful and thorough consideration. Because of the complexity of these methods, clear communication is essential to ensure these OLM methods, as they are to be applied, are understood.

5.1. HIGH LEVEL TECHNICAL REVIEW

A high level technical review is desired to show stakeholders that the proposed OLM process requirements will match the existing plant configuration and equipment. This review would include validation of the plant data and its ability to be collected in a form usable for performing OLM analysis.

In addition to the technical analysis, other practical implementation questions will emerge in considering incorporating these into the review. Items to be considered would be the need for:

(a) Qualified Supplier (NQA-1 Audit) for performing the analysis;
(b) Subcontract to perform the analysis;
(c) Coordination of data collection and who would be responsible;
(d) Coordination of data transmittal for analysis and who would be responsible;
(e) Coordination of reporting analysis results and who would be responsible;
Identification that the mechanisms are in place for corrective action of transmitters or components that are identified as needing correction and who would be responsible to initiate that action.

A high level technical review provides the stakeholders with the information necessary to authorize the next step in this process.

5.2. BUSINESS CASE

Requests for a business case are typically the next step in the implementation process. The best outcome will show that the cost of implementation and analysis are recovered by the reduction in maintenance costs.

Tables 5 and 6 are from a proposed RR case as an example of data that was used in the development of work efficiency basis. This cost data is displayed in hours.

A business case is presented in Table 5 that shows the cost, in hours, of performing manual calibrations and response time testing of RTDs and transmitters. The business case shows that the greatest hours occur when performing RTD response time testing (RTT) (220 hours). Even though the RTD RTT took more time than the other methods, because there were only 18 RTDs, it was not economically viable to have the analysis performed. In the case of pressure transmitters, even though the cost of performing manual calibrations and RTT were much less, because there were 36, it was economically viable to have the analysis performed.

In Table 6, considering the ‘potential’ impact to the plant from failures that would not occur because of OLM plus the savings just from pressure transmitter monitoring, the holistic view concluded that the cost of monitoring both RTDs and pressure transmitters make this effort economically viable.
| Schedule the work | 1 | 1 | 0.5 | 1 |
| Post maintenance | 7 | 1 | 0.5 | 1 |
| Radiation protection | 1 | 2 | 1 | 1 |
| Quality control field | 26 | 1 | 0.5 | 1 |
| Quality assurance (work order) | 2 | 1 | 0.5 | 1 |
| Planning work order | 1 | 1 | 0.5 | 1 |
| Misc. Support | 4 | 4 | 1 | 2 |
| Operations | 19 | 8 | 0.5 | 3 |
| Supervision | 7 | 1 | 0.5 | 1 |
| Log/analyse work order data | 1 | 1 | 0.5 | 0.5 |
| Work order closure | 2 | 2 | 0.5 | 1 |
| Craft prep | 4 | 4 | 1.5 | 3 |
| Calibrate RTD | — | 40 | — | — |
| Calibrate PT | — | — | — | 7 |
| Perform RTD Testing | 145 | — | — | — |
| Perform PT Testing | — | — | 15 | — |
| Total hours | 220 | 67 | 23 | 23.5 |

Time is in hours
RTD – resistance temperature detector
PT – pressure transmitter
RTT – response time testing
CAL - calibration
### TABLE 6. COST–BENEFIT RESULTS OF VARIOUS MAINTENANCE EVOLUTIONS

<table>
<thead>
<tr>
<th>Activity</th>
<th>Cost</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instrument block valve replacement</td>
<td>40 hours +</td>
<td>For total valve replacement, assume 24 maintenance hours. For rework, assume eight hours. Assume that one instrument valve manifold replacement and one instrument valve rework can be saved per year.</td>
</tr>
<tr>
<td>or rework</td>
<td>Valve Cost &gt;</td>
<td>US $2 800</td>
</tr>
<tr>
<td></td>
<td>US $2 800</td>
<td></td>
</tr>
<tr>
<td>Instrument Root Valve Replacement</td>
<td>70 hours +</td>
<td>Cost of root valve replacement is approximately US $20 000. The cost to repack or lap a root valve is approximately US $4 000. Assumes one root valve replacement and one root valve rework could be saved every five years.</td>
</tr>
<tr>
<td>or Rework</td>
<td>valve cost</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;US $4 800</td>
<td></td>
</tr>
<tr>
<td>Maintenance Induced Errors and</td>
<td>6 operating hours</td>
<td>Industry shows 2–5% of instruments calibrated in the field experience maintenance induced errors. Also, 39% of failures in pressure sensing systems are the result of personnel error. Assume that one pressure transmitter error could be avoided each year at an average time gained in operations of six hours.</td>
</tr>
<tr>
<td>Equipment Performance Issues</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plant Outage Cost Savings</td>
<td>8 outage hours</td>
<td>Assuming the newly available time would be 150 total hours. Assume that only 5% of this time translates into shorter refuelling outage duration or eight hours.</td>
</tr>
</tbody>
</table>

### 5.3. TECHNICAL BASIS

It is important to establish a documented technical basis for application to a particular facility. This is accomplished by adapting the existing guidelines and information for these technologies and methods (see Section 3) to one or more specific facility application. This documentation may also include the experiences and best practices from other facilities having success with OLM as well as any evolving guidance and/or standards from applicable technical organizations.

Technical basis for plant calibration verification and RTT of transmitters are consistent with the OLM method implementation. This technical basis may be needed to perform multiple purposes such as: (1) a technical evaluation to support the basis of implementation requirements, and (2) identify the need for authorization basis change(s) or to support the conclusion that no changes are needed.

### 5.3.1. Example of technical basis - cross-calibration of RTDs

A generic technical basis discussion from one RR for the calibration of RTDs is provided below to give a general sense on how to approach the discussion. This same method can be applied to each technology.
5.3.1.1. **Background**

NRC NUREGs, EPRI documents, and other related industry publications state that periodic checks of RTD calibrations and response times are requires to be performed.

Inherent issues with removing RTDs from their thermowells to perform calibrations are that it is time intensive, involves personnel radiation dose, introduces a potential for RTD damage, and results in changes to RTD response time. The commercial nuclear power industry has developed justifications for the use of in situ cross-calibration techniques to validate the calibration of installed RTDs. These techniques negate the risk of damaging RTDs during calibration checks and/or changing response times by eliminating the need to remove and reinstall the RTD.

NUREG/CR 5560 [8] Ageing of Nuclear Plant Resistance Temperature Detectors documents the results of a comprehensive research and development project performed in the late 1980s to quantify the effects of normal ageing on the performance of nuclear safety RTDs. The document includes a description of the RTD cross-calibration technique and identifies the associated uncertainties along with a basis for quantifying those uncertainties.

In general terms the cross-calibration technique can be described as measuring RTD resistance values from multiple RTDs under isothermal conditions. The resistance values are then converted to equivalent temperatures using the RTD calibration tables and the temperatures are averaged to determine the actual process temperature. The temperature indication from each individual RTD is then compared against this average. Any RTD that deviates from the average by more than a predetermined acceptance limit is removed from the average and the process is repeated to re-calculate a new average process temperature. The process may then be repeated at multiple temperatures to demonstrate required linearity over a temperature range. This also provides the data for in situ recalibration of any outliers.

RTDs with deviations outside of acceptable limits (outliers) may have their Callendar–Van Dusen constants changed. The Callendar–Van Dusen equation describes the relationship between resistance and temperature of RTDs. The long form of this equation was published in 1925 by M.S. Van Dusen. The simpler form of the Callendar–Van Dusen equation was published by Callendar and is given as:

\[
R(t) = R(0)\left[1 + At + Bt^2\right]
\]

where
\[
R \quad \text{is the resistance;}
\]
\[
T \quad \text{is the temperature;}
\]
\[
A \text{ and } B \quad \text{are the constants.}
\]

This form is generally valid only over the range of 0°C to 661°C and constants \( A \) and \( B \) are derived from experimentally determined parameters using resistance measurements typically made at 0°C, 100°C and 260°C.

5.3.1.2. **Technical basis for implementation of RTD cross-calibration**

A feasibility study for the use of RTD cross-calibration was performed using existing data from the plant data acquisition system. The data was sampled and stored at a frequency of up to 0.5 Hz.

The results of the study are documented, which demonstrates the viability of using the cross-calibration technique to verify RTD calibrations.

Acceptance testing identified that under isothermal conditions in the system with only one of the pumps in-service, all temperature indications read within 0.1°C of each other.
The measurement system has four dual element RTDs sensing reactor inlet temperature with a span of 40-100°C and four dual element RTDs sensing quadrant outlet temperature with a span of 0-100°C. During reactor startup, inlet and outlet temperatures remain isothermal up to 40°C. At approximately 100°C in the system and after reactor criticality is achieved, this condition creates a divergence between inlet and outlet temperature. Because the inlet RTDs are not on-scale until 40°C, a cross-calibration test at isothermal conditions can only be performed at a single point of 40°C. Since normal temperatures are <70°C, the other constants (A and B) in the Callendar–Van Dusen equation are insignificant over this range. Typical commercial NPP applications of RTD cross-calibration occur over a much larger temperature range (120–290°C) where a three or five point cross-calibration check can be conducted.

Performing cross-calibration at a single point is appropriate for the system because other documentation identifies that smaller uncertainties are expected for smaller temperature ranges and lower temperature applications which are applicable to this system. This publication also identifies that for the system temperature ranges, the errors associated with the A and B terms of the Callendar–Van Dusen equations will result in insignificant errors. As such, in the event that an outlier is identified using the cross-calibration technique, the R(0) term of the Callendar–Van Dusen equation will be changed to restore acceptable RTD accuracy.

5.3.1.3. Requirements for RTD cross-calibration

The following are specific requirements for implementing this cross-calibration. This method will meet or exceed current RTD calibration verification practice.

(1) Calibrations of the RTD instrument channels will continue to be performed. This is done by disconnecting the RTD leads from the channel, replacing the RTD with a known input resistance, and measuring the channel output voltage and associated temperature. Differences between the calibration input (40°C) and the associated instrument channel outputs will be determined. To better estimate RTD accuracy, this information will be used later to correct RTD instrument channel bias from RTD cross-calibration results.

(2) After establishing stable isothermal temperature conditions (at slightly greater than 40°C) in the system, all of the RTD instrument channels will be on-scale and may be used for RTD cross-calibration. Stable isothermal temperature conditions in the system may be established by operation of a pump for at least 30 minutes while all RTDs are on-scale. One pump is sufficient to provide adequate mixing of system fluids while not adding a significant amount of heat to the system. While running one pump provides optimum conditions for RTD cross-calibration data collection, a process temperature non-uniformity correction method may be employed at a later time to permit data collection during the operation of other pumps. Corrections for non-uniformity between inlet and outlet temperatures as well as for process fluctuations have been in regular use in the commercial nuclear power industry for many years.

(3) At least 31 temperature samples (per channel) are to be obtained for each of the RTDs to ensure a statistically meaningful average for each channel. The 31 data points for each RTD will then be averaged to create a ‘channel average.’ RTD channel biases identified during the channel calibrations described in item 1 will then be applied to correct the channel average of the corresponding RTD. The corrected averages for the RTDs will then be averaged to obtain a ‘system average’ which is the best estimate of the system temperature.
(4) Next, the difference between each RTD ‘channel average’ and the ‘system average’ will be calculated.

(5) An RTD ‘channel average’ that deviates by > 0.1°C from the ‘system average’ has to be excluded from the ‘system average’ population and a new ‘system average’ will be computed with the remaining RTD ‘channel averages.’ This process will be repeated until all RTD ‘channel averages’ that deviate by > 0.1°C from the ‘system average’ have been eliminated from the system average.

(6) After a ‘final system average’ has been established, the difference between each RTD channel average and the ‘final system average’ will be calculated. Those results will be actioned as follows:

(a) An RTD ‘channel average’ which deviates by ≤ 0.1°C from the ‘final system average’ is deemed to have an acceptable calibration and no further action is required.

(b) An RTD ‘channel average’ that deviate by > 0.1°C but < 0.2°C will have a new Callendar–Van Dusen equation R(0) computed to correct the calibration. Changes will then be implemented to incorporate this R(0) change for that channel.

(c) An RTD ‘channel average’ that deviate by ≥ 0.1°C has to be evaluated to determine the need to:
   (i) Develop a new calibration curve for the entire range
   (ii) Correct the existing calibration curve
   (iii) Replace the RTD.

The 0.2°C and the 0.1°C temperature limits are judged to be achievable and would protect the temperature uncertainties that have been established.

(7) NUREG/CR–5560 [8] has established the frequency for performing RTD cross-calibration as at least once every fuel cycle, which is no greater than 24 months. However, there is insufficient data from the current data analysis to support a frequency greater than that presently specified in the TSR. Any change in current frequency up to 24 months will require further analysis and a separate justification.

5.3.2. Example of authorization basis evaluation

Once the technical basis for the facility is established from a conceptual perspective, there is a need to convert the basis into a plant specific discussion document for presentation and approval by the engineering authority. This will, in turn, become the basis for changes to the authorization basis or licensing requirements, if required. A formal engineering change process will have to be initiated and to follow the prescribed approval processes, both within the plant and within the organization.

A generic example of an authorization basis evaluation from a RR, which may be included in the technical basis document, is provided in NUREG/CR–5560 [8]:

“The Technical Safety Requirements (TSR) requires Reactor Shutdown System (RSS) instrumentation to be operable during various modes of operations. TSR lists the applicable mode of operation and the required set point, accuracy and response time. The following paragraphs show that the OLM and calibration techniques described in previous sections meet the definition of calibration verification which then meets the requirements of TSR.

Previously described are the calibration and response time methods for the RTDs and the TSR shows the required accuracy and response time. Also provided are the required or assumed RSS contributions to the total response time. These required values are compared with current measured values and those provided by the
proposed new methods described in this evaluation. The results of either method are acceptable and have the required margin. Method requirements described are necessary to ensure accuracy and response times remain acceptable. These requirements should be implemented prior to utilizing the methods described.”

This would become the justification for changes to an authorization basis or justification that the existing basis is sufficient and implementation is acceptable.

5.4. CHANGES TO WORK INSTRUCTION

Once implementation is contemplated, there is a need to establish the appropriate work control documentation for execution.

Depending upon the organization(s) involved, there is the potential to have multiple organizations and individuals engaged in OLM. However, the work control process may address the responsibilities for performing actions for a scope of: (1) collecting data, (2) transmitting data to analyst, (3) analysing the data, (4) communicating analysis results, (5) review of the results, and (6) the need to take action to correct any problems.

6. TECHNICAL ISSUES FOR IMPLEMENTATION

6.1. INTRODUCTION

Having identified both a need for using OLM and the availability of appropriate measurement systems, it is necessary to consider a variety of practical issues relating to the actual implementation of OLM. These include assessing the availability and appropriateness of physical resources and staffing, ensuring the provision of adequate support and dealing with organizational, political and funding issues.

The purpose of this section is to provide a useful overview about all relevant areas of implementing OLM. Hardware or software upgrades may be needed if the current hardware is insufficient to collect data, at an appropriate rate, from all required sources (instruments).

The main goal is to keep the planned implementation as simple and practical as possible, and to avoid unnecessary complexity.

6.2. PARAMETER SELECTION AND CLARIFICATION

Parameter selection is an essential early part of the project, as this will define what data is to be collected and analysed.

(a) Identify the systems that will be subjected to OLM;
(b) Determine which parameters will be monitored for OLM purposes;
(c) Is the equipment safety, safety related or non-safety related?
(d) Special attention is paid to parameters from safety equipment – appropriately classed isolation will be required for the data collection interfaces;
(e) Safety related equipment will also require full signal isolation, but may not necessarily require safety classed certified isolators;
(f) Good engineering practice dictates that even non-safety related parameter interfaces have to provide signal isolation;
(g) It is assured that signal paths are uni-directional in operation and for all failure modes.
6.3. SOURCE OF DATA ANALYSIS

Data may be sourced from either the plant computer, where one is used or from a standalone data logging system. Where the plant computer is used as the source of data, careful consideration has to be given to the method of extracting the data. It is to be ensured that the plant data computer resources are not affected, impacting on the computer to perform its designated plant safety and control functions. These factors need to be taken into account when scheduling the data transfer and planning transfer intervals – the volume of data to be buffered/accumulated before transfer takes place.

Where an existing data logging system is in operation, it needs to be ensured that normal data collection is not compromised during the transfer of large volumes of data for post measurement processing. Figure 22 below shows system configuration on data transfer.

The actual interfaces used for the transfer of data between systems need to address cybersecurity issues (refer to section 6.8 for Cybersecurity).

6.4. SOURCE OF DATA FROM A NEW ADDITIONAL SYSTEM

In the cases where a new data logging system has to be implemented, there are several factors to consider:

— The number of parameters to be collected;
— The sampling interval;
— The required resolution;
— Interfaces to the plant.

6.4.1. Sampling interval

Sampling interval is very dependent on the parameter that is being recorded and the physics of what is being measured. For large masses of water, where the rate of change in the
measured value is slow, a sampling rate of a few seconds is adequate. Conversely for the measurement of neutron flux, where the measured value can change rapidly, a high sampling rate is required.

6.4.2. Sampling resolution

To ensure an adequate resolution can be achieved the A/D convertor in the front end data collection device has to have a minimum resolution that provides a 0.1% of scale resolution (10 bit D/A). Where front end devices A/D convertors have more than 16 bits, these are to be truncated to a maximum of 16 bits.

6.4.3. Interface to the plant

Isolation is required between the data logging system and the plant control system; signals may only be passed in one direction, away from the plant. Figure 23 shows a typical interface for data collection.

As mentioned above, special attention is paid to parameters from safety equipment where fully qualified isolators are required. Safety related and non-safety related signals also have to be isolated with the isolator qualification dependent on a safety assessment.
6.5. CALIBRATION OF DATA COLLECTION

The data collection may not introduce errors in the measured parameters. To accomplish this, a possible solution is the addition of built-in checking.

6.6. DATE AND TIME SAMPLING

In all cases it is essential that time and date stamping for all parameters irrespective of their source be synchronized to a single plant clock.

The time stamping is to be kept within 100 ms, and have a resolution of 10 ms.

6.7. POST DATA COLLECTION PROCESSING

For simplicity and ease of licensing, the evaluation of the collected data is done independently of the currently installed system. This obviates the need for software changes in an approved system, which would require an extensive validation and verification (V&V) effort should software changes be a requirement of the license for the plant computer.

A schedule for transfer of data to the processing system, and the procedures that will be performed to achieve this transfer has to be established. Dependant on the operating schedule for the particular plant, this will vary from every few minutes up to once a week, or longer.

The statistical processes that will be performed on the data has to be evaluated and their conformance to approved methods verified.

The actual software that will be used for processing the data is required to be generated and fully tested. An independent V&V is performed on the system using sample data.

The format for alarms and reports is generated.

Criteria for when action needs to be taken by plant staff has to be established and the requisite procedures for this put in place.

6.8. CYBERSECURITY FOR ON-LINE MONITORING IN RESEARCH REACTORS

The scope of this publication does not include cybersecurity which is a comprehensive field of its own. As such, references have been provided to the IAEA publications and reports from other organizations, which are contained in bibliography section of this publication.

IAEA publication NSS No. 17 states that computer security objectives are commonly defined as protecting the confidentiality, integrity and availability attributes of electronic data or computer systems and processes. By identifying and protecting these attributes in data or systems that can have an adverse impact on the safety and security functions in nuclear facilities, the security objectives can be met.

7. EXAMPLE OF ON-LINE MONITORING APPLICATION IN RESEARCH REACTORS

The following section provides a summary of different OLM applications already implemented in RRs.
7.1. IMPLEMENTATION OF ON-LINE MONITORING IN RSG-GAS REACTOR (INDONESIA)

An OLM system has been developed and applied to the multipurpose reactor G.A. Siwabessy (RSG-GAS) in Serpong (Indonesia). This OLM system employs ‘neural-network’ methods and has been used to experimentally demonstrate the good potential of this method for early fault detection during steady state and transient operation of RSG-GAS. The neural network is utilized to model reactor dynamics using normal operation data from low to high power. The ‘feed-forward’ neural network, after initial learning, detects a symptom of even small anomalies earlier than the conventional alarm system. The off-line test results show that the neural network successfully monitored the reactor status not only in steady state but also in transient operation.

Reference data for two different operating conditions (see Table 7) were recorded in 2003 for off-line testing of the neural network monitoring system. One condition recorded steady state operation and another recorded shutdown operation. The sampling frequency of both data was 10 Hz. The feed-forward neural network in auto-associative mode was trained on the data for normal operation and successful in predicting the actual reactor dynamics after this initial training period. The neural network was then used to monitor the difference between the operation data and reference data in order to detect anomalies in-reactor operation. A similar evaluation was performed for the shutdown data.

TABLE 7. RSG-GAS EXPERIMENTAL DATA (REFERENCE)

<table>
<thead>
<tr>
<th>No</th>
<th>Date</th>
<th>Operation Mode</th>
<th>Channels</th>
<th>Sampling Frequency</th>
<th>Number of Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17.12.2003</td>
<td>Steady State</td>
<td>6</td>
<td>10 Hz</td>
<td>22800</td>
</tr>
<tr>
<td>2</td>
<td>23.12.2003</td>
<td>Shutdown</td>
<td>6</td>
<td>10 Hz</td>
<td>14800</td>
</tr>
</tbody>
</table>

The reactor data acquisition system for this OLM application was built using commercial off the shelf hardware (Fig. 24). For this neural network OLM application, six important process signals were selected: one N-16 detector, three neutron flux signals at different positions, and two outlet temperatures. These six analogue voltage signals (0–10 V) were sampled every 0.1 second and converted to engineering values as shown in Table 8. The original data had a large noise component as shown in Fig. 25. To reduce this noise component of the data, moving average values were calculated every one second (see Fig. 26) and used for the analysis. Note that this OLM application was implemented using non-safety related signals of the reactor.

---

1 The RSG-GAS reactor is operated by BATAN (National Nuclear Energy Agency).

### TABLE 8. SIGNAL LIST FOR DATA CONVERSION

<table>
<thead>
<tr>
<th>No.</th>
<th>Signal</th>
<th>Engineering Range</th>
<th>Voltage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ch. 1</td>
<td>N-16 detector</td>
<td>0–100%</td>
<td>0–10 V</td>
</tr>
<tr>
<td>Ch. 2</td>
<td>Neutron Detector</td>
<td>0–150%</td>
<td>0–10 V</td>
</tr>
<tr>
<td>Ch. 3</td>
<td>Neutron Detector</td>
<td>0–150%</td>
<td>0–10 V</td>
</tr>
<tr>
<td>Ch. 4</td>
<td>Neutron Detector</td>
<td>0–150%</td>
<td>0–10 V</td>
</tr>
<tr>
<td>Ch. 5</td>
<td>Outlet Temperature</td>
<td>20–80°C</td>
<td>0–10 V</td>
</tr>
<tr>
<td>Ch. 6</td>
<td>Outlet Temperature</td>
<td>20–80°C</td>
<td>0–10 V</td>
</tr>
</tbody>
</table>
FIG. 25. Original neutron flux signals (10 Hz) during steady state (courtesy of the RSG-GAS reactor, National Nuclear Energy Agency, Indonesia).

FIG. 26. Moving average of neutron flux signals (1 Hz) during steady state (courtesy of the RSG-GAS reactor, National Nuclear Energy Agency, Indonesia).

The feed-forward neural network OLM application has three layers: an input layer, one hidden layer and an output layer. The number of units in both the input and output layers are six, as the output signals are to be equal to the input signals at the same time stamp. The number of hidden nodes is selected as eight as shown in Fig. 27. The back-propagation algorithm is used for learning and the sigmoid function is selected as the transfer function.
The patterns for the initial learning were obtained during steady state operation of 15 MW and the following shutdown operation.

The basic principle of the anomaly detection is to monitor the deviation between process signals measured from the actual detector and the corresponding values predicted by the model (i.e. the neural networks). If one of the deviations exceeds an assigned fault severity level, an alarm will be displayed and the error log is time stamped with signal information. If the deviations between measured and estimated values are small enough, operation status of the reactor is considered to be ‘normal.’

The conditions of reactor operation are always changing because of factors such as a fuel-burnup or the operation modes. Thus, the dynamics at the beginning of the fuel core cycle are completely different from those at the end of the cycle. As a result, the operational neural network model cannot be applied to the entire fuel core cycle. However, the adaptive learning capability of neural networks can gradually change the network model to keep track of the actual reactor status through the updating of weighting factors. The back-propagation algorithm is used for this adaptive learning as well.

The initial training results of each signal are plotted in Figs. 28 and 29 for neutron flux (Channel 4) and outlet temperature (Channel 5). The solid blue line in the figures indicates the measured signals from the reactor, and the dotted red line represents the predicted values by the neural network. The dash-dot green line indicates the deviation between measured signals and predicted values.

FIG. 27. Structure of feed-forward neural network (Courtesy of the RSG-GAS reactor, National Nuclear Energy Agency, Indonesia)
Figures 30 and 31 show the neural network monitoring results for neutron flux and outlet temperature signals during steady state operation. The other signal of neural network outputs could be obtained in the same time frame. Two horizontal chain lines show the fault severity level as maximum tolerance. When the deviation is within the range between two horizontal lines, the reactor condition is considered normal. From the testing results, all of deviations between measured and estimated value were found to be within the fault severity level, so the monitoring system verified the reactor status as 'normal' during steady state operation.
In the transient mode, the reactor power was gradually decreased from 15 MW to zero in 1 000 s. The off-line monitoring results during shutdown operation are shown in Figures 32 and 33 and deviations in time frame of 1 000 s were within the prescribed limits.
The OLM using neural networks has been successfully applied to the RSG-GAS reactor. From the off-line test results, it was shown that the neural network successfully modelled the reactor dynamics and demonstrated the possibility of detecting the symptoms of anomalies in its early stages.

7.2. IMPLEMENTATION OF ON-LINE MONITORING IN ES-SALAM REACTOR (ALGERIA)

In this discussion, the functionality, operation and upgrading of a real time monitoring system for the Es-Salam RR in Algeria is described. For many years, dedicated analogue and digital I&C systems have been developed to monitor different systems of RRs. As a typical
RR, the Es-Salam reactor was originally equipped with a real time monitoring system RTMS based on programmed data processor minicomputers. The higher level programming tools necessary for advanced I&C monitoring techniques were not available for this system.

Modern computers are able to support a large number of compilers and required applications, and the Es-Salam RR has developed and integrated new software tools for monitoring the reactor. These new tools assist the operators who were previously required to observe and manipulate complex system during reactor operations. The main purpose of this new software tool, which is based on artificial intelligence techniques, is to automatically recognize error conditions specific to a given sensor, or actuator and generate an alarm. By monitoring the hundreds of reactor sensors, the program assists the operators in understanding the status of the reactor at all times.

To monitor, record and analyse the measured data of the reactor’s systems, a research team in Es-Salam installed a new real time data acquisition and monitoring system. The task of gathering signals from measurement sources (over 400 different sensors and actuators) and digitizing the signals for storage, analysis and presentation on a personal computer was developed using selected off the shelf hardware. The signal conditioning selection process resulted in both modular and integrated hardware options being incorporated into the design. Signal conditioning accessories were selected for use in a variety of applications including the processing functions of amplification, attenuation, isolation, simultaneous sampling, sensor excitation, multiplexing, etc.

### 7.2.1. Hardware

Figures 34 and 35 show simplified illustrations of the hardware architecture. The large amount of measured parameters required the use of two separate and independent data acquisition sites. The first site is used to acquire thermohydraulic and radiation protection parameters such as flow, pressure, radiation measurements, etc. As can be seen in the figures below, the acquired data is stored directly onto the computer for analysis through an external chassis and personal computer plug-in card with PCI-bus expansion slots.

**FIG. 34.** First technical site for different parameters data acquisition.
FIG. 35. Second technical site for core temperature measurement.

The second data acquisition system was used to monitor the temperature of each fuel assembly in the reactor core. Software was developed to transform the personal computers and data acquisition hardware into a complete data acquisition, analysis and display system.

7.2.2. Future work

Following the installation of the new reactor monitoring system, El-Salam plans to integrate artificial intelligence tools to automatically detect abnormal sensor values. Real time sensor measurements will then be continuously compared to the data generated by the model. An alarm will be generated whenever a sensor gives values which are substantially different from those given by the model.

As the above described tool advances, El-Salam hopes to add enhancements to the system such as enabling the system to automatically adapt to sensor drift by adjusting error criteria.

7.2.3. Conclusion

With modern computer technology, it has been possible to monitor and process all measured signals at the Es-Salam reactor to provide a tool important for the efficient operation of the reactor. This will allow for the future development of a real time diagnostic tool capable of detecting malfunctions and monitoring for drift in sensing/actuating processes. Additionally, the future implementation of wireless sensor technologies is seen as a cost effective approach for expanding equipment condition monitoring and improved diagnostics and prognostics.
The plant computer at the PARR-1 reactor has been effectively utilized for specialized on-line surveillance and monitoring, for early detection of faults in nuclear instrumentation channels.

### 7.3.1. Rationale of signal testing using statistical analysis

Statistical parameters (e.g. mean value, standard deviation error, and probability distribution functions) of signals from neutron and gamma detectors in the nuclear instrumentation (NI) and process instrumentation (PI) have been utilized to determine channel performance acceptability. The total noise generation in these signals may be considered in two parts; sensor noise (i.e. nuclear detector noise (√N)) and instrumentation noise (ε). Then, for the case of NI channels NI signal noise = √N + ε.

Originally the values of √N are measured by using cables and instrumentation already calibrated. The values of instrumentation noise were also measured independently, at commissioning. These represent the reference errors and permit the identification of malfunctions by noting an increase in channel noise that deviates from the reference nuclear detector error, or a malfunction in any part of NI/PI instrumentation causing an increased noise above the reference instrumentation error.

If any of these degradation conditions occur, then the standard deviation of the channel signal invariably increases indicating a channel malfunction. Also, zero value of a signal mean and standard deviation indicates an open or grounded connection. Any periodic or harmonic noise injection (e.g. high electrical noise) may be detected by time waveform or frequency analysis. The full-width-half-maximum (FWHM) probability distribution function is also used as an indicator of increased instrumentation noise. In the case of a faulty instrument or sensor, there is a large noise injection in the signals and FWHM can exceed ± 3σ. Probability distribution function methods can also be used to differentiate systematic errors from random errors; for example, in the assessment of the power control system performance. One major advantage of statistical signal analysis is that the noise-corrected (true) and highly reliable mean values of nuclear signals are available for trend monitoring in the safety parameters display system.

The algorithm for statistical signal processing is shown in Fig. 36.
7.3.2. Test cases for nuclear instrumentation performance assessment

It has been observed that the frequency bandwidth of nuclear detection signals invariably reduces in the case of detector degradation. In such a case, the detector cannot follow fast flux changes. In this and other occasions, the statistical algorithm discussed above successfully identified a malfunction in the nuclear channels before the problems were indicated on the instrumentation in the main control room. Problems of moisture in detectors'
housings, faults in signal cable insulation, sensor power supply and instrumentation hardware faults were also detected at initial stages with statistical signal analysis. In this way spurious reactor period trips were avoided.

Information from the plant computer was also used to improve plant instrumentation performance. For example, the proportional, integral, and differential gains of the reactor power controller were optimized based on the minimum error bands in controller output, comparing errors with manual control mode errors.

One major advantage of statistical signal analysis is that the noise-corrected (true) and highly reliable mean values of nuclear signals are available for trend monitoring in the safety parameters display system.

7.3.3. **Conclusion**

The plant computer at the Pakistan Research Reactor – 1 (PARR–1) has been successfully used for early detection of faults in nuclear instrumentation neutron and gamma detectors by OLM and statistical analysis of NI signals.

7.4. **MAINTENANCE EXPERIENCE IN RESEARCH REACTORS**

This section provides examples of RR instrumentation issues where OLM techniques could have been used to indicate degraded conditions, or diagnose existing problems.

7.4.1. **Increase of primary flow rate and modification of flow transmitter characteristics at ETRR-II (Egypt)**

In performing a thermal heat balance between the primary, secondary and pool systems, a difference of 2 MW was observed between the primary and secondary systems. The initial actions were to calibrate all instrumentation in the power calculation for both the primary and the secondary. However, the power difference remained. It was determined that primary flow measurements via ultrasonic methods would be compared to the existing instrumentation measurement. When this was done, a difference of approximately 150 m$^3$ was found to exist between the two measurements. The installed flow transmitters were recalibrated to provide correct flow indication.

If the ultrasonic flow transmitter is permanently installed, then OLM techniques to do a cross-correlation between the two instruments could have provided an indication of the problem. Another option is to have an OLM trending of the single parameter to alert the staff to the degradation of the flow measurement.

7.4.2. **Multiple short term RTD failures at SAFARI 1 (South Africa)**

This experience is for multiple failures of RTDs for the cooling tower inlet water temperature for the SAFARI 1 reactor. During operation, the indicated temperature dropped to zero indicating an open circuit failure. A new RTD was installed and calibrated during shutdown. However, after approximately 30 hours of operation, the measured value dropped to zero and maintenance personnel found the cause again to be an open circuit. A third new RTD was installed with its subsequent failure in approximately six hours of cooling tower operation. The failed RTDs were examined and it was found that the packing around the temperature element was not well supported while only electrical insulation was provided by the design. It was concluded that the premature RTD failures were caused by excessive vibration. In consultations with the RTD manufacturer, it was discovered that more robust
(anti-vibration) RTDs were available but were not supplied as the order did not specify this requirement. Future orders for this RTD application will provide proper specifications for vibration and proper inspection will be performed upon receipt. OLM techniques can provide a cross-correlation capability that could have enabled the plant to operate with a failed RTD.

7.4.3. Fouled orifice plate – need for redundant measurements at SAFARI-1 (South Africa)

The process water flow between the secondary side of the primary heat exchangers and the cooling towers is measured by an orifice plate using a single measurement channel. Due to buildup of material on the orifice plate, the aperture diameter became obstructed resulting in incorrect flow reading, as shown in Figs. 37 and 38. This condition remained undetected for an extended period of time until it was discovered during maintenance of the system. If a second, non-intrusive flow measurement had been recorded on the plant data logging system, using OLM techniques to do a cross-correlation between the two instruments would have indicated the development of the problem. Also, long term OLM trending of the single parameter may have alerted staff to the degradation of the flow measurement as the buildup of material progressed.

FIG. 37. The orifice plate as removed for inspection (Courtesy of the SAFARI-1 of the South African Nuclear Energy Corporation (NECSA), South Africa).
FIG. 38. Cleaned orifice plate ready for installation (Courtesy of the SAFARI-1 of the South African Nuclear Energy Corporation (NECSA), South Africa).
### ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANSI</td>
<td>American National Standards Institute</td>
</tr>
<tr>
<td>APD</td>
<td>Amplitude Probability Density</td>
</tr>
<tr>
<td>APSD</td>
<td>Auto power spectral density</td>
</tr>
<tr>
<td>CRP</td>
<td>Coordinated Research Project</td>
</tr>
<tr>
<td>EPRI</td>
<td>Electric Power Research Institute</td>
</tr>
<tr>
<td>I&amp;C</td>
<td>Instrumentation and control</td>
</tr>
<tr>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
</tr>
<tr>
<td>IAEA</td>
<td>International Atomic Energy Agency</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>ISA</td>
<td>International Society of Automation</td>
</tr>
<tr>
<td>LCSR</td>
<td>Loop current step response</td>
</tr>
<tr>
<td>LTI</td>
<td>Linear time-invariant</td>
</tr>
<tr>
<td>NPP</td>
<td>Nuclear power plants</td>
</tr>
<tr>
<td>NRC</td>
<td>Nuclear Regulatory Commission</td>
</tr>
<tr>
<td>OLM</td>
<td>On-line Monitoring</td>
</tr>
<tr>
<td>PWR</td>
<td>Pressurized water reactor</td>
</tr>
<tr>
<td>RCM</td>
<td>Reliability centred maintenance</td>
</tr>
<tr>
<td>RR</td>
<td>Research reactor</td>
</tr>
<tr>
<td>RTD</td>
<td>Resistance temperature detector</td>
</tr>
<tr>
<td>RTT</td>
<td>Response time testing</td>
</tr>
<tr>
<td>SER</td>
<td>Safety Evaluation Report</td>
</tr>
<tr>
<td>SSC</td>
<td>Structures, systems, or components</td>
</tr>
<tr>
<td>TSR</td>
<td>Technical Safety Requirements</td>
</tr>
</tbody>
</table>
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