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FOREWORD

Models are essential tools for evaluating radiological impacts within the safety assessment process and for regulatory control of nuclear facilities and activities in planned, existing and emergency exposure situations. Modelling the fate of radionuclides in the environment and assessing the resulting radiation doses to people and the environment is needed, for example, for evaluating the radiological relevance of routine and accidental releases of radionuclides, for decision making during remediation activities, in the framework of long term safety assessments of nuclear waste disposal facilities, and for clearance and exemption of material with low levels of radioactivity from the need for regulatory control.

The IAEA has been organizing programmes of international model testing since the 1980s. These programmes have contributed to a general improvement in models, in the transfer of data and in the capabilities of modellers in Member States. IAEA publications on this subject over the past three decades demonstrate the comprehensive nature of the programmes and record the associated advances that have been made.

From 2012 to 2015, the IAEA implemented the Modelling and Data for Radiological Impact Assessments (MODARIA) programme, which concentrated on testing the performance of models; developing and improving models for particular environments; reaching consensus on datasets that are generally applicable in environmental transfer models; and providing an international forum for the exchange of experience, ideas and research information.

Different aspects were addressed by ten working groups within MODARIA, covering four thematic areas: remediation of contaminated areas; uncertainties and variability; exposures and effects on biota; and marine modelling. This publication describes the work of Working Group 10, Modelling of Marine Dispersion and Transfer of Radionuclides Accidentally Released from Land-based Facilities.

The IAEA is grateful to all those who participated in Working Group 10, in particular its leader, R. Periáñez (Spain). The IAEA officers responsible for this publication were P. McGinnity of the IAEA Environment Laboratories, and A. Kennedy and D. Telleria of the Division of Radiation, Transport and Waste Safety.
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SUMMARY

This report describes the work undertaken by the Modelling of Marine Dispersion and Transfer of Radionuclides Accidentally Released from Land-based Facilities Working Group 10 (WG10) of the IAEA MODARIA Programme. Two marine scenarios have been studied: (i) the dispersion of Chornobyl accident fallout in the Baltic Sea [1]; and (ii) the dispersion of radionuclides released from the Fukushima Daiichi nuclear power plant (NPP) accident into the Pacific Ocean [2].

For the modelling of radionuclides within the Baltic Sea, four models were used to compare the distribution of $^{137}$Cs through time and space after five years of simulation. Significant conceptual, numerical and parameterization differences between models in addition to the complexity of the Baltic Sea hydrodynamics contribute to differences in model outputs. However, generally there is good agreement between the models and measured data.

For the modelling of radionuclides within the Pacific Ocean, a sequential chain of dispersion exercises was carried out using selected models in which a progressive harmonization of models (understood as using the same forcing and parameterizations) was performed. This allowed the causes of variability between model results to be analysed. Model harmonization was required to achieve a relatively close agreement between model outputs for the Pacific Ocean radiological scenario. The coastal waters of Fukushima represent a more dynamic system, therefore, the output of models is found to be very dependent on the ocean model used.

Some general conclusions close this report with a comparison of model performances when applied to the Baltic Sea and Pacific Ocean radiological scenarios. The difficulties of developing operative modelling systems for supporting decision making in cases of emergencies in highly dynamic environments is highlighted. It is concluded that a multi-model approach may be valuable when environmental processes are complex. Through this approach, the predictions that obtain the greatest degree of consensus among modellers are made evident and the aspects that are subject to disagreement, and which ought therefore to be handled carefully, also become clear.

Thus, the report is divided into four parts, beginning with an introductory section. Section 2\(^1\) describes the Baltic Sea radiological scenario. Section 3 summarizes the Pacific Ocean radiological scenario and Section 4 provides the general conclusions. Models which have been applied are summarized in the corresponding Annexes I–XI, where full details on each model may be consulted in the references given.

---

\(^1\) The core of the work presented in Sections 2 and 3 of this report is based on research papers published during the course of the project but has been expanded to include new material and more detailed information. Where applicable, the content from the research papers has been reproduced with permission from Elsevier Ltd. The two relevant papers are *A comparison of marine radionuclide dispersion models for the Baltic Sea in the frame of IAEA MODARIA program*, Journal of Environmental Radioactivity 139 (2015) 66–77 and *A new comparison of marine dispersion model performances for Fukushima Daiichi releases in the frame of IAEA MODARIA program*, Journal of Environmental Radioactivity 150 (2015) 247–269.
1. INTRODUCTION

1.1. BACKGROUND OF THE MODARIA PROGRAMME

The International Atomic Energy Agency (IAEA) organized a programme from 2012 to 2015 entitled MOdelling and Data for Radiological Impact Assessments (MODARIA), which had the general aim of improving capabilities in the field of environmental radiation dose assessment by means of acquisition of improved data for model testing, model testing and comparison, reaching consensus on modelling philosophies, approaches and parameter values, development of improved methods and exchange of information.

The following topics were addressed in ten working groups:

**Remediation of Contaminated Areas**

— Working Group 1: Remediation strategies and decision-aiding techniques
— Working Group 2: Exposures in contaminated urban environments and effect of remedial measures
— Working Group 3: Application of models for assessing radiological impacts arising from Naturally Occurring Radioactive Material (NORM) and radioactively contaminated legacy sites to support the management of remediation

**Uncertainties and Variability**

— Working Group 4: Analysis of radioecological data in IAEA Technical Reports Series publications to identify key radionuclides and associated parameter values for human and wildlife exposure assessment
— Working Group 5: Uncertainty and variability analysis for assessments of radiological impacts arising from routine discharges of radionuclides
— Working Group 6: Common framework for addressing environmental change in long term safety assessments of radioactive waste disposal facilities
— Working Group 7: Harmonization and intercomparison of models for accidental tritium releases

**Exposures and Effects on Biota**

— Working Group 8: Biota modelling: Further development of transfer and exposure models and application to scenarios
— Working Group 9: Models for assessing radiation effects on populations of wildlife species

**Marine Modelling**

— Working Group 10: Modelling of marine dispersion and transfer of radionuclides accidentally released from land-based facilities

The activities and results achieved by the Working Groups will be described in individual IAEA Technical Documents (IAEA-TECDOCs) where appropriate. This report describes the work of the Modelling of marine dispersion and transfer of radionuclides accidentally released from land-based facilities Working Group (Working Group 10).
1.2. THE REQUIREMENT FOR ADVANCED MODELS TO PREDICT MARINE DISTRIBUTION OF RADIONUCLIDES AFTER LAND-BASED ACCIDENTAL RELEASES

Models play a major role in the cases of accidental releases of pollutants in order to obtain rapid assessments and decisions for countermeasures to minimize the potential impact on humans and the environment. The IAEA has been organizing programmes of international model testing since the 1980s.

The possible benefits of carrying out model validation and testing at an international level were recognized by the Swedish Radiation Protection Institute, which sponsored the Biospheric Model Validation Study (BIOMOVS and BIOMOVS II) programmes starting in 1985 [3]. The Chernobyl accident in 1986 created a renewed need for reliable assessment tools in many countries and provided an increased impetus for work in this area. It also created new data sets that could be put to use for model testing. As a consequence, the IAEA was prompted to start a programme on the Validation of Model Predictions (VAMP) in 1988, which concluded in 1996 [4].

More recently, the Environmental Modelling for Radiation Safety (EMRAS) Programme, which ran 2003–2007, included a working group on Testing of Models for Predicting the Behaviour of Radionuclides in Fresh Water Systems and Coastal Areas [5]. Five scenarios were studied as part of this programme, including two estuaries (Dnieper-Bug in Ukraine and Huelva in Spain). However, a solely marine environment was not considered and the aquatic environment was also not included in the EMRAS II Programme (2009–2011) which followed on from EMRAS.

In this context, a number of marine models have been used to evaluate the transport and dispersion of oil, radionuclides and other pollutants both for short term predictions and also for long term assessments of the impact to humans by the consumption of marine food, as well as for the impact to the environment and biota. In relation to radionuclide dispersion modelling, major international exercises on modelling of transport and transfer of radionuclides in the marine environment were related to deep-sea dumping [6], disposal of intermediate and high-level waste in Arctic coastal seas [7] and nuclear weapons testing in the South Pacific [8].

During the recent decade several significant developments indicate that a new international modelling exercise is warranted. Recent developments include: advances in modelling (complex three dimensional (3-D) hydrodynamic models, optimized coding allowing implementation of complex models, techniques involving various scales and deterministic/statistical approaches, ecological modelling, dynamic transfer models, etc.), improved knowledge of oceanographic and atmospheric drivers, increased database of generic and specific parameters, new knowledge of chemical form specific biogeochemistry and the effect of environmental change (e.g. ocean acidification) on the fate of radionuclides in the marine environment.

The Fukushima Daiichi NPP accident in Japan, March 2011, resulted in significant releases to the marine environment, which prompted a large interest from modellers worldwide. Tracking contaminated seawater of defined origin can be used as a tool to validate oceanographic models.

---

2 For more information on EMRAS II programme, see http://www-ns.iaea.org/projects/emras/emras2/
and to follow ocean circulation over long periods and distances. Another example was the high
deposition of the Chornobyl accident fallout over the Baltic Sea and the significant
contamination of this semi-enclosed brackish sea area. Within HELCOM\(^3\) (Helsinki
Convention on the Protection of the Marine Environment of the Baltic Sea Area) the group
MORS (Monitoring of Radioactive Substances) established an internationally agreed
monitoring network among the Contracting Parties in 1986 and collected all of the available
data in a common database. Therefore, this sea area would be a good example to test
hydrodynamic marine models in order to simulate the dispersion and behaviour of
radionuclides.

The IAEA’s MODARIA\(^4\) Programme was initiated to make progress in relation to the
assessment of radioactive substances in the environment and its impact to humans and biota.
MODARIA Working Group 10 was set up to deal with modelling of marine dispersion and
transfer of radionuclides accidentally released from land-based facilities. Different models
developed in Member States were applied to estimate marine activity concentration distribution
in two radiological scenarios: (i) the accidental releases from the Fukushima Daiichi NPP
accident in the Pacific and (ii) the accidental fallout deposition on the Baltic Sea from the
Chornobyl accidental release in 1986. The latter case caused a significant long lasting
contamination in this semi-enclosed sea area, primarily with \(^{137}\text{Cs}\) and \(^{134}\text{Cs}\). The Baltic Sea
and Fukushima coastal waters are very different marine environments, with the latter being a
highly dynamic system with strong and variable currents, as well as being characterized by the
presence of unsteady eddies. On the other hand, the Baltic Sea is a semi-enclosed basin.

Models showing different characteristics and complexity were used in MODARIA, from those
based on a box type approach to those making use of the shallow water and advection–diffusion
equations [9]. Although different approaches, simplifications and approximations are used by
the models, there are some conceptual and structural similarities that are apparent in an overall
perspective. An obvious example is the modelling of radionuclide interaction with suspended
matter and bottom sediments by means of a compartmental approach. The exercises performed
provided an opportunity to learn more about the proper usage of models for the management of
complex environmental problems in view of model parameter uncertainty and the compatibility
of different kinds of models applied to a specific contamination scenario.

Modellers from nine institutes participated in the exercises: Instituto de Engenharia Nuclear
(IEN/CNEN, Brazil), Institut de Radioprotection et de Sûreté Nucléaire (IRSN, France),
National Technical University of Athens (NTUA, Greece), Japan Atomic Energy Agency
(JAEA, Japan), Korean Institute of Ocean Science and Technology (KIOST, Republic of
Korea), Korea Atomic Energy Research Institute (KAERI, Republic of Korea), Norwegian
Radiation Protection Authority (NRPA, Norway), University of Seville (USEV, Spain) and
Institute of Mathematical Machines and System Problem (IMMSP, Ukraine).

---

\(^3\) For more information see [http://www.helcom.fi/](http://www.helcom.fi/)

\(^4\) Modelling and Data for Radiological Impact Assessments. Further information can be found here:
2. THE BALTIC SEA RADIOLOGICAL SCENARIO

2.1. INTRODUCTION

This section of the report describes the results of simulations with four models and compares the distribution of $^{137}$Cs activity concentration within the Baltic Sea. Simulations are run for a period of five years, starting from October 1986. The objective of this benchmark exercise is to compare predictions and to further develop models for dispersion and transfer of radionuclides in the marine environment, which can be used for radiological and environmental impact assessments in support of decision making regarding accidental releases of radionuclides to the marine environment.

The Baltic Sea is a marine environment that is very well suited for this type of modelling exercise given the large volume of radiological measurements which have been undertaken in the region, mainly after the Chornobyl accident, within the framework of HELCOM5.

The Baltic Sea is a complex marine system, characterized by significant salinity gradients, both horizontally and vertically (stratification), with stratification reduced towards the northern Baltic. The Baltic Sea is partially covered with ice during part of the year and water exchanges with the North Sea mainly occurs in pulses.

Thus, the Baltic Sea also presents a challenging marine environment in which to test marine dispersion models. The main features of the Baltic Sea are described in Section 2.2, including physical and oceanographic characteristics and the main sources of radionuclides. The modelling exercise and brief description of the models which have been applied are presented in Section 2.3 with additional information on the models included in the annexes. Finally, results are presented and discussed in Section 2.4.

2.2. DESCRIPTION OF THE BALTIC SEA

2.2.1. Physical description

The Baltic Sea is shallow, with a mean depth of around 50 m (bathymetry given in Figure 1), connected to the North Sea through the Danish Straits. A map of the Baltic Sea, indicating locations of interest for the present study, is presented in Figure 2.

Tides in the Baltic Sea are very small, with amplitudes smaller than 5 cm in most of the sea, due to its limited connectivity with the North Sea [10]. The mass balance indicates that there is an excess of precipitation and river runoff over evaporation in the Baltic. Thus, there is an outflow of fresher low salinity water in the surface layer and a deep inflow of more dense water through the Belt Sea around Denmark. This channel is very shallow (sill depth around 18 m) and significant mixing between both water layers occurs. However, this results in a permanent halocline and thermocline in the Baltic Sea, which extend over the different basins. As a result, the average inflow of saline water from the North Sea via the Skagerrak and Kattegat into the Baltic is small [11]. There is a high frequency exchange of water going on all of the time, but it has almost no effect on the Baltic Sea, as generally the same water going back and forth have similar characteristics. Only during very exceptional conditions do influx and salt water intrusion events last long enough (over two weeks) to reach far enough into the Baltic Sea, not receding again. During such significant pulses, the Baltic Sea receives between 200 and 400

5 http://www.helcom.fi/
cubic kilometres (km$^3$) of salty ocean water within a few weeks [12–14]. Even infrequent pulses are sufficient to keep the Baltic Sea a saline body of water below the permanent halocline. The path followed by such saline pulses is presented in Figure 2.

**FIG. 1.** Bathymetry of the Baltic Sea. Water depths are given in meters (m).
FIG. 2. Map of the Baltic Sea showing the different sub-basins considered in this study. Bullets indicate points where daily time series of radionuclide concentrations are obtained. Red arrows indicate the route of the saline pulse into the Baltic Sea.
Salinity decreases from the Belt Sea to the Gulf of Finland and the Bothnian Bay. Stratification is reduced with distance from the Baltic Sea entrance. Almost no salinity difference between bottom and surface water is apparent in the most northern areas of the Baltic Sea and the Gulf of Finland. Mean salinity in surface and deep water layers for different basins may be seen in Table 1.

Prevailing winds in the area of the Baltic Sea are from the west and southwest. Characteristic values of the wind speed 10 m above the sea surface are 8, 6, 5 and 7 m/s for winter, spring, summer and autumn respectively [15]. The annual mean wind speed is approximately 6 m/s. The global frequency of winds in the Baltic is shown in Table 2. These data correspond to Vilsandi Island located in the Baltic proper, which are very similar to those of the Swedish island Gotland.

The Baltic may be significantly covered by ice during the winter months. However, there is currently no scientific consensus on the influence this has on circulation in the Baltic Sea. The periods during which the ice cover is present in different areas of the Baltic Sea for mild, normal and severe winters are presented in Table 3.

### TABLE 1. SALINITY IN SURFACE AND DEEP WATERS FOR DIFFERENT ZONES IN THE BALTIC

<table>
<thead>
<tr>
<th>Zone</th>
<th>Surface</th>
<th>Deep</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arkona</td>
<td>8.5</td>
<td>17</td>
</tr>
<tr>
<td>Bornholm</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>Central Baltic</td>
<td>7.5</td>
<td>11.5</td>
</tr>
<tr>
<td>Gulf of Finland</td>
<td>6.5</td>
<td>10</td>
</tr>
<tr>
<td>Bothnian Sea</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Bothnian Bay</td>
<td>3.5</td>
<td>4</td>
</tr>
</tbody>
</table>

### TABLE 2. GLOBAL FREQUENCY OF WINDS IN THE BALTIC SEA

<table>
<thead>
<tr>
<th>Wind</th>
<th>E</th>
<th>SE</th>
<th>S</th>
<th>SW</th>
<th>W</th>
<th>NW</th>
<th>N</th>
<th>NE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (%)</td>
<td>8</td>
<td>10</td>
<td>14</td>
<td>20</td>
<td>14</td>
<td>10</td>
<td>16</td>
<td>8</td>
</tr>
</tbody>
</table>

### TABLE 3. DURATION (DAYS) OF THE ICE COVER [16]

<table>
<thead>
<tr>
<th>Zone</th>
<th>Mild winter</th>
<th>Normal winter</th>
<th>Severe winter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bothnian Bay</td>
<td>90</td>
<td>120</td>
<td>150</td>
</tr>
<tr>
<td>Bothnian Sea</td>
<td>0</td>
<td>90</td>
<td>120</td>
</tr>
<tr>
<td>Gulf of Finland</td>
<td>90</td>
<td>120</td>
<td>150</td>
</tr>
<tr>
<td>Baltic Proper</td>
<td>0</td>
<td>0</td>
<td>90</td>
</tr>
</tbody>
</table>

### TABLE 4. MEAN FRESHWATER SUPPLIES TO SEVERAL SUB-BASINS [17] AND SPM CONCENTRATIONS [18]

<table>
<thead>
<tr>
<th>Basin</th>
<th>Supply (m³/s)</th>
<th>SPM (g/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bothnian Bay</td>
<td>3104</td>
<td>5.0 ± 1.5</td>
</tr>
<tr>
<td>Bothnian + Aland Sea</td>
<td>2860</td>
<td>4.5 ± 1.5</td>
</tr>
<tr>
<td>Gulf of Finland</td>
<td>3556</td>
<td>5.5 ± 1.5</td>
</tr>
<tr>
<td>Gotland + Northern + Southern Baltic</td>
<td>4630</td>
<td>3.0 ± 1.5</td>
</tr>
</tbody>
</table>
The main sources of suspended particulate matter (SPM) into the Baltic Sea are river supply and primary production, with both sources being of the same order of magnitude. Around $10^{10}$ kg (10 Tg) of SPM are annually introduced into the sea [19]. It has been estimated that the mean SPM concentration in freshwater entering the Baltic from rivers is 20 g/m$^3$ [17]. This freshwater is introduced from the main rivers: Neva (2460 m$^3$/s), Vistula (1065 m$^3$/s), Neman (632 m$^3$/s), Oder (573 m$^3$/s), Kemijoki (562 m$^3$/s) and Angermanälven (489 m$^3$/s), where figures correspond to mean flows. However, a large number of small rivers more or less uniformly distributed along the coast need be considered as well and mean freshwater supplies in several basins are summarized in Table 4.

In general, SPM concentrations in the Baltic are low and present low seasonal variability. Mean SPM concentrations in the surface layer are also presented in Table 4 and have been obtained from Secchi disk measurements [18]. Absolute maximum concentrations (up to 10 g/m$^3$) are found in the east of the Gulf of Finland, due to the large discharge of Neva River. Close to the seabed, SPM concentrations are 1–2 g/m$^3$ larger than in the surface.

The fraction of fine (muddy) sediments in the seabed is generally required to calculate adsorption rates of radionuclides from the water column to the sediment ($f$). This information is summarized in Figure 3, where HARD soil is composed of stones, thus $f = 0$. The same value is given to a SAND soil. A SOFT soil consists of muds, thus $f = 1$. A HARD-SOFT soil is composed of stones and muds in the same proportion, thus $f = 1/2$. Finally, a HARD-soft soil is also composed of stones and muds but with more abundance of the first, thus, $f = 1/5$.

![FIG. 3. Types of soils in the Baltic Sea. Reproduced courtesy of the University of Seville [17].](image-url)
2.2.2. Radionuclide inputs

The occurrence of man-made radionuclides in the Baltic Sea has four main causes:

— Fallout from atmospheric nuclear weapons tests;
— The Chornobyl accident in 1986;
— Discharges from the two European facilities for the reprocessing of spent nuclear fuel, at Sellafield in the UK and La Hague in France;
— Authorized discharges of radioactivity into the Baltic Sea occurring during the routine operation of other nuclear installations.

The impact of non-nuclear facilities (e.g. hospitals, industry, etc.) on the radioactivity in the Baltic Sea is negligible and very local [20]. The relative contributions of each source is given in Table 5 [21]. From this table it is obvious that Chornobyl fallout is the main source, accounting for 83% of the total input. It is noted that $^{134}$Cs was also deposited by this fallout with a $^{134}$Cs/$^{137}$Cs activity ratio of approximately 0.5, but due to its half-life of only approximately 2 years, this radionuclide was only detectable until the beginning of the 1990s [22].

Deposition from the Chornobyl accident was evenly distributed, and the highest contaminated areas were the Gulf of Finland and Bothnian Sea. A map of $^{137}$Cs activities in surface water (sampling depth less than 10 m) in October 1986 is presented in Figure 4. The distribution also reflects the deposition on land in the drainage area of the Baltic Sea. This map has been constructed from an interpolation of measurements [23–25]. Reported mean values in different basins (see Figure 2 above) are listed in Table 6.

**TABLE 5. TOTAL AND RELATIVE $^{137}$CS INPUTS TO THE BALTIC SEA UP TO 2010. ADAPTED FROM REF. [21]**

<table>
<thead>
<tr>
<th>Source</th>
<th>Total (TBq)</th>
<th>Relative contribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nuclear weapon tests</td>
<td>800</td>
<td>13</td>
</tr>
<tr>
<td>Chornobyl fallout</td>
<td>4700</td>
<td>83</td>
</tr>
<tr>
<td>Sellafield and La Hague</td>
<td>250</td>
<td>4</td>
</tr>
<tr>
<td>Authorized discharges</td>
<td>2.4</td>
<td>0.04</td>
</tr>
</tbody>
</table>

**TABLE 6. $^{137}$CS MEAN ACTIVITY CONCENTRATIONS IN SURFACE WATER FOR 1986 [21]**

<table>
<thead>
<tr>
<th>Basin</th>
<th>$^{137}$Cs (Bq/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bothnian Bay</td>
<td>100</td>
</tr>
<tr>
<td>Bothnian Sea</td>
<td>470</td>
</tr>
<tr>
<td>Aland Sea</td>
<td>800</td>
</tr>
<tr>
<td>Gulf of Finland</td>
<td>480</td>
</tr>
<tr>
<td>Northern Baltic</td>
<td>375</td>
</tr>
<tr>
<td>Gotland</td>
<td>150</td>
</tr>
<tr>
<td>Southern Baltic</td>
<td>75</td>
</tr>
</tbody>
</table>
2.3. MODELLING EXERCISE

2.3.1. Previous modelling studies

Despite the large amount of radionuclide data generated for the Baltic Sea, mainly in the period since the Chornobyl accident on 26 April 1986, relatively few modelling studies on radionuclide transport have been carried out for this environment.

A one dimensional (1-D) vertical dispersion model was used to explain the distribution of Cs isotopes in the water column of the central Bothnian Sea for the first 6 months after the accident [26] and a box model was later applied to $^{137}$Cs and $^{90}$Sr [27]. Very local applications within the Baltic Sea have been described for $^{14}$C [28] and for isotopes of Ni, Cs and Th [29]. A Lagrangian model has been described and then applied to $^{137}$Cs deposition over the whole Baltic but on a very limited time window [30]. More recently, $^{137}$Cs transport has been studied with the box model implemented within the MOIRA-PLUS decision system [31]. A blind application was first carried out (using model default parameters) and, later, model output was improved by tuning parameters.
2.3.2. Model descriptions

Four models were configured and run for the Baltic Sea intercomparison exercise. The models used include two box models (POSEIDON and NRPA model) and a three dimensional (3-D) model accounting for density gradients and incorporating ice thermodynamics (THREETOX). Lastly, an intermediate approach, consisting of a two dimensional (2-D) depth averaged model forced with annual mean winds (USEV model), has also been used. These are described in Annex I (NRPA model), II (POSEIDON), III (THREETOX) and V (USEV model). It is clear therefore that the intercomparison included a wide range of modelling approaches.

For THREETOX and the USEV model, hydrodynamic models were used to calculate the current fields and used as inputs in the simulation of the transport of radionuclides. An advection–diffusion equation is solved for this purpose, which incorporates additional terms accounting for radionuclide exchanges between water, suspended matter and bed sediments. In the case of box models, water fluxes between boxes are used in the conventional way. The main characteristics of the applied models are summarized in Table 7.

2.3.3. Modelling endpoints

Simulations were started in October 1986 and ran for a duration of five years. This start time is around 6 months after the Chornobyl accident deposition event took place and when the first measurements of the fallout distribution in the Baltic Sea were carried out (see Figure 4 above; which was prepared using various measurements [23–25]). The same endpoints were calculated with each model in order to facilitate model–model and model–measurement comparisons, the latter with data from the HELCOM database. Also, estimates of annual inventories in the water column and bed sediments have been made from various measurements [32].

The modelling endpoints are:

— Time series of total $^{137}$Cs inventories in the Baltic water column and in bed sediments (a single value at the end of each month) (see Figure 5);
— Time series of $^{137}$Cs activity concentrations in surface water and bed sediments at locations indicated in Table 8 (daily values) (see Figures 6 and 7);
— Time series of mean activity concentrations of $^{137}$Cs in the water column and bed sediment in the regions described in Figure 2 above (a single value at the end of each month) (see Figures 8 and 9);
— Maps of $^{137}$Cs activity concentration in surface water (Bq/m$^3$) and bed sediments (Bq/kg) at the end of the simulation time (31 October 1991) (see Figure 10).

No calibration using the results of measurements was performed for the POSEIDON, THREETOX and NRPA models. Instead, default parameters were used. In the case of the USEV model, data on $^{137}$Cs inventories in the water column and seabed were used to calibrate uptake/release processes, as described in Annex V.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>USEV</th>
<th>THREETOX</th>
<th>NRPA</th>
<th>POSEIDON</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spatial resolution</strong></td>
<td>2 minutes of arc</td>
<td>2 minutes of arc</td>
<td>10 boxes</td>
<td>98 boxes including 47 marine boxes and 16 river boxes for the Baltic Sea</td>
</tr>
<tr>
<td><strong>Vertical levels</strong></td>
<td>1</td>
<td>20 σ-layers</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td><strong>Time resolution</strong></td>
<td>30 min</td>
<td>16 s</td>
<td>21.9 hours</td>
<td>1 year</td>
</tr>
<tr>
<td><strong>Hydrodynamic forcing</strong></td>
<td>Annual mean wind</td>
<td>Open boundary: temperature, salinity, water elevation and velocity from MyOcean(^6) reanalysis; Atmospheric forcing from ERA(^7) Interim, seasonal river discharges</td>
<td>NAOSIM(^8) Arctic model (from RISO)</td>
<td>Averaged currents from SMHI(^9), 10 year re-analysis. River discharges</td>
</tr>
<tr>
<td><strong>Ice dynamics</strong></td>
<td>No</td>
<td>Yes</td>
<td>Yes for the Arctic, No for Baltic Sea</td>
<td>No</td>
</tr>
<tr>
<td><strong>SPM</strong></td>
<td>4.5 mg/l (constant)</td>
<td>Sediment transport model for one fraction with (d_0 = 30 \mu m)</td>
<td>1 mg/l (constant)</td>
<td>Averaged values from THREETOX</td>
</tr>
<tr>
<td><strong>Interactions with solid phases</strong></td>
<td>Kinetic model</td>
<td>Kinetic model</td>
<td>Distribution coefficient (equilibrium)</td>
<td>Distribution coefficient (equilibrium)</td>
</tr>
<tr>
<td><strong>Biota</strong></td>
<td>No</td>
<td>No</td>
<td>Concentration factor</td>
<td>Dynamic food web model</td>
</tr>
<tr>
<td><strong>(^{137})Cs source</strong></td>
<td>Chornobyl (Figure 4)</td>
<td>Chornobyl (Figure 4)</td>
<td>Chornobyl (Figure 4); Global deposition; Sellafield/La Hague</td>
<td>Chornobyl (Figure 4); Global deposition; Sellafield/La Hague</td>
</tr>
</tbody>
</table>

---

\(^6\) Ocean monitoring and forecasting program (for more information see [http://marine.copernicus.eu/](http://marine.copernicus.eu/)).

\(^7\) Performed by the European Centre for Medium-Range Weather Forecasts.

\(^8\) North Atlantic/Arctic Ocean Sea Ice Model [33].

\(^9\) Swedish Meteorological and Hydrological Institute.
TABLE 8. GEOGRAPHIC COORDINATES OF LOCATIONS FOR TIME SERIES

<table>
<thead>
<tr>
<th>Location</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helsinki</td>
<td>25°00'E</td>
<td>60°00'N</td>
</tr>
<tr>
<td>Stockholm</td>
<td>19°30'E</td>
<td>59°00'N</td>
</tr>
<tr>
<td>Soderhamm</td>
<td>17°40'E</td>
<td>61°15'N</td>
</tr>
<tr>
<td>Kokkola</td>
<td>22°30'E</td>
<td>64°00'N</td>
</tr>
</tbody>
</table>

2.4. RESULTS AND DISCUSSION

A comparison of the temporal evolution of $^{137}$Cs inventories in water and bed sediments calculated by the four models is presented in Figure 5. Values estimated from measurements [32] are also presented. The water column inventory estimated from measurements decreases as $^{137}$Cs is progressively fixed to bed sediments, which leads to an increase in the seabed inventory. It can be seen that calculated temporal trends by all models reproduce the observed behaviour. Moreover, results are very close for all models, especially for water.

Calculated time series of $^{137}$Cs activity concentrations in water and in bed sediments, for 4 points indicated in Figure 2 above, are presented in Figures 6 and 7, respectively. All models predict an exponential decay of activity concentrations in water except in Kokkola. Predicted activity concentrations are also very similar. In Kokkola, there is a difference between the hydrodynamic (THREETOX and USEV) and box (NRPA and POSEIDON) models, which may be attributed to these different model types. While the box model results indicate decreases in $^{137}$Cs activity concentrations, essentially constant (or slightly increasing) $^{137}$Cs activity concentrations were predicted by the hydrodynamic models. In the case of bed sediments, the differences between the model results are larger than for the dissolved phase (water). Nevertheless, all models predict essentially the same temporal trends. It is also interesting to note that results from the two hydrodynamic models remain close, i.e. the maximum differences in the predicted $^{137}$Cs activity concentrations are less than double in all cases and is much smaller in some locations.

Figure 8 shows the predicted $^{137}$Cs activity concentrations in water in several basins of the Baltic Sea. The calculated results correspond to the mean value for the considered basin (i.e. mean values between all boxes or grid cells which cover the basin). Accordingly, for each basin, mean values and uncertainties (1σ standard deviations) were calculated from measurement results (from the HELCOM database). These observed temporal trends of $^{137}$Cs activity concentrations are generally reproduced by all models in all basins. An abrupt increase in levels of $^{137}$Cs at the moment of the deposition event following the Chornobyl accident was reproduced and, from this time onwards, a gradual decrease in most basins due to horizontal and vertical dilution and, to a lesser extent, to uptake on suspended matter in the water column. In the long term, the decrease in levels of $^{137}$Cs can be attributed to both the transport of radionuclides to bed sediments and to the export of radionuclides from the Baltic Sea through the Kattegat and Skagerrak into the North Sea. This leads to slightly enhanced levels of $^{137}$Cs in these areas and south of Norway [34, 35].
FIG. 5. Calculated $^{137}$Cs inventories in water and bed sediment for the whole Baltic Sea, as well as values estimated from measurements. The time origin corresponds to October 1986.

FIG. 6. Calculated $^{137}$Cs activity concentrations in surface water at points indicated in Figure 2 (above). The time origin corresponds to October 1986.
FIG. 7. Calculated $^{137}$Cs activity concentrations in bed sediments at points indicated in Figure 2. The time origin corresponds to October 1986.

Key: USEV, POSEIDON, THREETOX, NRPA.

FIG. 8. Calculated and measured mean $^{137}$Cs activity concentrations in water in several basins. Error bars are 1σ standard deviations of the measured mean values. In cases where only one sample was measured error bars are not shown.
Results for bed sediments are presented in Figure 9. In this case measurement results have a much larger spread than for water. Thus, model results generally lie within error bars. Nevertheless, the trends produced by all models are very similar. In this case there is an increase in $^{137}$Cs activity concentrations due to the input of radionuclides from the water column. Moreover, even differences between predicted values are relatively small. Model results shown in Figures 8 and 9 are mean values over a number of grid cells or boxes, thus differences between models could be reduced because of this averaging process. Nevertheless, differences between models in specific points (time series shown in Figures 6 and 7) also remain relatively small. Consequently, it can be concluded that effectively there is a considerable agreement between all model predictions.

Maps of calculated $^{137}$Cs activity concentrations in water and bed sediments for January 1991 using the hydrodynamic models (THREETOX and USEV) are presented in Figure 10. It is evident that the calculated distributions are very similar, both for water and sediments. The USEV model produces slightly higher activity concentrations than THREETOX in the Bothnian Sea. The high activity concentrations produced by THREETOX in the eastern Gulf of Finland may be attributed to the high SPM concentrations in this area (see Section 2.3). The USEV model uses uniform SPM distribution, but THREETOX includes a SPM transport model. Thus, these high concentrations are reproduced by THREETOX but not by the USEV model. A high SPM concentration increases scavenging of radionuclides from the water column to bed sediments.

As described above, models with very different structures (box and hydrodynamic models) have been applied to simulate the dispersion of $^{137}$Cs in the Baltic, including interactions of radionuclides with suspended matter particles and bed sediments. These interactions are also described in different ways: using an equilibrium distribution coefficient or using a dynamic approach. In spite of the differences between the applied models, results are consistent. Similar levels of $^{137}$Cs in water and sediments are predicted for the selected locations and basins, as well as for inventories in the water column and in the seabed.

A major component of uncertainty associated with model results is due to the difficulties of representing interactions of dissolved contaminants with the solid phases [36–37]. However, in a previous intercomparison exercise for the Dnieper-Bug estuary [37], it is noted that these difficulties did not affect model performances. Such an estuary is a relatively energetic environment, with significant currents. Thus, it was suggested that the relatively fast water dynamics meant that water–sediment interactions did not significantly affect radionuclide transport and dispersion [37]. However, currents in the Baltic Sea are not significantly larger than in the Dnieper-Bug estuary. Moreover, the Baltic Sea is an almost closed and shallow water system with several deeper basins. Consequently, interactions of dissolved radionuclides with the solid phases may be significant. Nevertheless, in this environment, water–sediment interactions also do not appear to be a significant source of discrepancy between model results.
FIG. 9. Calculated and measured mean $^{137}$Cs activity concentrations for bed sediments in several basins. Error bars are $1\sigma$ standard deviations of the measured mean values. Only one sample was measured if error bars do not appear.

FIG. 10. Calculated $^{137}$Cs activity concentrations for January 1991 in water (Bq/m$^3$) and sediments (Bq/kg) by hydrodynamic models THREETOX and USEV. Although THREETOX domain is slightly larger, maps are drawn over the same area (USEV domain) for a better comparison.
As described above, the Baltic Sea is a very complex marine system, with vertical stratification, significant horizontal density gradients and fresh water supplies. Furthermore, it is partially covered with ice, particularly the Northern parts in the Gulf of Bothnia and the Gulf of Finland, during some months each year (which affects not only deposition events taking place during winter but also has implications on water circulation itself). In spite of this, model results are consistent, even in the case of hydrodynamic models. The USEV model constitutes a very simple approach in which all these processes are neglected. In contrast, they are included in the complex THREETOX model. Therefore, it can be concluded that they do not play a significant role in the redistribution of contaminants within the Baltic Sea (see Figure 10). Of course, this may not be the case in a different marine area. In addition, given the relatively short simulated times (5 years) and water residence time in the Baltic Sea (some 10–30 years [15]), exchanges of radionuclides with the Atlantic Ocean do not play a significant role. While the THREETOX and USEV models only include deposition of radionuclides released from the Chornobyl accident as a $^{137}$Cs source (added over a pre-Chornobyl accident background), Sellafield and La Hague releases are considered in the POSEIDON and NRPA models. From the intercomparison of model results and comparisons with observations shown in Figures 8 and 9, it is clear that Chornobyl fallout is the dominant source, as already noted in Section 2.3 above.

Significant work has been carried out concerning multi-model applications [37, 38]. It has been claimed that, given a certain level of process understanding, different model structures and parameter values can be equally acceptable. Traditionally it is supposed that an ‘ideal model’ exists, this being a unique model, inherent to nature. Thus, different models are different realizations of the ideal model in view of the specific applications for which they were developed. Consequently, a multi-model approach can be accepted if, and only if, the different models are developed to solve problems of various types, for which different realizations of the ideal model can be appropriate. However, it has been observed that this statement cannot be easily supported [37] and the results of the current work confirm this previous finding. Models with very different structures and parameters have been applied to the same environmental problem and no criteria can be found to decide which could be the most appropriate one. In this sense, it is interesting to point out that models may perform differently depending on the target variable. For instance, one model may predict radionuclide concentrations in bed sediments in good agreement with measurements, but it may provide not so good results for the water column. For another model, the situation may be the opposite.

For a correct model comparison, the appropriate question needs to be ‘asked’ to each model. This is particularly relevant when box and hydrodynamic models are compared and it has been documented previously that “different model approaches can lead to comparable results if these results are extracted in the correct way” [39].

Measurements of radionuclide concentrations in the Baltic Sea were already available within the framework of HELCOM\textsuperscript{10} when this study was carried out. Thus, a real blind-test exercise was not possible. However, as noted previously, no calibration was made for the POSEIDON, THREETOX and NRPA models. Only in the case of the USEV model was data on $^{137}$Cs inventories in the water column and seabed used to calibrate uptake/release processes (see Annex V below). Thus, the results of the present exercise have not been significantly influenced by the prior knowledge of data.

\hspace{1cm} \textsuperscript{10} http://www.helcom.fi/
2.5. CONCLUSIONS

Four radionuclide dispersion models have been applied to simulate the transport and distribution of $^{137}$Cs fallout from the Chornobyl accident into the Baltic Sea. Models correspond to two categories: box models and hydrodynamic models. In all cases, interactions of dissolved radionuclides with suspended matter and bed sediments are included. Thus, models are very different in structure and parameters.

Model results have been compared with extensive field data obtained from the HELCOM database. Inventories in the water column and seabed, as well as $^{137}$Cs activity concentrations over 5 years in water and sediments of several sub-basins of the Baltic, have been used for model comparisons.

Two main aspects are considered when comparing results: (i) the significant conceptual, numerical and parameterization differences between models; and (ii) the complexity of the Baltic Sea system. In spite of these two aspects, model results are consistent, even in the results observed in bed sediments which have been recognized as a significant source of model discrepancy. The same temporal trends are predicted by the models for $^{137}$Cs inventories in water and bed sediments and for $^{137}$Cs activity concentrations in these two phases in a number of sub-basins. Values predicted by the models for the target magnitudes are very similar and close to experimental values. There is an increase in activity concentrations in bed sediments as radionuclides are scavenged from the water column, where activity concentrations slowly decrease.

Results from this exercise suggest that some processes are not very relevant for radionuclide transport within the Baltic Sea, for instance the roles of ice cover and, surprisingly, water stratification by the halocline and thermocline. It is also clear that Chornobyl fallout is the dominant $^{137}$Cs source into the Baltic Sea.

In addition, results confirm previous findings concerning multi-model applications. Because models with very different structures and parameters have been applied to the same environmental problem, no criteria can be found to decide which could be the most appropriate one. The recommended model to be applied, of course, depends on the modelling purpose, for instance, a fast assessment after an acute accidental release or a long term radiological study. The scale of the present exercise, i.e. timescale and spatial resolution of results (5 years and sub-basin level respectively), may be considered as an intermediate one. At this level, there is significant agreement between box and hydrodynamic models for the present scenario. The discrepancy would probably increase when moving towards smaller scales not properly solved by coarse box models. When moving towards longer timescales and larger domains, the situation can hardly be handled by complex hydrodynamic models, due to computational limitations, and box models might therefore be the best choice.
3. THE PACIFIC OCEAN RADIOLOGICAL SCENARIO

3.1. INTRODUCTION

Following the magnitude 9.0 earthquake and resulting tsunami which occurred on 11 March 2011, significant amounts of radioactive material were released into the environment from the Fukushima Daiichi NPP accident [2]. Radionuclides released to the atmosphere were transported eastward by a strong jet stream and reached the coast of North America in 4 days [40]. A portion of these radionuclides were deposited on the Pacific Ocean surface by wet and dry deposition processes. In addition, water used to cool the damaged nuclear reactor leaked into the ocean [41]. Thus, two radionuclides inputs into the Pacific Ocean from the Fukushima Daiichi NPP accident are considered: direct release of contaminated water and deposition of radionuclides on the sea surface from the atmosphere.

The general large scale marine circulation in this region of the western Pacific Ocean is dominated by the interaction between the Kuroshio current (western boundary current in the north Pacific) which flows along the coast of Japan towards the north and curves to the central Pacific Ocean and the Oyashio current, which is a cold current which flows from the north. These two current systems converge in the coastal waters off Fukushima and such convergence leads to the generation of unsteady eddies in the area. It is also known that the Kuroshio current acts as a barrier [42], which prevented the migration of radionuclides released from Fukushima towards the south beyond the latitude of Tokyo, instead they were transported towards the central Pacific.

3.1.1. Previous modelling studies

A significant number of modelling studies on the dispersion of radionuclides released from the Fukushima Daiichi NPP accident into the Pacific Ocean have been published in the scientific literature. The first studies were published soon after the accident, thus the spread of $^{131}$I and $^{137}$Cs was simulated using the Lagrangian model SEA-GEARN developed at JAEA [43]. Moreover, a Lagrangian code was also used to simulate the dispersion of $^{137}$Cs and $^{134}$Cs in the world ocean up to 30 years after the accident [44], where annually averaged water circulation was used for this purpose. $^{137}$Cs dispersion was simulated using a high resolution (1 km) regional model during the first 3 months after the accident.

Another similar study found that radionuclides stay close to the coastline for relatively long times and suggested a role for freshwater discharges from land in offshore dispersion events [45]. Moreover, an Eulerian dispersion model for $^{137}$Cs was used to carry out some sensitivity studies in order to highlight the relevant role of winds in the shelf region [46].

Simulations of $^{137}$Cs dispersion over a 10 year period in the Pacific Ocean were made [47], where water circulation of the past 10 years was used. It was found that the initial current field is relevant for $^{137}$Cs spreading in the first months after the accident, but this relevance fades in the long term. In addition, it was found by the same authors [47] that traces of $^{137}$Cs would reach the coast of North America after about 5–6 years, and that very low concentrations would be nearly homogeneous over the whole Pacific after around 10 years. Simulations indicate a fast mixing over the upper 500 m of the water column [48] where it was also found that the radioactive caesium concentration due to the Fukushima Daiichi NPP accident was efficiently diluted in the North Pacific 2.5 years after the accident. The mesoscale eddies in the Kuroshio Extension played an important role in diluting the radioactive patch. The $^{137}$Cs concentrations in the surface, intermediate, and deep layers reduce to the pre-Fukushima Daiichi NPP accident values over the North Pacific around 2.5 years after the occurrence of the Fukushima Daiichi NPP accident. Similar conclusions were obtained by modelling studies, i.e. the plume that
resulted from the Fukushima Daiichi NPP accident is rapidly diluted within the Kuroshio system over a timescale of a few months [49, 50]. Over the subsequent decades, radionuclides derived from the Fukushima Daiichi NPP accident will spread across the North Pacific basin. These model estimates have found that a component of $^{137}$Cs radionuclides will be injected into the interior ocean via subduction, before eventually returning to the surface by coastal upwelling along the west coast of North America.

Other modelling results have found the residence time of $^{137}$Cs in the continental shelf to be 43 ± 16 days [51]. The relevance of atmospheric deposition was studied, finding that relatively high $^{137}$Cs concentrations detected in surface water north of 40°N and one month after the accident are due to atmospheric deposition [52].

More recently, a number of model sensitivity analyses have been made and have found that a tuning of the wind drag coefficient was required for a better reproduction of $^{137}$Cs measurements [53]. However, for modelling purposes, a direct release source term of 27 PBq was used [54], which is considered a conservative high estimate [51].

In addition, some other modelling studies have had the objective of determining radionuclide releases from the Fukushima Daiichi NPP accident into the ocean, using inverse modelling [41, 45, 55].

All modelling studies mentioned previously, which is not a comprehensive list, present the common point that $^{137}$Cs is treated as a tracer and is a perfectly conservative radionuclide which does not interact with sediments. The first models including $^{137}$Cs contamination of bed sediments were described in Refs. [56, 57]. In the first case, a local study was carried out covering only the coastal region of Japan [56]. A larger domain was considered in the second study [57]. In both cases, calculated and measured $^{137}$Cs concentrations in bed sediments were compared. Furthermore, water–sediment interactions were described in a dynamic way in both studies. Adsorption by bottom sediments have also been studied [58]. All of these papers agree that a significant adsorption occurs in the first months after the accident, with most of the radionuclides staying on the seabed once they have been adsorbed. More recently, a box model (POSEIDON-R) has been used to perform a radiological assessment of the accident over the period of 2011–2040 [59]. This model includes not only adsorption to sediments, but also the transfer of radionuclides through the marine food web, using a dynamic food-chain model, and subsequent doses to humans.

Some exercises comparing model performances when applied to simulate releases from the Fukushima Daiichi NPP accident have been carried out [60], with most of the discrepancies between the five participating models due to the different calculated current fields in the coastal waters of Japan, off Fukushima, which lead to different radionuclide distributions. Differences in current fields are caused by the different models and model settings used by the research groups. However, a systematic assessment aimed at investigating the reasons for differences was not carried out.

The Science Council of Japan carried out a similar intercomparison study, with eleven models involved [61]. Significant differences between models were found and the models used were different in concept (Eulerian versus Lagrangian), with different settings and even different source terms. Thus, it was concluded that a simple comparison of model results is not straightforward and that detailed systematic comparison studies, such as ones that use the same radionuclide forcing with different models and/or the same model with different forcing scenarios, are required. As described in the following sections, the objective of the work done in MODARIA consists of making such a systematic study [62].
3.1.2. Present modelling exercises and applied models

Generally speaking, a marine dispersion model consists of two submodels, i.e. a hydrodynamic model will provide the water circulation required to solve the advective transport of radionuclides and the dispersion model will use such currents to calculate transport including advection, mixing produced by turbulence and other processes like radioactive decay or interactions of dissolved radionuclides with suspended matter and bottom sediments.

A sequential chain of dispersion exercises was carried out within the MODARIA Programme in such a way that the reasons of the discrepancies between models could be assessed, i.e., if they are due to the hydrodynamic part, the dispersion part, and the ultimate reasons. The four modelling exercises are summarized in Table 9 below. The overall idea was to harmonize models, making them run with the same forcing in a step-by-step procedure, in such a way that the main agent in producing discrepancies between models could be found. This type of model intercomparison exercise has never been carried out before.

Initially, dispersion exercises were carried out with a “tracer” (which is taken to mean an entirely conservative radionuclide, i.e. no significant decay, no interaction with sediments), thereby ensuring that all parameters describing water–sediment interactions are avoided. In addition, a constant hypothetical source term was used by all models. Four exercises were carried out, although the final exercise was split into two parts. In Exercise 1 each model used its own water circulation and set of parameters, e.g. horizontal and vertical diffusion coefficients, after which all models used the same hydrodynamic description given in Exercise 2. All parameters were homogenized in Exercise 3 and, finally, a realistic source term both for direct releases into the ocean and atmospheric deposition on the sea surface was used in Exercise 4.

This method allows a comparison to be made between model results and measurements of $^{137}$Cs in water and sediments. $^{137}$Cs was introduced from Exercise 2 onwards. Exercise 3 was carried out with and without suspended matter particles in the water column. Exercise 4, was split into two exercises, 4a and 4b. A common model configuration was used in Exercise 4a. Each model was run with its own set-up and parameterization during Exercise 4b and a range of $^{137}$Cs concentrations in water and sediments were produced which may be regarded as some kind of model uncertainty assessment.

The dispersion models used in the Pacific Ocean radiological scenario are summarized in Table 10. More detailed descriptions are given in the corresponding annexes and respective references. Some of these models make their own calculation of hydrodynamics (e.g. SELFE/IMMSP/KIOST, NTUA, Sisbahia (Sistema Base de Hidrodinamica Ambiental) models), while others import water circulation from operative ocean forecasting models (e.g. KAERI, JAEA and USEV models). The characteristics of these ocean circulation models are briefly described in Annex XI except for SELFE which is provided in Annex IV. A comparison of hydrodynamic model outputs was necessary to carry out Exercise 2, since a common hydrodynamic description to be used by all models had to be selected. Such a quantitative comparison of hydrodynamic model outputs is described in Section 3.3.2. The results of Exercises 1–4 described above are discussed in detail in sections 3.2 to 3.5.
TABLE 9. MODELLING EXERCISES CARRIED OUT FOR THE PACIFIC OCEAN RADIOLOGICAL SCENARIO

<table>
<thead>
<tr>
<th>Exercise</th>
<th>Features</th>
<th>Source</th>
<th>Radionuclide</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Own circulation and parameters</td>
<td>Hypothetical</td>
<td>Tracer</td>
</tr>
<tr>
<td>2</td>
<td>Same circulation, own parameters</td>
<td>Hypothetical</td>
<td>Tracer; 137Cs</td>
</tr>
<tr>
<td>3</td>
<td>Same circulation and parameters</td>
<td>Hypothetical</td>
<td>Tracer; 137Cs</td>
</tr>
<tr>
<td>4a</td>
<td>Same circulation and parameters</td>
<td>Realistic</td>
<td>137Cs</td>
</tr>
<tr>
<td>4b</td>
<td>Own circulation and parameters</td>
<td>Realistic</td>
<td>137Cs</td>
</tr>
</tbody>
</table>

TABLE 10. MODELS APPLIED TO SIMULATE FUKUSHIMA RELEASES IN THE PACIFIC OCEAN

<table>
<thead>
<tr>
<th>Model</th>
<th>Country</th>
<th>Circulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SELF/E/IMMSP/KIOST</td>
<td>Ukraine/Rep. of Korea</td>
<td>Own</td>
</tr>
<tr>
<td>KAERI LORAS* model</td>
<td>Rep. of Korea</td>
<td>NCOM** and JCOPE2***</td>
</tr>
<tr>
<td>NTUA</td>
<td>Greece</td>
<td>Own</td>
</tr>
<tr>
<td>JAEA SEA-GEARN model</td>
<td>Japan</td>
<td>Univ. of Kyoto</td>
</tr>
<tr>
<td>USEV 3-D model</td>
<td>Spain</td>
<td>JCOPE2</td>
</tr>
<tr>
<td>Sisbahia model</td>
<td>Brazil</td>
<td>Own</td>
</tr>
</tbody>
</table>

Notes: The origin of water circulation is also given. ‘Own’ means that the circulation is calculated by the model; in other cases the name of the ocean forecasting model is given.
* Lagrangian Oceanic Radiological Assessment System
** Navy Coastal Ocean Model
*** Japanese Costal Ocean Predictability Experiment

3.2. EXERCISE 1: INITIAL MODEL COMPARISON

3.2.1. Modelling exercise

A very simple exercise was initially carried out to compare the performance of models under simple conditions. A constant source of a perfectly conservative radionuclide (tracer) was considered. The magnitude of the input/source term was arbitrarily defined as $1.0 \times 10^6$ Bq/s of a long lived radionuclide (i.e. radioactive decay can be omitted). The release is modelled to start on 26 March 2011, and the time frame of calculations extends until 30 May 2011.

Each model is run using varied water circulation as summarized in Table 10 and set or required parameters. The output of the models is a time series of tracer concentration in surface water at three points aligned with the Fukushima Daiichi NPP (P1, P2 and P3), and at various distances from it. The locations of these points are presented in Figure 11.

3.2.2. Results

The time series of calculated concentrations in the ocean surface for the three considered points are illustrated in Figures 12–14. JAEA has applied two models, i.e. a finite difference (JAEA FDM) and a particle-tracking model (JAEA PT). KAERI has run the same model using circulation from two hydrodynamic models, i.e. JCOPE2 and NCOM.

Point P1 is some tens of kilometres offshore from Fukushima. The arrival of the signal to P1 is similar for all models, although in the case of the SELF/E/IMMSP/KIOST model (denoted by the abbreviation I/K or I/K-E when running in Eulerian form) there is a delay of approximately 20 days with respect to the others. Predicted concentrations extend over two to three orders of magnitude. Even at the closest point to Fukushima (P2, Figure 13), predictions expand over
several orders of magnitude. A very noisy signal is produced by all models at P2 and this is attributed to the very rapidly changing water speeds and directions, as is described below.

In the case of point P3 (see Figure 14), it is interesting to note that the arrival of the signal is similar for most models, i.e. approximately 40 days. Again, predictions expand over several orders of magnitude and differences between particle-tracking (i.e. KAERI, JAEA PT) and finite difference techniques (i.e. JAEA FDM, I/K-E) are clearly apparent in this figure. Finite differences introduce artificial (numerical) diffusion and thus, once the signal has arrived at the location of interest, a continuous line is obtained for the time series of concentrations. However, numerical diffusion is not introduced by particle-tracking methods. These models give a concentration above zero at a given location only if there is at least one particle there. Consequently, periods with zero concentration may alternate with periods during which some finite concentration is computed, as can be seen in the results of KAERI model (see Figure 14).

As an example, maps showing the distribution of the tracer for surface water at the end of the simulation for some models are presented in Figure 15. The two simulations of JAEA show similar dispersion patterns since they are using the same water circulation. Nevertheless, the more diffusive character of Eulerian models is clearly shown. In the case of the I/K model the dominant transport is directed to the northeast, while the KAERI model produces a rather isotropic pattern around Fukushima. All models predict a contaminated band along the coast, although with different values for the concentrations. A better agreement between the outputs of dispersion models is expected if the same water circulation is used by each model and this is carried out in Exercise 2. A previous step is to define which is the most appropriate hydrodynamic model to be used and a quantitative comparison between hydrodynamic models was carried out for this purpose and is described in Section 3.3.2. Essentially, calculated sea surface temperature fields have been compared with fields obtained from satellite observations, and differences between them have been evaluated.
FIG. 11. Points (P1, P2 and P3) where the outputs from the applied dispersion models are provided.

FIG. 12. Calculated concentrations (Bq/m$^3$) for surface water at point P1 for Exercise 1. I/K-E means the IMMSP/KIOST model running in Eulerian form.
FIG. 13. Calculated concentrations (Bq/m$^3$) for surface water at point P2 for Exercise 1.

FIG. 14. Calculated concentrations (Bq/m$^3$) for surface water at point P3 for Exercise 1.
3.3. EXERCISE 2: HOMOGENIZATION OF WATER CIRCULATION

3.3.1. Introduction

Exercise 2 was carried out using the same water circulation for all models. Water circulation computed by the hydrodynamic model JCOPE2 was used and, as in the case of Exercise 1, the magnitude of the input/source term is $1.0 \times 10^6$ Bq/s of a long lived radionuclide so that radioactive decay can be ignored. The release is modelled to start on 26 March 2011 and the time frame of calculations extends until 30 May 2011.

The exercise was carried out for two cases: a tracer (perfectly conservative radionuclide) and $^{137}$Cs (including interactions with bed sediments). Thus, the first case is exactly the same as Exercise 1, but using the same water circulation for all models. Other model settings are left as
originally defined and each model also uses its own configuration and parameters to define water–sediment interactions.

As a result of the comparison of hydrodynamic fields described in sections 3.3.2 and 3.3.3, mean daily 3-D water currents computed by JCOPE2 were used and models were appropriately modified to import the data. In the case of the tracer, model end points are exactly the same as in Exercise 1, i.e. a time series of tracer concentration in the water surface for points P1, P2 and P3. Time series at the same points are provided for $^{137}$Cs, but for surface water, bottom water (in the deepest layer, in contact with the seabed) and sediment.

3.3.2. Comparison of hydrodynamic fields

Given the significant discrepancies in model results, even in the very simple case of Exercise 1 with a perfectly conservative non-decaying radionuclide and a constant release, the first task consisted of comparing the output of the hydrodynamic models which were used to calculate dispersion. Following this comparison, the most adequate hydrodynamic model to be used in all the dispersion models was selected.

Water currents in the sea surface for 26 March 2011 calculated by some hydrodynamic models are presented in Figure 16. It is clear the overall picture provided by all models is similar, i.e. the Kuroshio current, flowing to the northeast is clearly visible. But clear differences can also be appreciated, with meanders and gyres which are produced by some models but not by others.

A closer inspection of hydrodynamic outputs was carried out by comparing the time series of current magnitude and direction. Water currents at the sea surface and also at mid-depth have been extracted from the models. The same points defined in Exercise 1 were used. As an example, these time series are presented in Figure 17 for P2 at the sea surface, with this being the closest point to the Fukushima Daiichi NPP for which model outputs were produced. The order of magnitude of the calculated currents is the same, but there are significant differences between models if the current magnitude and its direction are compared for a given instant of time. Consequently, it is not surprising there are significant differences in calculated radionuclide concentrations between the models, even in the simple case of Exercise 1. The different water velocities and directions in the vicinity of the release point lead to significantly different dispersion paths in the initial stages, which in turn implies that significantly different radionuclide concentrations are produced by the models.
FIG. 16. Water currents in the sea surface for 26 March 2011 calculated by some hydrodynamic models.
3.3.3. Quantitative comparison

An objective comparison between calculated sea surface temperature (SST) fields and satellite observations was carried out to evaluate closeness between hydrodynamic model fields and to then assess which model may provide the most realistic picture of circulation. SST fields have been used since they can be more easily handled than current fields (i.e., it is a scalar instead of a vectorial field). Moreover, SST can be easily obtained from satellite observations. Finally, SST is essential in determining baroclinic circulation and a good SST description is required in order to have a realistic representation of circulation.

The SST gridded fields averaged for the first week of April 2011 were provided by 7 regional models and one local model. In this exercise only regional models are analysed. The models are:

(1) HYCOM (Hybrid Coordinate Ocean Model);
(2) JAEA (University of Kyoto);
(3) JCOPE2;
(4) MARS;
(5) NCOM;
(6) SELFIE;
(7) SYMPHONIE.

The hydrodynamic models used are briefly described in Annex XI, except for SELFIE which is provided in Annex IV.
3.3.3.1. **Methodology**

The computed fields were interpolated on the same regular grid with $200 \times 200$ cells for a domain extending $140.5^\circ-144^\circ$E in longitude and $35.5^\circ-38^\circ$N in latitude. The same coastal line mask was applied to all data and the daily satellite SST fields were averaged, after which remaining gaps in observations were filled by linear interpolation from surrounding areas. The field was smoothed and interpolated into the same grid as computation data. The resulting observed SST field is shown in Figure 18, where the computed fields of SST are also shown in the same scale as the observed field and the ensemble averaged SST field is also given.

A simple method of classification (e.g. etalon-field [63]) was applied and, at a first step, the data matrix for SST anomalies was obtained by subtracting the model ensemble SST field from each model field. At a second step the geometric similarity between field pairs was identified using the criterion based on a sign of anomaly of two fields:

$$\rho = \frac{M_+ - M_-}{M}, -1 < \rho < 1 \quad (1)$$

where:

- $M_+$ is the number of grid points in which sign of anomaly in the field pair coincides;
- $M_-$ is the number of grid points in which sign of anomaly in the field pair is opposite;
- $M_+ + M_- = M$ is total number of grid points.

The square symmetric matrix $R$ represents similarity between fields of anomalies:

$$R = \begin{pmatrix}
\rho_{11} & \rho_{12} & K & \rho_{1j} & K & \rho_{1N} \\
K & K & K & K & K & K \\
\rho_{i1} & \rho_{i2} & K & \rho_{ij} & K & \rho_{iN} \\
K & K & K & K & K & K \\
\rho_{N1} & \rho_{N2} & K & \rho_{Nj} & K & \rho_{NN}
\end{pmatrix} = \begin{pmatrix}
1 & \rho_{12} & K & \rho_{1j} & K & \rho_{1N} \\
K & K & K & K & K & K \\
\rho_{i1} & \rho_{i2} & K & \rho_{ij} & K & \rho_{iN} \\
K & K & K & K & K & K \\
\rho_{N1} & \rho_{N2} & K & \rho_{Nj} & K & 1
\end{pmatrix} \quad (2)$$

where:

- $N$ is number of fields in the ensemble.

At a third step the mean square distance between two fields is used as second criterion of similarity:

$$\eta^2_{i,j} = \frac{1}{N} \sum_{k=1}^{N} (\Delta T_{i,k} - \Delta T_{j,k})^2 \quad (3)$$

where:

$\Delta T_{i,k}$ and $\Delta T_{j,k}$ are values of SST in point $k$ of the grid from two fields $i$ and $j$.  
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The square symmetric matrix $\eta$ represents distance between fields of anomalies:

$$
\eta = \begin{pmatrix}
\eta_{11} & \rho_{12} & K & \eta_{1j} & K & \eta_{1N} \\
K & K & K & K & K & K \\
\eta_{1i} & \eta_{12} & K & \eta_{1j} & K & \eta_{1N} \\
K & K & K & K & K & K \\
\eta_{N1} & \eta_{N2} & K & \eta_{Nj} & K & \eta_{NN} \\
\end{pmatrix}
= \begin{pmatrix}
0 & \eta_{12} & K & \eta_{1j} & K & \eta_{1N} \\
K & K & K & K & K & K \\
\eta_{1i} & \eta_{12} & K & \eta_{1j} & K & \eta_{1N} \\
K & K & K & K & K & K \\
\eta_{N1} & \eta_{N2} & K & \eta_{Nj} & K & 0 \\
\end{pmatrix}
$$

(4)

The $\rho$ and $\eta$ criteria are used at a fourth step to divide fields on classes and to choose field-etalon representing fields in class.

**FIG. 18.** SST field deduced from satellite observations and fields calculated by the different models. The ensemble averaged SST field is shown in the last panel.
3.3.3.2. Results and Conclusions

Initially seven model fields were compared. The matrices $R$ and $\eta$ are given in Tables 11 and 12, where the symmetric matrix $R$ describes the correlation in range (-1; +1) between pairs of fields. Positive values mean that anomalies on more than 50% of the area have the same sign and the bottom row is the model averaged value, $\rho_j$, describing similarity of a given field to the rest of the fields. The overall averaged value for the matrix $R$ is $\bar{\rho} = 0.21$. The matrix $\eta$ is the mean square distance of a given field to the rest of fields and the overall averaged value is $\bar{\eta} = 2.95^\circ C$.

The first class of fields can be separated for $\rho_j > \bar{\rho}$. Five fields belong to the first class, i.e. HYCOM, JAEA, JCOPE2, NCOM and SELFE and all of these fields (except JAEA) also satisfy another condition, i.e. $\bar{\eta} > \eta_j$. The remaining fields belong to other classes. From the first class two fields can be chosen as etalon-fields, i.e. NCOM and SELFE.

Regarding similarity with the observed SST field, the modelled field and observed field were subtracted from the average of 8 fields and the matrices $R$ and $\eta$ are summarized in Tables 13 and 14. The overall averaged values are $\bar{\rho} = 0.222$ and $\bar{\eta} = 2.86^\circ C$. Table 13 shows that observed SST has the highest correlation with HYCOM, NCOM and SELFE fields and that the closest distance is again for the HYCOM, NCOM and SELFE fields.

The first class of fields can be separated by criterion $\rho_j > \bar{\rho}$, with five fields belonging to the first class, i.e. HYCOM, JAEA, NCOM, SELFE and observed SST, with JCOPE2 in the field $\rho_j = \bar{\rho}$. With the exception of JAEA, these fields also satisfy another condition, i.e. $\bar{\eta} > \eta_j$. The remaining fields belong to another class. From the first class, one field can be chosen as etalon-fields, i.e. NCOM.

Some general observations concluded from this study are as follows:

- Visual inspection and objective classification agree in the conclusions derived from the analysis of SST field similarity in the chosen domain;
- The presented results show the ability of the method of classification to determine field analogues;
- The set of fields can be used to obtain a statistically valid classification of ensemble results;
- The method of classification can also be applied to the analysis of fields of calculated radionuclide concentrations.

During previous modelling work concerning the Fukushima Daiichi NPP accidental releases into the Pacific Ocean [56, 57], it was found that a better agreement between model calculations and measured $^{137}$Cs concentrations in water and sediment was obtained if JCOPE2 circulation was used than with NCOM or HYCOM. SELFE results for the first dispersion exercise are significantly noisy. Moreover, the JCOPE2 field is within the limit $\rho_j = \bar{\rho}$ and satisfies the additional condition $\bar{\eta} > \eta_j$. Consequently, it is concluded that JCOPE2 is a reasonable selection to carry out the dispersion exercises described in the following sections, in which all models will use the same hydrodynamics.
### TABLE 11. MATRIX $R$ FOR SEVEN MODELS

<table>
<thead>
<tr>
<th>HYCOM</th>
<th>JAEA</th>
<th>JCOPE2</th>
<th>MARS</th>
<th>NCOM</th>
<th>SELFE</th>
<th>SYMPHONIE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.191</td>
<td>0.064</td>
<td>-0.218</td>
<td>0.798</td>
<td>0.729</td>
<td>-0.289</td>
</tr>
<tr>
<td>0.191</td>
<td>1</td>
<td>0.62</td>
<td>0.212</td>
<td>0.145</td>
<td>0.368</td>
<td>-0.529</td>
</tr>
<tr>
<td>0.064</td>
<td>0.62</td>
<td>1</td>
<td>-0.028</td>
<td>0.086</td>
<td>0.139</td>
<td>-0.195</td>
</tr>
<tr>
<td>-0.218</td>
<td>0.212</td>
<td>-0.028</td>
<td>1</td>
<td>-0.246</td>
<td>-0.084</td>
<td>-0.155</td>
</tr>
<tr>
<td>0.798</td>
<td>0.145</td>
<td>0.086</td>
<td>-0.246</td>
<td>1</td>
<td>0.646</td>
<td>-0.192</td>
</tr>
<tr>
<td>0.729</td>
<td>0.368</td>
<td>0.139</td>
<td>-0.084</td>
<td>0.646</td>
<td>1</td>
<td>-0.41</td>
</tr>
<tr>
<td>-0.289</td>
<td>-0.529</td>
<td>-0.195</td>
<td>-0.155</td>
<td>-0.192</td>
<td>-0.41</td>
<td>1</td>
</tr>
<tr>
<td>0.325</td>
<td>0.287</td>
<td>0.241</td>
<td>0.069</td>
<td>0.32</td>
<td>0.341</td>
<td>-0.11</td>
</tr>
</tbody>
</table>

### TABLE 12. MATRIX $\eta$ FOR SEVEN MODELS

<table>
<thead>
<tr>
<th>HYCOM</th>
<th>JAEA</th>
<th>JCOPE2</th>
<th>MARS</th>
<th>NCOM</th>
<th>SELFE</th>
<th>SYMPHONIE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.053</td>
<td>2.614</td>
<td>3.262</td>
<td>1.043</td>
<td>1.455</td>
<td>5.12</td>
</tr>
<tr>
<td>2.614</td>
<td>2.912</td>
<td>0</td>
<td>2.845</td>
<td>2.135</td>
<td>2.723</td>
<td>4.836</td>
</tr>
<tr>
<td>3.262</td>
<td>3.162</td>
<td>2.845</td>
<td>0</td>
<td>2.982</td>
<td>3.012</td>
<td>4.54</td>
</tr>
<tr>
<td>1.043</td>
<td>3.757</td>
<td>2.135</td>
<td>2.982</td>
<td>0</td>
<td>1.696</td>
<td>4.741</td>
</tr>
<tr>
<td>1.455</td>
<td>3.577</td>
<td>2.723</td>
<td>3.012</td>
<td>1.696</td>
<td>0</td>
<td>5.453</td>
</tr>
<tr>
<td>5.12</td>
<td>6.445</td>
<td>4.836</td>
<td>4.54</td>
<td>4.741</td>
<td>5.453</td>
<td>0</td>
</tr>
<tr>
<td>2.507</td>
<td>3.415</td>
<td>2.581</td>
<td>2.829</td>
<td>2.336</td>
<td>2.559</td>
<td>4.448</td>
</tr>
</tbody>
</table>

### TABLE 13. MATRIX $R$ FOR SEVEN MODELS AND OBSERVED SST FIELD

<table>
<thead>
<tr>
<th>HYCOM</th>
<th>JAEA</th>
<th>JCOPE2</th>
<th>MARS</th>
<th>NCOM</th>
<th>SELFE</th>
<th>SYMPH</th>
<th>Obs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.204</td>
<td>0.029</td>
<td>-0.237</td>
<td>0.777</td>
<td>0.716</td>
<td>-0.316</td>
<td>0.61</td>
</tr>
<tr>
<td>0.204</td>
<td>1</td>
<td>0.613</td>
<td>0.201</td>
<td>0.163</td>
<td>0.395</td>
<td>-0.512</td>
<td>0.201</td>
</tr>
<tr>
<td>0.029</td>
<td>0.613</td>
<td>1</td>
<td>-0.005</td>
<td>0.068</td>
<td>0.149</td>
<td>-0.176</td>
<td>0.1</td>
</tr>
<tr>
<td>-0.237</td>
<td>0.201</td>
<td>-0.005</td>
<td>1</td>
<td>-0.275</td>
<td>-0.108</td>
<td>-0.099</td>
<td>-0.251</td>
</tr>
<tr>
<td>0.777</td>
<td>0.163</td>
<td>0.068</td>
<td>-0.275</td>
<td>1</td>
<td>0.62</td>
<td>-0.219</td>
<td>0.629</td>
</tr>
<tr>
<td>0.716</td>
<td>0.395</td>
<td>0.149</td>
<td>-0.108</td>
<td>0.62</td>
<td>1</td>
<td>-0.43</td>
<td>0.526</td>
</tr>
<tr>
<td>-0.316</td>
<td>-0.512</td>
<td>-0.176</td>
<td>-0.099</td>
<td>-0.219</td>
<td>-0.43</td>
<td>1</td>
<td>-0.256</td>
</tr>
<tr>
<td>0.61</td>
<td>0.201</td>
<td>0.1</td>
<td>-0.251</td>
<td>0.629</td>
<td>0.526</td>
<td>-0.256</td>
<td>1</td>
</tr>
<tr>
<td>0.348</td>
<td>0.283</td>
<td>0.222</td>
<td>0.028</td>
<td>0.346</td>
<td>0.359</td>
<td>-0.126</td>
<td>0.32</td>
</tr>
</tbody>
</table>

### TABLE 14. MATRIX $\eta$ FOR SEVEN MODELS AND OBSERVED SST FIELD

<table>
<thead>
<tr>
<th>HYCOM</th>
<th>JAEA</th>
<th>JCOPE2</th>
<th>MARS</th>
<th>NCOM</th>
<th>SELFE</th>
<th>SYMPH</th>
<th>Obs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.053</td>
<td>2.614</td>
<td>3.262</td>
<td>1.043</td>
<td>1.455</td>
<td>5.12</td>
<td>1.525</td>
</tr>
<tr>
<td>2.614</td>
<td>2.912</td>
<td>0</td>
<td>2.845</td>
<td>2.135</td>
<td>2.723</td>
<td>4.836</td>
<td>2.246</td>
</tr>
<tr>
<td>3.262</td>
<td>3.162</td>
<td>2.845</td>
<td>0</td>
<td>2.982</td>
<td>3.012</td>
<td>4.54</td>
<td>3.235</td>
</tr>
<tr>
<td>1.043</td>
<td>3.757</td>
<td>2.135</td>
<td>2.982</td>
<td>0</td>
<td>1.696</td>
<td>4.741</td>
<td>1.242</td>
</tr>
<tr>
<td>1.455</td>
<td>3.577</td>
<td>2.723</td>
<td>3.012</td>
<td>1.696</td>
<td>0</td>
<td>5.453</td>
<td>2.055</td>
</tr>
<tr>
<td>5.12</td>
<td>6.445</td>
<td>4.836</td>
<td>4.54</td>
<td>4.741</td>
<td>5.453</td>
<td>0</td>
<td>5.253</td>
</tr>
<tr>
<td>1.525</td>
<td>3.724</td>
<td>2.246</td>
<td>3.235</td>
<td>1.242</td>
<td>2.055</td>
<td>5.253</td>
<td>0</td>
</tr>
<tr>
<td>2.384</td>
<td>3.454</td>
<td>2.539</td>
<td>2.88</td>
<td>2.2</td>
<td>2.496</td>
<td>4.548</td>
<td>2.41</td>
</tr>
</tbody>
</table>
3.3.4. Tracer dispersion

Results for the tracer dispersion exercise are presented in Figure 19 where it can be observed that the agreement between models has been significantly improved. The shapes of the signals are much more similar than in Exercise 1. Results are within one order of magnitude with the exception of both the Sisbahia and NTUA models. The NTUA model is highly dispersive, since radionuclides reach point P3 essentially instantaneously after release, as can be observed in the lowest panel of Figure 19.

Although there are times and locations where some significant differences between models still remain (see for example point P1, some 30 days after 11 March 2011), most of the variability has been removed by use of the same water circulation when the transport of a tracer is simulated.

3.3.5. $^{137}$Cs dispersion

The modelling of $^{137}$Cs dispersion, which includes interactions with sediment, was also carried out for Exercise 2. To simplify the problem, it was assumed that bed sediments are uniform over all of the model domain and are composed entirely of fine material (clays) with a mean size of 10 µm. A uniform porosity of 0.6 was assumed and, finally, the thickness of the bed sediment which interacts with water was set to 10 cm. With this homogenization it is assured that differences between model outputs are due to intrinsic factors of the models, but not to input data. Thus, hypothetical, but realistic, values for some parameters may be used. Time series of $^{137}$Cs concentrations for surface water, bottom water (deepest water layer, in contact with the seabed) are provided at points P1 to P3, as described above.

The results of these experiments are summarized in Figures 20–22. In the case of surface water, results from all models are similar, as per the tracer exercise. The reason for this is that surface water does not feel the presence of the bed sediment, especially when water depth increases. Exceptions are again the Sisbahia and NTUA models. Signal arrival at point P3 produced by the KAERI and JAEA models is in very good agreement, and the NTUA model produced very high concentrations too quickly.

In the case of bottom water, very low concentrations were calculated by all models at point P1 (see Figure 20). At P2, which is close to the Fukushima release point, higher concentrations were calculated in the bottom water, with the signal being similar for most models.

The majority of the variability between models now occurs for activity concentrations in sediment. At point P2 (see Figure 21), for instance, results vary over several orders of magnitude. In general, the JAEA model tends to produce lower concentrations in sediments than the other models. The NTUA model produces significant concentrations in bottom water and sediment at point P3, while zero concentrations are calculated by the other models.

Maps showing the computed distribution of $^{137}$Cs in surface water and sediment are presented in Figures 23 and 24, respectively, for the JAEA and Sisbahia model as examples. The difference in scale of model domains makes a direct comparison difficult but, in general, it can be seen that the behaviour of the radionuclide patch is very similar, even in the case of sediment. In this case, there is an extension of contaminated sediment to the south of Fukushima and also along the shore of the Bay of Sendai to the north. These radionuclides appear as discrete spots in the case of the JAEA model, due to its Lagrangian nature, while a continuous patch is produced by the Sisbahia model.
In conclusion, it can be stated that when the dispersion of a tracer is simulated, a significant part of the variability between models is due to water circulation and that model agreement increases if the same circulation data is applied by all models.

In the case of $^{137}$Cs, when water–sediment interactions are included, there are significant differences between models, with calculated concentrations in sediment expanding over several orders of magnitude. Nevertheless, agreement between models for water is similar to the tracer case. Each model used its own description for water–sediment interactions, as well as its own set of parameters for describing such processes. The next step is to homogenize the description of water–sediment interactions, using equivalent parameters in all models. This is the main objective of Exercise 3 which is described in the following section. Moreover, some additional harmonization between models was carried out which consisted of using the same topographic data and horizontal and vertical diffusion coefficients.

FIG. 20. Time series of radionuclide concentrations ($^{137}$Cs) at point P1 for surface water, bottom water and sediment for Exercise 2.

FIG. 21. Time series of radionuclide concentrations ($^{137}$Cs) at point P2 for surface water, bottom water and sediment for Exercise 2.
FIG. 22. Time series of radionuclide concentrations ($^{137}$Cs) at point P3 for surface water, bottom water and sediment for Exercise 2.
FIG. 23. Calculated $^{137}\text{Cs}$ distribution in surface water by JAEA (top) and Sisbahia (bottom) models.
FIG. 24. Calculated $^{137}$Cs distribution in sediment by JAEA (top) and Sisbahia (bottom) models.
3.4. EXERCISE 3: HOMOGENIZATION OF WATER–SEDIMENT INTERACTIONS

3.4.1. Introduction

This exercise is designed as in the previous cases. A constant release of $1.0 \times 10^6$ Bq/s of a long lived radionuclide (radioactive decay can be neglected) is used. The release starts on 26 March 2011 and the time frame of calculations extends until 30 May 2011. However, exactly the same bathymetric file was used for all models. The computational grid is presented in Figure 25. In addition, the same diffusion coefficients have been used. Constant and uniform reasonable values for diffusion coefficients have been defined. The purpose of using constant and uniform values is to remove additional variability between models which would be introduced if, for example, a Smagorinsky’s scheme were to be used to compute the horizontal diffusion coefficient and/or any turbulence model were to be applied to calculate the vertical diffusivity. The fixed values for the horizontal and vertical diffusion coefficients, $K_h$ and $K_v$, are:

$$K_h = 10 \ m^2 / s$$  \hspace{1cm} (5)

$$K_v = 1.0 \times 10^{-4} \ m^2 / s$$  \hspace{1cm} (6)

Exercise 3 consists of three parts, which are briefly summarized below and are described in more detail in the following sections.

(1) Tracer: This considers the performance of models using a perfectly conservative radionuclide, as was done for Exercises 1 and 2.

(2) $^{137}$Cs and no SPM in the water column: It is equivalent to the $^{137}$Cs case of Exercise 2. As previously, in order to simplify the problem, it was considered that bed sediments are uniform over the whole model domain and that they are composed entirely of fine material (clays) with mean size 10 µm. A uniform porosity of 0.6 was assumed and, finally, the thickness of the sediment which interacts with water was set to 10 cm.

In addition, the same parameters were used to simulate uptake/release interactions with bed sediments. Models may use a distribution coefficient or, alternatively, kinetic transfer coefficients. Values for the two options have been defined and the equilibrium distribution coefficient is 2.0 m$^3$/kg. This is a mean value taken from Ref. [64] for open ocean water and in agreement with measurements taken off Fukushima [52]. The rate describing release from bed sediments is $k_2 = 1.16 \times 10^{-5} \ s^{-1}$. The kinetic rate describing uptake ($k_1$) is derived from $k_2$ and the distribution coefficient [65].

(3) $^{137}$Cs with constant and uniform SPM in the water column: SPM concentration has been set as 5 mg/l and resuspension of particles from bed sediments back to the water column is not included in the calculations. Other parameters are required if SPM is included in the calculations. They are as follows:

---

- Particle diameter: 1 µm;
- Particle density: 2600 kg/m$^3$;
- Settling velocity: derived from Stoke’s law;
- Critical deposition stress: 0.5 N/m$^2$.

End points of calculations are the same as defined previously, i.e. time series of radionuclide concentrations at points P1, P2 and P3. Radionuclide concentration for surface water is
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provided for the tracer dispersion exercise and radionuclide concentration for the surface water, bottom water and sediment is provided for the $^{137}$Cs exercises.

![Computational grid used by all models in Exercise 3. Water depths are given in m.](image)

**FIG. 25.** Computational grid used by all models in Exercise 3. Water depths are given in m.

### 3.4.2. Tracer dispersion

Results for the tracer experiment are summarized in Figure 26 and are within the same order of magnitude for all models at points P1 and P2 (note that now a linear scale has been used for the y axis instead of a logarithmic one as previously). Thus, in general, the use of the same bathymetry and diffusion coefficients has slightly improved the agreement between models. Nevertheless, as can be seen from Exercises 1 and 2, the main factor in producing model discrepancies is water circulation. In other words, the agreement improvement is higher from Exercise 1 to 2 than from Exercise 2 to 3.

In the case of P3, results are similar to those of Exercise 2, where the agreement between models is relatively good for both the arrival of the signal and the calculated concentrations. The exception is the result of NTUA model which produces an instantaneous arrival of the signal and concentrations significantly higher than the other models.

### 3.4.3. $^{137}$Cs dispersion and no SPM in the water column

Calculated time series for $^{137}$Cs at points P1–P3 are presented in Figures 27–29. It can be seen that, for instance, at P2 the use of the same parameters has improved model agreement. Model results are, in general, within the same order of magnitude (note that logarithm scale is not used). In the case of sediment, the JAEA model produces lower concentrations than the KAERI
and USEV models at P1, which are more similar. In the case of P2, results from these three models are all similar. The NTUA model results do not seem consistent, since the model calculates very low concentrations in the bottom water and, simultaneously, concentrations in sediment are much higher than those of the other models (out of the scale range).

In the case of point P3, the new values defined for the diffusion coefficients lead to a very weak signal. $^{137}$Cs does not seem to reach either the bottom water or the sediment. Again, the NTUA model predicts an instantaneous arrival of the radionuclide signal and very high concentrations in sediments at the initial time, which even reduce in time. These results again seem to be inconsistent.

3.4.4. $^{137}$Cs dispersion and constant and uniform SPM distribution in the water column

As mentioned previously, this experiment was designed with a constant and uniform suspended matter concentration in the water column equal to 5 mg/l. Results for the three points are presented in Figures 30–32.

Essentially, the results are the same as in the previous exercise without SPM. This is not surprising given the relatively low affinity of $^{137}$Cs to be fixed to solid particles. This affinity is quantified by the partition coefficient, which is defined as [65, 66]:

$$PC = \frac{1}{1 + k_d \cdot SPM}$$

(7)

where SPM is the suspended matter concentration and $k_d$ the corresponding distribution coefficient of the radionuclide. This coefficient gives the fraction of radionuclides remaining dissolved, under equilibrium conditions, for a given $k_d$ value and suspended matter concentration. For $SPM = 5 \text{ mg/L}$ and $k_d = 2 \times 10^3 \text{ L/kg}$, which are the values fixed for the exercise, a result of $PC = 0.99$ is obtained, indicating that most of $^{137}$Cs remains in solution (99%), and is not significantly adsorbed on suspended particles. Hence, the contamination of bed sediments caused by deposition processes is also negligible. Contamination of bed sediments is mainly produced by direct adsorption of dissolved radionuclides present in the bottom water. The water–sediment interface may be considered as a high suspended matter environment [67]. Thus, the corresponding $PC$ value would be significantly lower here and a significant fraction of $^{137}$Cs would be adsorbed on bed sediments.

Maps showing the computed distribution of $^{137}$Cs in surface water and sediment are presented in Figures 33 and 34, respectively, for the JAEA and KAERI models as examples. At a general level, it can be observed that the behaviour of the radionuclide patch is very similar, even in the case of sediment. For surface water, there is a remarkable agreement between both models. Essentially the same radionuclide patches are produced for surface water by these models.
FIG. 26. Time series of radionuclide concentrations for surface water at points P1, P2 and P3 for Exercise 3, tracer dispersion.
FIG. 27. Time series of radionuclide concentrations ($^{137}$Cs) at point P1 for surface water, bottom water and sediment. Exercise 3 without SPM.

FIG. 28. Time series of radionuclide concentrations ($^{137}$Cs) at point P2 for surface water, bottom water and sediment. Exercise 3 without SPM.
FIG. 29. Time series of radionuclide concentrations ($^{137}$Cs) at point P3 for surface water, bottom water and sediment. Exercise 3 without SPM.

FIG. 30. Time series of radionuclide concentrations ($^{137}$Cs) at point P1 for surface water, bottom water and sediment. Exercise 3 with SPM.
FIG. 31. Time series of radionuclide concentrations ($^{137}$Cs) at point P2 for surface water, bottom water and sediment. Exercise 3 with SPM.

FIG. 32. Time series of radionuclide concentrations ($^{137}$Cs) at point P3 for surface water, bottom water and sediment. Exercise 3 with SPM.
FIG. 33. Calculated $^{137}$Cs distribution (Bq/m$^3$) in surface water by JAEA (top) and KAERI (bottom) models for the $^{137}$Cs experiment with SPM in the water column.
FIG. 34. Calculated $^{137}$Cs distribution for sediment (Bq/kg) by JAEA (top) and KAERI (bottom) models for the $^{137}$Cs experiment with SPM in the water column.
3.5. EXERCISE 4: COMPARISONS WITH FIELD DATA

3.5.1. Source term

In order to compare model predictions with radionuclide concentration measurements in the marine environment off Fukushima, a realistic $^{137}$Cs source term needs to be used. During the Fukushima Daiichi NPP accident in 2011, radionuclides entered into the Pacific Ocean both from deposition on the sea surface of radionuclides previously released to the atmosphere and because of direct release of contaminated water into the sea. The reconstruction of these two source terms are described in the following two sub-sections.

3.5.1.1. Atmospheric deposition

Two atmospheric dispersion models were applied to simulate the dispersion of radionuclides released to the atmosphere and to evaluate the subsequent deposition to the sea surface. These models were developed by KAERI and JAEA. The output from both models were compared and the average from both taken as the best estimate of deposition.

Atmospheric dispersion models

The main characteristics of the applied atmospheric dispersion models are presented in Table 15 and both models are briefly described below:

— **KAERI model, LADAS (Long-range Accident Dose Assessment System):** After the accident, significant amounts of radioactivity were released to the air, which was transported inland and to the near shore of the Fukushima NPP between 12 March and 30 April 2011. During the early phase of the accident, i.e. 15–31 March 2011, radionuclides were deposited on the sea surface due to aeolian fallout, mainly in the northeast direction from Fukushima. Therefore, atmospheric deposition on the sea surface could affect dispersion patterns of radionuclides in water and sediment. The $^{137}$Cs atmospheric fallout rate, as a function of time and space, was calculated from the long range atmospheric transport model LADAS developed by KEARI [68, 69].

The particle tracking method was used in LADAS for estimating the concentration distribution of radioactive material released into the atmosphere. The model was designed to estimate air concentrations and dry deposition, as well as wet deposition at distances of up to several thousands of kilometers from the release point in a horizontal direction. The turbulent motion of the particle is considered separately within and above the atmospheric mixing layer and particles are released in order to evaluate the transport and diffusion process of a pollutant in the atmosphere. The concentration is calculated by tracking the trajectory of each particle. Lagrangian type models can treat a rapid concentration gradient near a source point easily and do not introduce numerical dispersion. A particle is advected by the averaged wind components and dispersed by a turbulent motion in a 3-D space. The movement of the particle is represented by the sum of the movements due to the advection and the turbulence. This model was connected with 3-D meteorological forecasts from the KMA (Korea Meteorological Administration) in order to obtain the required wind fields [68, 69].

— **JAEA model, WSPEEDI-II (Worldwide Version of System for Prediction of Environmental Emergency Dose Information):** To simulate atmospheric dispersion of radionuclides released from the Fukushima NPP over eastern Japan, the WSPEEDI-II was used [70]. The simulation system WSPEEDI-II calculates air concentration and
surface deposition of radionuclides and radiological doses by successive use of the non-hydrostatic mesoscale meteorological prediction model MM5 and the Lagrangian particle dispersion model GEARN [70]. GEARN is a Lagrangian particle-tracking random walk model. The atmospheric dispersion of the released radionuclides is simulated by following the 3-D positions of many particles. Input data for GEARN are release condition of radionuclides and outputs from MM5 (e.g. 3-D wind fields, vertical diffusivity, mixing ratios of rain water, snow and graupel, cloud fractional cover, surface convective/non-convective precipitation and terrain height). By using 3-D and high resolution information on precipitation, GEARN can calculate deposition in detail. Output variables of GEARN are air concentration, accumulated surface deposition, air dose rate, external gamma dose and internal dose due to inhalation [71].

### TABLE 15. MAIN CHARACTERISTICS OF ATMOSPHERIC DISPERSION MODELS

<table>
<thead>
<tr>
<th>Model Parameter</th>
<th>WSPEEDI-II</th>
<th>LADAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meteorological Data</td>
<td>Japan Meteorological Agency and MM5</td>
<td>Korea Meteorological Administration</td>
</tr>
<tr>
<td>Horizontal resolution</td>
<td>6 km × 6 km</td>
<td>12 km × 12 km</td>
</tr>
<tr>
<td>Simulation period</td>
<td>2011.3.11, 23 h – 2011.5.30, 17 h (JST)</td>
<td>2011.3.12, 5 h – 2011.5.31, 0 h (KST)</td>
</tr>
<tr>
<td>$^{137}$Cs source</td>
<td>Ref. [70]</td>
<td>Ref. [70]</td>
</tr>
<tr>
<td>Release height</td>
<td>20 m, 120 m</td>
<td>20 m</td>
</tr>
<tr>
<td>$K_h$</td>
<td>Ref. [72]</td>
<td>Ref. [72]</td>
</tr>
<tr>
<td>$K_v$</td>
<td>Mellor-Yamada level 2.5 [73]</td>
<td>1.0 m²/s</td>
</tr>
<tr>
<td>Dry deposition velocity</td>
<td>0.001 m/s</td>
<td>0.001 m/s</td>
</tr>
<tr>
<td>Wet deposition scheme</td>
<td>$Sc = 5.0 \times 10^{-5}I^{0.8}$</td>
<td>$Sc = 5.0 \times 10^{-5}I^{0.8}$</td>
</tr>
<tr>
<td>Output interval</td>
<td>3 hours</td>
<td>3 hours</td>
</tr>
</tbody>
</table>

Notes: JST and KST are, respectively, Japan and Korea Standard Times. $K_h$ and $K_v$ are the horizontal and vertical diffusion coefficients and $Sc$ means scavenging (s⁻¹)

### Calculated deposition patterns

A comparison of the time series of calculated deposition at points P1, P2 and P3 by both atmospheric dispersion models is presented in Figure 35. In general, there is a reasonable agreement between both models, which essentially produce the same deposition patterns. The main differences between model outputs are observed for point P2, due to the use of different meteorological data, especially precipitation data, in order to simulate wet deposition. The average between both models (the ensemble) is also illustrated in Figure 35. These average values, calculated over the whole domain of JCOP2 circulation, will be used for the realistic Fukushima simulations and integrated deposition over time intervals of three hours will be applied.

As an example, average depositions over the domain for three time intervals during March are presented in Figure 36 where it can be seen that soon after the tsunami occurred the atmospheric plume is directed towards the north-east. On 16 March 2011 a significant deposition occurs inland and three days later, the plume curves towards the south, although deposition is reduced by one order of magnitude.
FIG. 35. Calculated $^{137}$Cs depositions at points P1, P2 and P3 with the two atmospheric dispersion models. The average between both models is also shown.
FIG. 36. Examples of calculated $^{137}$Cs depositions (Bq/m$^2$) at three dates over the JCOPE2 domain. The average between both the KAERI and JAEA models is presented. Data correspond to integrated depositions over a three hour time interval (Japanese Standard Time (JST) is 9 hours ahead of Universal Coordinated Time (UTC)).

3.5.1.2. Direct releases to the Pacific Ocean

The source term of $^{137}$Cs released directly into the ocean from the Fukushima Daiichi NPP accident was estimated as described below and in Ref. [41].

Monitoring data from the website of Tokyo Electric Power Company (TEPCO) regarding the area near to the northern and southern discharge channels of the Fukushima Daiichi NPP were used for this purpose [74]:

(1) The release point was determined to be the middle point along the coast between the northern discharge channel and the southern discharge channel of the Fukushima Daiichi NPP;

(2) With regard to the release duration, it was assumed that the direct release into the ocean from the Fukushima Daiichi NPP started on 26 March 2011. This was indicated by the analysis of the $^{131}$I/$^{137}$Cs activity ratios [75] in ocean water. Discharges were assumed to continue until 30 June 2011;
The amount of $^{137}\text{Cs}$ released directly into the ocean was estimated based on the concentrations at the northern and southern discharge channels of the Fukushima Daiichi NPP, which were monitored approximately twice per day. Firstly the daily concentrations were averaged and then the amount of $^{137}\text{Cs}$ at the sea surface within a volume of $1.5\text{ km} \times 1.5\text{ km} \times 1\text{ m}$ was calculated assuming that $^{137}\text{Cs}$ with averaged concentrations exists in the volume, because the distance between the northern and southern discharge channels is around $1.5\text{ km}$. The calculated amounts were adjusted by multiplying the constant $(7.5)$ obtained from a comparison of the total released amount of $^{137}\text{Cs}$ during 120 hours between 1–6 April 2011 with the values from TEPCO monitoring [74], which states that the total released amount of $^{137}\text{Cs}$ during this period was $0.94\text{ PBq}$ ($1\text{ PBq} = 10^{15}\text{ Bq}$).

Figure 37 illustrates the resulting temporal variation of the released amount of $^{137}\text{Cs}$ to be used in the numerical simulations. This source term estimation leads to a total $^{137}\text{Cs}$ release of $3.5\text{ PBq}$ for the period 26 March–30 June 2011. Therefore, atmospheric deposition data, integrated over three hour intervals, together with the direct release source term presented in Figure 37, have been used in order to make realistic simulations on the dispersion of $^{137}\text{Cs}$ released from the Fukushima Daiichi NPP.

### 3.5.2. Results

The time frame of calculations extends from 12 March until 30 June 2011. Time series of calculated $^{137}\text{Cs}$ concentrations in surface water are provided by models for the points listed in Table 16, for which time series of measured concentrations were obtained by the Japanese company TEPCO (T1–T8). These measurements have been reported in regular press releases [76]. Three additional points were sampled [77] and have been included to compare model results with measurements taken at larger distances from Fukushima. The location of sampling points is shown in the map of Figure 38.

Two sets of calculations have been carried out:

- Exercise 4a, with common parameters (as in Exercise 3): circulation, bathymetry, diffusion coefficients, adsorption/desorption parameters and sediment characteristics. No suspended matter in the water column will be considered since, as has been shown before, it does not play a significant role;
- Exercise 4b, each model will use different water circulation and its own set of parameters. Thus, a range of expert estimations will be provided.

Results of these exercises are described in detail in the following sections.
FIG. 37. $^{137}$Cs daily direct releases to the Pacific Ocean from 26 March–30 June 2011.

TABLE 16. POSITIONS WHERE TIME SERIES OF $^{137}$CS CONCENTRATIONS IN SURFACE WATER HAVE BEEN PRODUCED BY TEPCO (T1 TO T8) AND (B1, J1, E3)

<table>
<thead>
<tr>
<th>Sampling Point</th>
<th>Longitude</th>
<th>Latitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>141 02' 02&quot;</td>
<td>37 24' 55&quot;</td>
</tr>
<tr>
<td>T2</td>
<td>141 02' 04&quot;</td>
<td>37 25' 52&quot;</td>
</tr>
<tr>
<td>T3</td>
<td>141 01' 35&quot;</td>
<td>37 19' 20&quot;</td>
</tr>
<tr>
<td>T4</td>
<td>141 00' 50&quot;</td>
<td>37 14' 30&quot;</td>
</tr>
<tr>
<td>T5</td>
<td>141 12' 00&quot;</td>
<td>37 35' 00&quot;</td>
</tr>
<tr>
<td>T6</td>
<td>141 12' 00&quot;</td>
<td>37 14' 00&quot;</td>
</tr>
<tr>
<td>T7</td>
<td>141 12' 00&quot;</td>
<td>37 10' 00&quot;</td>
</tr>
<tr>
<td>T8</td>
<td>141 12' 15&quot;</td>
<td>37 10' 00&quot;</td>
</tr>
<tr>
<td>B1</td>
<td>141 15' 24&quot;</td>
<td>38 05' 00&quot;</td>
</tr>
<tr>
<td>J1</td>
<td>140 43' 00&quot;</td>
<td>36 25' 00&quot;</td>
</tr>
<tr>
<td>E3</td>
<td>141 36' 24&quot;</td>
<td>37 25' 00&quot;</td>
</tr>
</tbody>
</table>
3.5.2.1. Exercise 4a: Common parameters

A comparison of model results with $^{137}$Cs measurements in surface water for Exercise 4a (using JCOPE2 water circulation and common model parameters as in Exercise 3) is shown in Figures 39 and 40 for points T1–T8 and the three additional points at far distances from Fukushima, respectively. The general structure of the time series is very similar in all models since the same water circulation is being used and there is also an acceptable agreement with measured concentrations. At large distances from Fukushima, all models agree in producing concentrations below 10 Bq/L (except in E3). Additionally, peaks are generated at approximately the same time periods, except in B1, where a more noisy signal is produced by some models. Model results for sediment $^{137}$Cs concentrations have also been compared with measurements and are presented in Figure 41. Modelled activity concentrations at the end of the simulation period (30 June 2011) are shown with TEPCO measurements. Given that the same water circulation was used in all models, the resulting $^{137}$Cs distributions in sediment produce similar results, with the highest concentrations in the area nearest to Fukushima and some extension towards the south and northeast. There is consensus in the fact that most of the $^{137}$Cs remains in a band along the coast and model results generally agree by order of magnitude with measurements.
FIG. 39. Calculated and measured $^{137}$Cs concentrations in surface water at points sampled by TEPCO. I/K model runs in a Lagrangian framework (Exercise 4a).
FIG. 40. Calculated and measured $^{137}$Cs concentrations in surface water at points B1, J1 and E3 (Exercise 4a). I/K model runs in Lagrangian framework.
FIG. 41. $^{137}$Cs in sediment (Bq/kg) at the end of the simulation period for Exercise 4a. Logarithms of calculated and measured concentrations are shown. The colour scale is the same for all maps.
3.5.2.2. Exercise 4b: A range of expert estimations

Results for Exercise 4b (with models using different water circulation and own set of parameters) are presented in Figures 42 and 43. The decrease in surface water $^{137}$Cs concentrations produced by models in Exercise 4a around day 50 at some points (using JCOPE2 water circulation) is now not produced by the JAEA model (e.g. see Figure 42, T4), which reproduces the measured $^{137}$Cs concentrations very well. This model uses water circulation from the University of Kyoto hydrodynamic model, which has a higher spatial resolution in the area of Fukushima than JCOPE2. This higher resolution may be leading to more accurate modelling of water circulation and a less noisy concentration time series. Except in the case of JAEA, models tend to underestimate water $^{137}$Cs concentrations.

In the case of Exercise 4b, results for sediment are presented in Figure 44. The use of different water circulation by the models results in different distributions of $^{137}$Cs activity concentration in sediment.

It is particularly interesting to observe that the University of Kyoto circulation (in the JAEA model) leads to a very narrow contaminated band along the coast and in the Bay of Sendai. There is not any extension of $^{137}$Cs north of 38.5° latitude, which does not agree with measurements. However, water activity concentrations calculated with this model were in the best agreement with measurements. Thus, the JAEA model performs better than the others when calculating surface water concentrations, but worse than the others for sediment. This situation cannot be attributed to the water–sediment interaction description, since in the case of Exercise 4a (see Figure 41) output of this model was similar to the others. Instead, it seems that the University of Kyoto circulation model does not accurately reproduce deep circulation. In this sense, as mentioned previously [37], models may perform differently depending on the target variable. For instance, one model may predict radionuclide concentrations in sediment in good agreement with measurements, but it may provide not so close agreement for water. For another model, the situation may be the opposite.

The differences between the Eulerian (I/K-E and USEV) and Lagrangian (JAEA and KAERI) models may be clearly appreciated from the maps of sediment concentrations (see Figures 41 and 44). Eulerian models introduce artificial (numerical) diffusion which leads to smoother concentrations maps, with $^{137}$Cs present over the whole domain.

It is noted that, while Exercises 1 to 3 are completely blind model tests, this is not entirely true for Exercise 4b due to the possible influence of model results by existing knowledge of measured data. In the case of the I/K model, the desorption rate from the sediment was fitted in order to reproduce measured concentrations in sediment. However, model results can be considered as blind for surface water. Exactly the same occurs in the case of the USEV model. The KAERI model was slightly modified with respect to Exercises 1–3 in order to obtain a better agreement with observations. This modification consisted of making the release in a single point instead of into an Eulerian grid cell. Moreover, it was also found that the best agreement with observations was obtained with parameters defined in Exercise 3. Consequently, results for KAERI model Exercises 4a and 4b are the same and the KAERI model results cannot be considered blind. Finally, the JAEA model application has been a blind exercise for both water and sediment.

In spite of some contamination of model results by knowledge of data, model results are in general consistent with observations. The range of computed values for a given variable may be regarded as an estimation of model uncertainty. Overall, $^{137}$Cs concentrations in surface water tended to be underestimated, while a good representation of sediment was generally obtained.
FIG. 42. Calculated and measured $^{137}$Cs concentrations in surface water at points sampled by TEPCO. I/K model runs in Lagrangian (-L) and an Eulerian framework (-E) (Exercise 4b).
FIG. 43. Calculated and measured $^{137}$Cs concentrations in surface water at points B1, J1 and E3 (Exercise 4b). I/K model runs in Lagrangian (-L) and an Eulerian (-E) framework.
FIG. 44. $^{137}$Cs in sediment (Bq/kg) at the end of the simulation period for Exercise 4b. Logarithms of calculated and measured concentrations are shown. The colour scale is the same for all maps.
3.6. CONCLUSIONS

Results obtained from modelling exercises regarding the dispersion of radionuclides released from the Fukushima Daiichi NPP accident into the Pacific Ocean are summarized below. The main objective of the exercises consisted of analysing the causes of variability between model results. A sequence of numerical experiments was carried out in which a progressive harmonization of model inputs – understood as using the same forcing and parameterizations – was performed.

Initially, Exercise 1 concerning a constant release of a perfectly conservative radionuclide (a non-decaying tracer) was carried out. For this exercise, each model was run with a different configuration for model setup, parameters, and water circulation in the Pacific Ocean. The water circulation could be calculated by the model itself in some cases or imported from operative ocean forecasting systems in others.

Results from this exercise presented significant variability of several orders of magnitude between model outputs, even at a point very close to the Fukushima Daiichi NPP. Moreover, maps of tracer concentrations in the water surface at the end of the simulated period also presented differences.

This variability in model results can be largely attributed to the different descriptions of hydrodynamics in each model. Water currents are the dominant factor in determining tracer dispersion in the marine environment. Consequently, model variability could be reduced if all the dispersion models are run with exactly the same description of water circulation for the period of interest.

To perform this task, the hydrodynamic description to be used was selected and a comparison of the hydrodynamics used by each model was carried out. The overall patterns of currents provided by the models are similar, showing the same general features, such as the Kuroshio current. However, a comparison of the time series of current magnitude and direction at a given point shows a strong variability in the signals produced by the models. Thus, it is not surprising that dispersion models produce such different results.

SST fields were used to compare the outputs of hydrodynamic models with observations in order to select the most appropriate hydrodynamic description to be used. The reasons are that SST is a scalar field (i.e. it’s easier to handle than vector fields as currents), can easily be obtained for the domain of interest from satellite observations and, finally, baroclinic circulation is largely determined by SST.

The distances between calculated and measured SST fields were determined and the etalon-field methodology for their classification was applied. Following this procedure, it was concluded that a reasonable choice would be the JCOPE2 circulation. Thus, current fields produced by this hydrodynamic model were used in the subsequent exercises.

Exercise 2 was carried out using a tracer and $^{137}$Cs (including water–sediment interactions) using JCOPE2 to simulate water currents. In the case of the tracer, model variability was significantly reduced and results are, in general, within one order of magnitude.

In the case of $^{137}$Cs, results for surface water were similar to those of the tracer, since these waters do not feel the presence of the seabed. Most of the variability between models is therefore obtained for sediment. Here, in some points, results vary over several orders of magnitude. Nevertheless, maps of $^{137}$Cs concentrations in water and sediment showed the same
general features. As a consequence, it could be concluded that a significant part of the variability between models is caused by the description of hydrodynamics. In the case of $^{137}$Cs sediment concentrations, model variability is increased due to the different descriptions of water–sediment interactions used by each dispersion model.

Exercise 3 consisted of using the same description for water–sediment interactions in the case of $^{137}$Cs. Thus, the same $k_d$, or equivalent kinetic ratios (to be used in cases of equilibrium or dynamic models respectively), were used. An additional harmonization of models in this exercise consisted of using exactly the same topographic data for the Pacific Ocean and the same values for the horizontal and vertical diffusion coefficients. This experiment was again carried out for a tracer and for $^{137}$Cs. In the latter case, the effects of considering the presence of suspended matter in the water column were also investigated.

In the case of the tracer, agreement between models improved with respect to Exercise 2. The main factor in producing model discrepancies is water circulation since model agreement improvement is higher from Exercise 1 to 2 than from Exercise 2 to 3. This confirms a previous finding where differences between models are mainly due to hydrodynamics, although no systematic study was performed in order to assess this [60].

In the case of $^{137}$Cs, the use of the same water–sediment parameterization also led to a better agreement between model outputs in sediment. Calculated $^{137}$Cs concentration maps for water and sediment were also similar, with models producing the same behaviour. In this respect, it was also clear that a good description of contamination in the deepest water is essential for a good description of radionuclide adsorption by bed sediments.

The presence of suspended matter in the water column does not affect the calculated dissolved concentrations. This is not surprising given the relatively low affinity of $^{137}$Cs to be fixed to the solid phase and the low suspended matter concentration in open ocean waters. Effectively, for the considered $k_d$ of $^{137}$Cs and suspended matter concentration (5 mg/L), the partition coefficient indicates that around 99% of this radionuclide remains in solution.

At this stage, given the model harmonization which was carried out, it does not seem possible to achieve a better agreement between models. Differences in model outputs were now due to intrinsic differences between models, i.e.:

— Lagrangian versus Eulerian models;
— Different numerical schemes which may be used for each model category mentioned above. In this sense, the method used to reconstruct concentrations from the density of particles in Lagrangian models may be relevant.

Nevertheless, the overall agreement between models which, generally, has been achieved, may be considered as satisfactory.

The first three exercises assumed a constant hypothetical source of radionuclides. The final exercise consisted of the use of a realistic source term, allowing the comparison of model outputs with $^{137}$Cs measurements in water and sediment.

The source terms for both direct releases to the Pacific Ocean and atmospheric deposition on the sea surface had to be reconstructed. The direct release source term was reconstructed by the JAEA model based on $^{137}$Cs measurements carried out by TEPCO at the southern and northern
discharge channels of the Fukushima Daiichi NPP. This source term implies a total release of 3.5 PBq of $^{137}\text{Cs}$ between 26 March and 30 June 2011.

For atmospheric deposition of $^{137}\text{Cs}$ on the sea surface, two atmospheric dispersion models were applied and their outputs compared. Since both outputs were similar, the average between the models was calculated by KAERI over 3 hour intervals.

Exercise 4 was carried out with these realistic source terms and consisted of two parts: calculations were performed with all common parameters and water circulation (as in Exercise 3) and, in addition, each model was run with its own configuration. This method allowed for a broad range of model expert estimation to be obtained and such a range may be considered an uncertainty estimation.

At a general level, model results were in good agreement with observations; although $^{137}\text{Cs}$ concentrations in surface water tended to be underestimated. It was also found that some models perform better for some target variables than for others. There was, however, agreement between all models in the sense that contamination of sediment extends over a banded area along the coast.

It may therefore be concluded that the dispersion models used are effective tools, although very sensitive to water circulation description in highly dynamic environments, such as the Fukushima coastal waters. If models for supporting decision making after emergencies are specially designed, great attention needs to be given to the forcing of the dispersion model by water circulation in this type of environment.
4. OVERALL SUMMARY AND CONCLUSIONS

Two marine dispersion scenarios were studied within the frame of MODARIA Working Group 10. The scenarios simulated dispersion of radionuclides in the Baltic Sea following the Chernobyl accident; and dispersion of radionuclides in the Pacific Ocean following the Fukushima Daiichi NPP accident.

For the Baltic Sea radiological scenario, $^{137}$Cs dispersion was simulated by four models, which were either box or hydrodynamic models. In all cases, radionuclide transfer between water and suspended matter and bed sediments were included. Two main aspects are considered when comparing the results from each model:

1. the significant conceptual, numerical and parametric differences between models;
2. the complexity of the Baltic Sea hydrodynamics.

Despite these two aspects, radionuclide dispersion results from each model were relatively close, including for bed sediments. The observed temporal trends of $^{137}$Cs activity concentrations taken from the HELCOM database are generally well reproduced by all models. The results of this study suggest that some processes do not significantly influence radionuclide transport within the Baltic Sea including winter ice cover and, surprisingly, water stratification by the halocline and thermocline.

For the Pacific Ocean radiological scenario, $^{137}$Cs dispersion was simulated with six models. Box models were not used as they are unsuitable for the highly dynamic oceanographic conditions found off the Pacific Coast of Japan. A relatively good agreement between models could only be achieved after harmonization of model inputs, whereby all models were executed with the same hydrodynamic fields, the same parameters for describing water–sediment interactions, the same bathymetry and the same horizontal and vertical diffusion coefficients. A step-by-step reduction of variability between models was achieved through this harmonization process. It was found that the different water currents from the different hydrodynamic models were the main factor producing variability between models. Where each model was executed with its own water circulation and model parameterization (Exercise 4b), there was in general a very good agreement in model–model and model–data comparisons. The results of Exercise 4b are influenced by a previous knowledge of measured data. Thus, the final component of the study was not a genuine blind model test.

Two marine environments were studied: a semi-enclosed basin (Baltic Sea radiological scenario) and a highly dynamic system (Pacific Ocean radiological scenario). The description of hydrodynamics had a more significant impact on model results in the highly dynamic system. In the case of the Baltic Sea radiological scenario, results were in good agreement despite the different hydrodynamic modelling approaches and simplifications applied. In the case of the Pacific Ocean radiological scenario, even similar hydrodynamic models led to differing current fields which, in turn, lead to very different radionuclide dispersion patterns. Given the intensity and variability of currents in this area, as well as the presence of unsteady eddies due to current convergence, small differences in the hydrodynamics produced different dispersion patterns and these differences tended to be amplified with time.

This highlights the inherent difficulties in developing operational modelling systems for emergency decision support in this type of highly dynamic marine environment, i.e. the output of the system will be very dependent on the hydrodynamic model which has been used for the
prediction of water currents. Further research into this type of modelling for emergency preparedness and response purposes is therefore clearly required.

It may be concluded that the dispersion models used in the Baltic Sea and Pacific Ocean radiological scenarios are effective tools, but results are sensitive to the hydrodynamic forcing in energetic regions characterized by strong current variability. Where possible, it is clear that local forecasts of marine circulation ought to be used for emergency modelling [78].

A multi-model approach, as described here and in other international modelling projects [79], may be valuable when environmental processes are complex. Through this approach, the predictions that obtain the greatest degree of consensus among modellers are made evident and the aspects that are subject to disagreement, and which ought therefore to be handled carefully, also become clear.
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ANNEX I. DESCRIPTION OF THE NRPA BOX MODEL

The Norwegian Radiation Protection Authority’s (NRPA) box model uses a modified approach for compartmental modelling [I-1–3] which allows for dispersion of radionuclides over time. The box structures for surface, mid-depth and deep water layers have been developed based on the description of polar, Atlantic and deep waters in the Arctic Ocean and the Northern Seas and site specific information for the boxes generated from the 3-D hydrodynamic model NAOSIM [I-4]. The structure of the NRPA’s box model is presented in Figure I-1.

The NRPA box model includes the processes of advection of radioactivity between compartments, sedimentation, diffusion of radioactivity through pore water in sediments, particle mixing, pore water mixing and a burial process of radioactivity in deep sediment layers. Radioactive decay is calculated for all compartments and the contamination of biota is further calculated from the radionuclide concentrations in filtered seawater in the different water regions. Doses to humans are calculated on the basis of seafood consumption, in accordance with available data for seafood catches and assumptions about human diet in the respective areas. Dose rates to biota are developed on the basis of calculated radionuclide concentrations in marine organisms, water and sediment, using dose conversion factors. Its structure, for the Baltic Sea only, is presented in Figure I-2.

The equations of the transfer of radionuclides between the boxes are of the form:

\[ \frac{dA_i}{dt} = \sum_{j=1}^{N} k_{i,j} A_j \gamma [t \geq (T_j + w_{i,j})] - \sum_{j=1}^{N} k_{i,j} A_j \gamma [t \geq (T_i + w_{i,j})] - k_{i} A_i \gamma (t \geq T_i) + Q_i; \quad t \geq T_i \tag{I-1} \]

\[ A_i = 0; \quad t \leq T_i \tag{I-2} \]

where \( k_{i,j} = 0 \) for all \( i, A_i \) and \( A_j \) are activities (Bq) at time \( t \) in boxes \( i \) and \( j \); \( k_{i,j} \) and \( k_{j,i} \) are rates of transfer (y\(^{-1}\)) between boxes \( i \) and \( j \); \( k_i \) is an effective rate of transfer of activity (y\(^{-1}\)) from box \( i \) taking into account loss of material from the compartment without transfer to another, for example due to radioactive decay; \( Q_i \) is an input of radionuclides into box \( i \) (Bq/y); \( n \) is the number of boxes in the system, \( T_i \) is the time of availability for box \( i \) (the first time when box \( i \) is open for dispersion of radionuclides) and \( \gamma \) is a unit function:

\[ \gamma(t) = \begin{cases} 1 & t \geq T_i \\ 0 & t < T_i \end{cases} \tag{I-3} \]

The times of availability:

\[ T_i = \min_{\mu_m(v_0, v_i) \in M_i} \sum_{j,k} w_{j,k} \tag{I-4} \]
are calculated as a minimized weight summed for all paths $\mu_m(\nu_0, \ldots, \nu_i)$ from the initial box $(\nu_0)$ with discharge of radionuclides to the box $i$ on the oriented graph $G = (V, E)$ with a set $V$ of nodes $\nu_j$ correspondent to boxes and a set $E$ of arcs $e_{jk}$ correspondent to the transfer possibility between the boxes $j$ and $k$ (graph elements as well as available paths are illustrated by Figure I-3).

FIG. I-1. NRPA model structure. Reproduced courtesy of Elsevier [I-3].
FIG. I-2. POSEIDON and NRPA model box structures. Pink lines define NRPA model boxes and numbered boxes correspond to POSEIDON. Blue boxes are those divided into two water layers.

FIG. I-3. Graph elements. Reproduced courtesy of Elsevier [I-3].

Every arc $e_{jk}$ has a weight $w_{jk}$ which is defined as the time required before the transfer of radionuclides from box $j$ to box $k$ can begin (without any path through other boxes). Weight, $w_{jk}$, is considered as a discrete function $F$ of the water fluxes $f_{jk}, f_{kj}$ between boxes $j$ and $k$, geographical information $g_{jk}$ and expert evaluation $E_{jk}$. $M_i$ is a set of feasible paths from the initial box ($v_0$) to the box $i$ ($v_i$). It is interesting to note that traditional box modelling is a particular case of the present approach when all times of availability in Eq. I-1 are zero: $T_i = 0, \forall i$. Expressions for the transfer rates of radioactivity between the bottom water and
sediment compartments are useful in the present analysis (the transfer rates are shown in Figure I-4), i.e.:

\[
k_{WS} = \frac{SR \cdot k_d}{d(1 + k_d \cdot SSL)} + \frac{D}{d \cdot h_s(1 + k_d \cdot SSL)} + \frac{R_{TW} \cdot h_s}{d(1 + k_d \cdot SSL)} + \frac{R_{w_p} k_d(1-w)}{d(1 + k_d \cdot SSL)}
\] (I-5)

\[
k_{SW} = \frac{D}{h^2_s[w + k_d \rho(1-w)]} + \frac{R_{TW}}{w + k_d \rho(1-w)} + \frac{R_{w_p} k_d(1-w)}{h_s[w + k_d \rho(1-w)]}
\] (I-6)

\[
k_{SM} = \frac{D \cdot w}{h^2_s[w + k_d \rho(1-w)]} + \frac{k_d \cdot SR}{h_s[w + k_d \rho(1-w)]}
\] (I-7)

\[
k_{MS} = \frac{D \cdot w}{h_s h_{SM}[w + k_d \rho(1-w)]}
\] (I-8)

\[
k_{MD} = \frac{k_d \cdot SR}{h_{SM}[w + k_d \rho(1-w)]}
\] (I-9)

**FIG. I-4.** Generic vertical structure of the water–sediment compartments.

Here \(k_{SW}\) is composed of expressions describing the transfer of activity by sedimentation, molecular diffusion, pore water mixing and particle mixing, respectively. Similarly, \(k_{SW}\) is composed of expressions describing the transfer of radioactivity by molecular diffusion, pore water mixing and particle mixing. \(k_{SM}\) is composed of expressions describing the transfer of radioactivity by sedimentation and molecular diffusion. \(k_{MS}\) corresponds to the transfer by molecular diffusion. Finally, \(k_{MD}\) corresponds to the transfer of radioactivity by sedimentation. \(R_w\) (m/y) is the sediment reworking rate; \(R_T\) (y\(^{-1}\)) is the porewater turnover rate; \(k_d\) (m\(^3\)/t) is the sediment distribution coefficient; SSL (t/m\(^3\)) is the suspended sediment load in the water.
column; $SR \text{ (t/m}^2\text{y)}$ is the sedimentation rate; $D \text{ (m}^2\text{/y)}$ is the molecular diffusion coefficient, $h_S \text{ (m)}$ and $h_{SM} \text{ (m)}$ are the surface and middle sediment thickness respectively; $w$ is the porosity of the bottom sediment; $\rho \text{ (t/m}^3\text{)}$ is the density of the sediment material and $d$ is the depth of the water column.
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ANNEX II. POSEIDON BOX MODEL DESCRIPTION

The compartment model POSEIDON was developed and improved in several papers [II-1–3]. It is a model for radiological assessments of routine and accidental radioactivity releases into the sea and the software is based on a box modelling approach designed to cope with the need for large space and timescale calculations. The dispersion of radionuclides takes place via neighbouring boxes and across the vertical water column where the following dispersion mechanisms are considered:

— horizontal and vertical water exchanges from between boxes;
— adsorption on suspended sediments;
— depletion of activity in suspended materials in equilibrium with the water phase activity;
— exchange of radionuclides between water column and bottom through the molecular diffusion and bioturbation phenomena.

A more detailed representation of the water column and its sediment layers, as well as its interaction with neighbouring volumes, is shown in Figure II-1. The boxes describing the water column containing suspended matter are subdivided into a number of vertical layers. The radionuclide concentration for each water column layer is governed by a set of differential equations. These equations consider temporal variations in the nuclide concentration, the exchange with adjacent boxes due to advection, sediment settling and turbulent diffusion processes. Furthermore, the transfer of activity from suspended to bottom sediment due to suspended sediment settlement, radioactive sources and radioactive decay is considered. Temporal variations in the three sediment layers located under the water column are described by another set of equations. These equations consider the transfer of radioactivity between water column and sediment, and radioactive decay. The transfer of radioactivity from the upper sediment layer to the water column is described by diffusion in the interstitial water and by bioturbation. Radioactivity in the upper sediment layer migrates downwards by diffusion and by burial at a rate taken as the same at which particles settle from the overlying water. The upward transfer of radioactivity from the middle sediment layer to the top sediment layer occurs only by diffusion. Burial causes an effective loss of radioactivity from the middle to the deep sediment layers, from which no upward migration occurs.

II-1. TRANSPORT OF RADIONUCLIDES IN WATER AND SEDIMENTS

The mechanisms of radionuclide transfer are as follows: activity entering the water column is transported by currents and turbulent diffusion and lost to bottom sediments through sorption on suspended particles which then settle out. The exchange of activity between the upper layer of the sediment and the water column is described as diffusion and bioturbation (modelled as a diffusion process). Activity in the upper sediment layer may diffuse downward but there is also an effective downward transfer via the continued sedimentation at the top of the sediment layers. Return of activity from the middle sediment to the top sediment occurs only through diffusion. The effective loss of activity from middle sediment to deep sediment arises from the continued deposition of sediment.
FIG. II-1. Schematic diagram of the activity transfer processes in POSEIDON model.

POSEIDON equations are obtained by averaging the 3-D transport equation for the dissolved radionuclide concentration $C_w$ (Bq/m$^3$) and the concentration in the three layers of the bottom sediment. It is assumed that the activity in the water column is partitioned between the water phase and the suspended sediment material, using the following relation:

$$C_s = k_d C_w$$  \hspace{1cm} \text{(II-1)}$$

where $C_s$ (Bq/kg) is radioactivity concentration adsorbed in suspended sediment, $k_d$ is the radionuclide distribution coefficient (m$^3$/kg). The equation for the water column layers read as follows:

$$\frac{\partial C_{0,i}}{\partial t} = \sum_j \left( \frac{F_{i,j}}{V_{i,0}} C_{0,j} - \frac{F_{i,j}}{V_{i,0}} C_{0,i} \right) + \lambda_{0,i} C_{0,(i,j-1)} - \left( \lambda_{1,i} + \lambda \right) C_{0,i} + \frac{L_{i,i}}{h_i} \lambda_2 C_1 + Q_{s,i}$$ \hspace{1cm} \text{(II-2)}$$

For the top sediment layer:

$$\frac{\partial C_1}{\partial t} = -\left( \lambda_2 + \lambda_3 + \lambda \right) C_1 + \frac{h_i}{L_{t,i}} \lambda_1 C_{0,i} + \frac{L_{m,i}}{L_{t,i}} \lambda_4 C_2$$ \hspace{1cm} \text{(II-3)}$$

and for the middle sediment layer:

$$\frac{\partial C_2}{\partial t} = -\left( \lambda_4 + \lambda_5 + \lambda \right) C_2 + \frac{L_{t,i}}{L_{m,i}} \lambda_3 C_1$$ \hspace{1cm} \text{(II-4)}$$

where $F_{i,j}$ is the water flux from box $i$ to box $j$; $V_0$ is the box volume; $h_i$ is the depth of the water compartment; $L_t$ and $L_m$ are the depth of top and middle sediment layers respectively; $Q$ is the point source of the activity; $\lambda_1 \ldots \lambda_5$ are the transfer coefficients, whose values depend on the characteristics of the radionuclide and sediments.
II-2. DESCRIPTION OF SOURCES OF ACTIVITY

The model POSEIDON can deal with three types of radioactive releases:

1. atmospheric fallout;
2. point sources associated with routine releases of nuclear facilities, located either directly at the coast or inland at river systems;
3. point sources associated with accidental releases.

For coastal discharges occurring into large (‘regional’) boxes, it may be useful to provide a more detailed description in the area close to the release point. For that purpose, ‘coastal’ release boxes can be added to the regional box system. These coastal boxes are nested into the regional boxes, and their physical characteristics (e.g. depth, sedimentation, etc.) can differ from those of the adjacent regional boxes.

POSEIDON also has the possibility to deal with offshore release points (e.g. for evaluation of the impact of sunken vessels, nuclear submarines, and offshore waste dumping). In that case, it is also possible to use a so-called ‘local’ box.

II-3. NUMERICAL SOLUTION

The problem is described by a set of ordinary differential equations (see Eqs. II-2–4 above), which may be written in a vector-matrix notation as:

\[ \frac{dC}{dt} = AC + Q_{re} \]   \hspace{1cm} \text{(II-5)}

where \( C \) is the concentration vector; \( A \) is the coefficient matrix that includes water fluxes between boxes, parameters of sediments, etc., and \( Q_{re} \) is the vector for the release term. Step-like variations of the release in time are assumed and the Matrix Exponential Method [II-4] is used to solve this system.

II-4. APPLICATION TO THE BALTIC SEA

The model was customized for the Baltic Sea as shown in Figure I-2. Volume and average depth for each new box was calculated based on the bathymetry of the Baltic Sea, details of which were provided by the SMHI. The Baltic Sea compartments were connected with the North Sea compartments as described in the MARINA Project [II-5]. Boxes with depths larger than 60 m were divided into two layers (surface and bottom) for a rough description of stratification in the Baltic Sea. These boxes are shown in blue in Figure I-2 and water fluxes between boxes were calculated by averaging over 10 years the 3-D currents provided by the SMHI. River runoff was also taken into account for the largest 16 rivers and total river runoff was 484 km³/year [II-6].

The simulations were carried out for the period 1945–2010 and the sources of \(^{137}\text{Cs}\) are global deposition from weapons testing, deposition from the Chornobyl accident and releases from the Sellafield and La Hague reprocessing plants. The global atmosphere deposition due to bomb tests was estimated for boxes 1–61 of Figure I-2 from Risø Research Reactor measurements and deposition due to fallout was estimated for boxes 62–81 taken from the Leningrad NPP measurements. The atmospheric deposition due to the Chornobyl accident was taken into account [II-7] and the release of \(^{137}\text{Cs}\) from Sellafield (into box 15) and from La Hague (into box 26) was taken into account [II-8].
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ANNEX III.  DESCRIPTION OF THE THREETOX MODEL

III-1. INTRODUCTION

The modelling system THREETOX was developed for simulating the dispersion of radionuclides and other contaminants at local and regional scales [III-1–3]. The system includes models for hydrodynamics, ice dynamics–thermodynamics and models for sediment and radionuclide transport (see Figure III-1). The prognostic variables of the hydrodynamic model are the three components of the velocity fields, temperature, salinity, water surface elevation and kinetic energy of turbulence and its dissipation rate. The ice model predicts the ice drift, thickness and ice concentration. The interactions between water, ice and atmosphere are parameterized by the bulk aerodynamic formulae, whereas the transport, deposition and resuspension of several fractions of sediments are calculated by the sediment transport model. The radionuclide concentration in solute, suspended sediments and the seabed is predicted by the radionuclide transport model and a one-step reversible model was used to describe the exchanges of radionuclides between water and sediments.

III-2. HYDRODYNAMICS

Hydrodynamics are simulated on the basis of the 3-D, time dependent, free surface, primitive equation model in the Boussinesq approximation. The model equations are written in curvilinear orthogonal coordinates. The governing Reynolds averaged equations of continuity, horizontal momentum, conservation equations for temperature \( T \) and salinity \( S \), state equation and hydrostatic relation can be written in Cartesian coordinates as:

\[
\nabla U = 0 \quad (III-1)
\]

\[
\frac{\partial u}{\partial t} + U \cdot \nabla u - fv = -\frac{1}{\rho_\sigma} \frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \left( v_t \frac{\partial u}{\partial z} \right) + \frac{\partial}{\partial y} \left( K_M \frac{\partial u}{\partial y} \right) + \frac{\partial}{\partial y} \left( K_M \frac{\partial u}{\partial y} \right) \quad (III-2)
\]

\[
\frac{\partial v}{\partial t} + U \cdot \nabla v - fu = -\frac{1}{\rho_\sigma} \frac{\partial p}{\partial y} + \frac{\partial}{\partial x} \left( v_t \frac{\partial v}{\partial z} \right) + \frac{\partial}{\partial y} \left( K_M \frac{\partial v}{\partial y} \right) + \frac{\partial}{\partial y} \left( K_M \frac{\partial v}{\partial y} \right) \quad (III-3)
\]

\[
\frac{\partial T}{\partial t} + U \cdot \nabla T = \frac{\partial}{\partial x} \left( v_t \frac{\partial T}{\partial z} \right) + \frac{\partial}{\partial x} \left( K_T \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial x} \left( K_T \frac{\partial T}{\partial y} \right) + (1-A) \frac{\partial T}{\rho_\sigma C_{pw} \partial z} \quad (III-4)
\]

\[
\frac{\partial S}{\partial t} + U \cdot \nabla S = \frac{\partial}{\partial x} \left( v_t \frac{\partial S}{\partial z} \right) + \frac{\partial}{\partial x} \left( K_T \frac{\partial S}{\partial y} \right) + \frac{\partial}{\partial x} \left( K_T \frac{\partial S}{\partial y} \right) \quad (III-5)
\]

\[
\rho_w = \rho_w(T, S, p) \quad (III-6)
\]

\[
p(x, y, z, t) = p_\sigma + g \rho_\sigma \eta + g \int_0^z \rho_w(x, y, z') dz' \quad (III-7)
\]

where \( t \) denotes time, \( U = (u, v, w) \) is the velocity, \( f \) is the Coriolis parameter, \( p_\sigma \) is the atmosphere pressure, \( \rho_w \) is the water density, \( \rho_o \) is the undisturbed density, \( C_{pw} \) is the water heat capacity and \( (1-A)I \) is solar insolation absorbed in the water. Here ice concentration (compactivity) \( A \) is the fractional area covered by ice, whereas \( (1-A) \) is the fractional open water [III-4].
The concept of eddy viscosity/diffusivity is used to determine the turbulent stresses. The vertical eddy viscosity \( \nu_t \geq \nu_f \) and eddy diffusivity \( \nu'_t \geq \nu_f \) are modelled as a product of turbulent velocity scale and turbulent length scale \( l \), whereas \( \nu_f \) is a constant background viscosity/diffusivity value when turbulence is suppressed by buoyancy forces at stable stratification. The turbulent velocity scale is proportional to the square root of kinetic turbulent energy \( k \), therefore \( \nu_t = c_{\mu} \sqrt{k l} \) and \( \nu'_t = c'_{\mu} \sqrt{k l} \). Here \( c_{\mu} \) and \( c'_{\mu} \) are stability functions [III-5].

The United Nations Educational, Scientific, and Cultural Organization equation of state in the form proposed in Ref. [III-6] was used. The two-equation \( k - \epsilon \) turbulence model is used to calculate \( k \) and its dissipation rate \( \epsilon = \left( c_{\mu}^0 \right)^3 k^{3/2} / l \). Here \( c_{\mu}^0 \) is a constant. The horizontal turbulent viscosity/diffusivities are parameterized by a formula from [III-7].

At the free surface \( z = \eta \) the kinematic boundary condition is:

\[
\frac{\partial \eta}{\partial t} + u \frac{\partial \eta}{\partial x} + v \frac{\partial \eta}{\partial y} = w
\]  

(III-8)

The surface fluxes required by the model are those of momentum, heat and salt. Turbulent fluxes of momentum at the surface are:

\[
v_t \frac{\partial u}{\partial z} = (1 - A) \frac{\tau_{aw}(x)}{\rho_w} + A \frac{\tau_{aw}(x)}{\rho_w}
\]  

(III-9)
\[ v_t \frac{\partial \nu}{\partial z} = (1 - A) \frac{\tau_{AW}}{\rho_w} + A \frac{\tau_{IW}}{\rho_w} \]  

(III-10)

where \( \tau_{AW} \) and \( \tau_{IW} \) are atmospheric stresses directly imposed on water and stresses between ice and water, respectively. They have to be specified in the \( x \) and \( y \) directions.

The turbulent heat flux through water surface is:

\[ v_t \frac{\partial T}{\partial z} = \frac{F_T}{\rho_w c_{pw}} \]  

(III-11)

where \( F_T \) is the heat flux from the water and it includes long wave radiation [III-8], latent and sensible heat [III-9].

A simple ice dynamic–thermodynamic submodel that is applicable for simulation of the seasonal cycle of moving ice in the coastal seas is used by THREETOX [III-4, III-10]. The ice submodel describes momentum balance, ice rheology, mass balance, ice concentration and ice strength and is described in detail in Ref. [III-3].

### III-3. SEDIMENT TRANSPORT

The model simulates the transport of non-cohesive and cohesive sediments, as well as a mixture of fractions of different sizes of cohesive/non-cohesive sediments. The sediments are transported in the water layer as suspended sediments. Suspended sediment transport is described by the advection–diffusion equation, taking into account settling velocity of sediment grains:

\[ \frac{\partial S^w_{ij}}{\partial t} + U \frac{\partial S^w_{ij}}{\partial x} + V \frac{\partial S^w_{ij}}{\partial y} + (W - W_{gi}) \frac{\partial S^w_{ij}}{\partial z} = \frac{\partial}{\partial z} \left( v_t' \frac{\partial S^w_{ij}}{\partial z} \right) + \frac{\partial}{\partial x} \left( K_T \frac{\partial S^w_{ij}}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_T \frac{\partial S^w_{ij}}{\partial y} \right) \]  

(III-12)

where \( S^w_{ij} \) is the concentration of \( i \)-th fraction of sediment in the water column, and \( W_{gi} \) is the settling velocity of solid particles. At the free surface \( z = \eta \), zero vertical sediment flux is assumed, i.e.:

\[ (W - W_{gi}) S^w_{ij} = v_t \frac{\partial S^w_{ij}}{\partial z} \]  

(III-13)

The bottom boundary condition describes sediment resuspension or settling down depending on the ratio between equilibrium and actual near bottom suspended sediment concentration. The vertical flux of suspended sediments at the bottom \( z = -H + z_b \) is equal to the difference of the resuspension and sedimentation rates:

\[ v_t' \frac{\partial S^w_{ij}}{\partial z} + W_{gi} S^w_{ij} = q^w_i - q^b_i \]  

(III-14)

where \( q^w_i \) and \( q^b_i \) are sedimentation and resuspension rates, respectively. They are calculated according to empirical formulae for non-cohesive sediments [III-11] and cohesive sediments [III-12, III-13].
III-4. RADIONUCLIDE TRANSPORT

The submodel of radionuclide transport describes the specific water–sediment sorption processes. It includes the advection–diffusion equations for dissolved, \( C^w_s \), and adsorbed by suspended sediment of \( i \)-th fraction, \( C^b_{pi} \), radioactivity in the water column, and the equations for concentration of the dissolved, \( C^w_s \), and adsorbed, \( C^b_i \), radioactivity in the bottom deposits:

\[
\frac{\partial C^w_s}{\partial t} + \frac{\partial v C^w_s}{\partial x} + \frac{\partial W C^w_s}{\partial z} = \frac{\partial}{\partial x} \left( v_t \frac{\partial C^w_s}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_T \frac{\partial C^w_s}{\partial y} \right) - \lambda C^w_s - a_{12} \sum_{i=1}^{n} S^w_{di} K^w_{di} - C^w_p \tag{III-15}
\]

\[
\frac{\partial C^w_p}{\partial t} + \frac{\partial v C^w_p}{\partial x} + \frac{\partial (W - W_{gl}) C^w_p}{\partial z} = \frac{\partial}{\partial x} \left( v_t \frac{\partial C^w_p}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_T \frac{\partial C^w_p}{\partial y} \right) - \lambda C^w_p + a_{12} (C^w_s S^w_{di} K^w_{di} - C^w_{pi}) \tag{III-16}
\]

\[
\frac{\partial (Z C^b_{pi})}{\partial t} = a_{13} Z_s (K^b_{di} C^w_s - C^b_{pi}) - \frac{1}{\rho_s (1-\epsilon)} \left( C^w_p q_i^b - C^b_{pi} q_i^w \right) \tag{III-17}
\]

where \( C^w_p = \sum_{i=1}^{n} C^w_{pi} \) and \( \lambda \) is the radionuclide decay constant. Adsorption and desorption of radionuclides between the liquid and solid phases are described by the radionuclide exchange rates, \( a_{12} \) and \( a_{13} \), and by the distribution coefficients \( K^w_{di} \) and \( K^b_{di} \) [III-14, III-15, III-16], which are defined, under equilibrium conditions, as:

\[
S^w_{di} K^w_{di} = \lim_{t \to \infty} \frac{C^w_{pi}}{C^w_p} \tag{III-18}
\]

\[
S^b_{di} K^b_{di} = \lim_{t \to \infty} \frac{C^b_{pi}}{C^b_p} \tag{III-19}
\]

The dependence of the distribution coefficient on sediment particle size can be written for the water column as [III-17]:

\[
K^w_{di} = \frac{3 \chi}{a_{12} R_i} \tag{III-20}
\]

and for bottom sediment as:

\[
K^b_{di} = \frac{3 \theta}{a_{13} \rho_s R_i} \tag{III-21}
\]

where \( R_i \) is sediment particle radius (m), \( \chi \) is an exchange velocity (m/s), \( \theta \) is a correction factor that takes into account that part of the sediment particle surface may be hidden by other sediment particles.

At the free surface \( z = \eta \) the boundary conditions are:

\[
v_t \frac{\partial C^w_p}{\partial z} = W C^w_s \tag{III-22}
\]

\[
(W - W_{gl}) C^w_p - v_t \frac{\partial C^w_p}{\partial z} = 0 \tag{III-23}
\]

The fluxes into the bottom \( z = -h + z_o \) are:
\[ v_t \frac{\partial C_w^p}{\partial z} = 0 \]  

(III-24)

\[ W_g \int \delta_{st} C_w^p + v_t \frac{\partial s_{st} C_w^p}{\partial z} = C_{pt}^q q_{pt}^q - C_{pt}^q q_{pt}^q \]  

(III-25)

The numerical algorithm was implemented in a horizontal curvilinear orthogonal coordinate system. Fitting of the coordinate system to the bottom topography by means of mixed \( z \)-coordinate transformation allows the accurate description of shallow water flow and steep slopes [III-2]. The governing equations, together with the boundary conditions, are solved by finite difference techniques. The model equations are solved on an Arakawa C grid with all scalars located at the cell centroid, while velocity components are defined at the center of the faces of cells.

Temporal differencing is second order leap-frog scheme with the Asselin filter. The vertically integrated equations of continuity and momentum (external mode) are separated from the equations for the vertical structure of flow (internal mode). Splitting on the external and internal modes was applied [III-18]. The equations for the external mode were solved explicitly using a short time step to satisfy the Courant-Friedrichs-Lewy condition for fast barotropic long waves. The 3-D velocity and scalar fields (temperature, salinity, turbulent quantities) were computed semi-implicitly with a larger time step. An implicit treatment of the vertical viscosity and diffusion terms is used, whereas advective terms, horizontal viscosity and diffusion are computed on the previous time step. The advection of scalars is approximated by the high order Total Variation Diminishing scheme [III-19].

III-5. APPLICATION TO THE BALTIC SEA

The THREETOX model was customized for the Baltic Sea. The bathymetry was obtained from the GEODAS database [III-20] with 2 minute resolution, both in longitude and latitude. The bathymetry was extended to describe Kattegat and the transport of \(^{137}\)Cs was modelled using spherical horizontal coordinates with a horizontal resolution of \(1/15^\circ\) along the parallels and \(1/30^\circ\) along the meridians, and by using 20 sigma layers in the vertical direction. Main rivers with seasonally varying discharge rates were included in the model, i.e., Neva, Vistula, Daugava, Oder, Neman, Kemijoki, Torne-Alv, Narva, Dalalven and other smaller rivers. The total freshwater discharge rate was \(484 \, \text{km}^3/\text{year}\). The atmospheric forcing was obtained from ERA-Interim reanalysis data [III-21] and air temperature, wind speed and direction, relative humidity, cloudiness and air pressure were interpolated from ERA-Interim data to the computational grid. Temperature, salinity, water velocity and surface elevation were prescribed along Kattegat from MyOcean reanalysis [III-22] for the North Sea. The sediment grain size was defined as \(30 \, \mu\text{m}\).

The simulation started on 1 October 1985 when it was assumed that initially only a homogeneous background concentration of \(^{137}\)Cs in water (15 Bq/m\(^3\)) exists. After one year, the concentration of \(^{137}\)Cs in the surface layer after the Chernobyl accident was prescribed according to Figure 4 of the main report (see Section 2.2.2 of the main report) and calculations were performed for the period 31 October 1986 to 1 January 1991.
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[III-20] https://www.ngdc.noaa.gov/mgg/geodas/

[III-21] http://apps.ecmwf.int/datasets/data/interim_full_daily/

ANNEX IV. DESCRIPTION OF THE SELFE/IMMSP/KIOST MODEL

IV-1. INTRODUCTION

The model developed by IMMSP/KIOST for radionuclide transport is based on the finite element hydrodynamic model SELFE [IV-1, IV-2]. The radionuclide transport model describes the key exchange processes shown in Figure IV-1. In the water column, radionuclides in dissolved and particulate phases are transported by currents (advection processes) with the simultaneous influence of the turbulent diffusion processes. The radionuclides in the dissolved phase interact with the particulate phase (suspended sediments and bottom deposits). The transfer of activity between the dissolved and particulate phases is described by adsorption–desorption processes. The settling of contaminated suspended sediments and the bottom erosion are important pathways of radionuclide exchanges between bottom and suspended sediments. The transfer of activity between the water column and the pore water in the upper layer of the bottom sediment is governed by diffusion processes. For a correct simulation of radionuclide dispersion 3-D current fields, suspended sediment concentrations, sediment fluxes of bottom erosion and deposition, as well as composition of bed sediments should be known. In order to carry out the required simulations a set of models, including a 3-D hydrodynamic model, 3-D sediment transport model and the radioactivity transport model were set up. The Eulerian and Lagrangian versions of radioactivity transport models are used.

FIG. IV-1. Main processes affecting the radionuclide transport in marine environment.
IV-2. SELFIE 3-D CIRCULATION MODEL

The 3-D circulation hydrostatic model SELFE [IV-1, IV-2] solves Reynolds-stress averaged Navier–Stokes (RANS) equations using a finite element approach and unstructured grids. The governing equations are conservation of mass, momentum, salt and heat with hydrostatic and Boussinesq approximations:

\[
\nabla \cdot \vec{u} + \frac{\partial w}{\partial z} = 0 \quad (IV-1)
\]

\[
\frac{\partial \eta}{\partial t} + \nabla \cdot \int_{-h}^{h} \vec{u} \, dz = 0 \quad (IV-2)
\]

\[
\frac{d\vec{u}}{dt} = -f \vec{k} \times \vec{u} + \alpha g \nabla \Psi - \frac{1}{\rho_0} \nabla p_a - \frac{a}{\rho_0} \int_{-h}^{h} \nabla \rho \, dz + \nabla \cdot (K_M \nabla \vec{u}) - g \nabla \eta + \frac{\partial}{\partial z} (v_t \frac{d\vec{u}}{dz}) \quad (IV-3)
\]

\[
\frac{dS}{dt} = \frac{\partial}{\partial z} (v_t \frac{dS}{dz}) + F_s \quad (IV-4)
\]

\[
\frac{dT}{dt} = \frac{\partial}{\partial z} (v_t \frac{dT}{dz}) + \frac{Q}{\rho_o c_p} + F_t \quad (IV-5)
\]

Here \((x, y)\) are horizontal Cartesian coordinates, in [m]; \(z\) is the vertical coordinate, positive upwards, in [m]; \(\eta\) is the free-surface elevation, in [m]; \(h\) is bathymetric depth, in [m]; \(D = h + \eta\) is the water column total depth [m]; \(\vec{u}\) is the horizontal velocity, with Cartesian components \((u, v)\), in [m/s]; \(w\) is the vertical velocity, in [m/s]; \(f\) is the Coriolis parameter, in \([s^{-1}]\); \(g\) is acceleration of gravity, in [m/s\(^2\)]; \(\Psi\) is the Earth tidal potential, in [m]; \(\alpha\) is the effective Earth elasticity factor; \(\rho\) is water density; its reference value is \(\rho_o = 1025 \text{ kg/m}^3\); \(p_a\) is atmospheric pressure at the free surface, in [Pa]; \(S, T\) are salinity and temperature of the water [practical salinity units (psu), °C]; \(v_t\) is vertical eddy diffusivity for salt and heat, in [m\(^2\)/s]; \(F_s\) and \(F_t\) are horizontal diffusion operators for transport equations. SELFIE uses the Generic Length Scale (GLS) turbulence closure [IV-3]. The following operators appear in the equations above:

\[
\nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y} \right) \quad (IV-6)
\]

\[
\frac{D}{Dt} = \frac{\partial}{\partial t} + \vec{u} \nabla + w \frac{\partial}{\partial z} \quad (IV-7)
\]

In the horizontal direction SELFIE uses unstructured triangular grids, while in the vertical direction the model uses hybrid coordinates, i.e. terrain following \(\sigma\)-coordinates and partly \(Z\)-coordinates. However, inside the numerical code all model equations are written in a \(Z\)-coordinate system. The valid representation of horizontal derivatives in \(\sigma\)-system is achieved by vertical interpolation of required variables.

The calculation mesh for the Pacific Ocean simulations contains 49 700 nodes and 97 989 triangular elements and has resolution from approximately 500 m near the Fukushima Daiichi NPP to 10 km in the Northwest Pacific. The surface forcing is obtained from ERA-Interim reanalysis. The lateral boundary conditions for KIOST/IMMSP calculations were obtained from HYCOM nowcast/forecast system. The KIOST/IMMSP temperature was nudged towards the HYCOM fields. The tidal forcing is imposed at open boundaries using the NAO.99b tidal prediction system.
IV-3. 3-D SEDIMENT TRANSPORT MODEL

Sediment transport in the water column is described by an advection–diffusion equation:

\[
\frac{\partial c_j}{\partial t} + \frac{\partial}{\partial x_i} \left( u_i c_j \right) = \frac{\partial}{\partial x_i} \left( k_i \frac{\partial c_j}{\partial x_i} \right) + W_{sj} \frac{\partial c_j}{\partial x_i} \quad (IV-8)
\]

where \( C_j \) is the volume concentration of suspended sediment of class \( j \); \( u_i \) are velocity components, \( k_i \) are eddy diffusivity coefficients and \( W_{sj} \) is the settling velocity of suspended sediment of class \( j \). The exchange of sediment between the bed and the flow is modelled using sink and source terms acting on the bottom computational cell. These terms represent the processes of sediment entering the flow due to erosion flux and the sediment settling down due to the depositional flux. Total flux is the difference between erosion and deposition fluxes and it is required to define them for each sediment size class.

Bottom boundary conditions are:

\[
k \frac{\partial c_j}{\partial z} = -D_j + E_j \quad (IV-9)
\]

where \( D_j \) and \( E_j \) are, respectively, the deposition and erosion flux of sediments of class \( j \).

Non-cohesive sediment flux due to sediment deposition is simulated as a flux of particles that fall down with settling velocity \( W_{sj} \):

\[
D_i = W_{sj} C_{j, bottom} \quad (IV-10)
\]

where \( C_{j, bottom} \) is the concentration, in the bottom computational cell, of sediments of class \( j \). The erosion flux is calculated [IV-4, IV-5]:

\[
E_j = E_{0,j}(d_j)(1 - p)f_j \left( \frac{\tau_b}{\tau_{cr,j}(1+f_o)} - 1 \right)^{1.5} \text{if } \tau_b > \tau_{cr,j} \quad (IV-11)
\]

where \( d_j \) is the sediment particle diameter; \( p \) is porosity; \( f_j \) is the volume fraction of sediments of class \( j \) in the bed; \( \tau_b \) is the bottom shear stress; \( \tau_{cr,j} \) is the critical shear stress for the sediments of class \( j \); \( f_o \) is the volume fraction of cohesive sediments in bed composition and \( a = 3d_j \) is a reference level above the bottom. The erosion rate is defined as:

\[
E_{0,j}(d_j) = \frac{\rho_s 0.015d_j}{\rho_a d^{0.3}} \quad (IV-12)
\]

with:

\[
D_* = \left( \frac{g(\rho_s/\rho_w - 1)}{\nu^2} \right)^{1/3} \quad (IV-13)
\]

For the cohesive sediments, a deposition flux appears only if the shear stress is lower than the critical shear stress for deposition:

\[
D_0 = -W_{sj} C_j \left( 1 - \frac{\tau_b}{\tau_{cd}} \right) \text{if } \tau_b < \tau_{cd} \quad (IV-14)
\]
The erosion flux for cohesive sediments is formulated using [IV-6]:

\[ E_0 = E_0(1-p)f_0 \left( \frac{\tau_b}{\tau_{cr,0}} - 1 \right) \text{ if } \tau_b > \tau_{cr,0} \]  

(IV-15)

where \( \tau_{cr} \) is the critical shear stress for the deposition of cohesive sediments and \( \tau_{cr,0} \) is the critical shear stress for the erosion of cohesive sediments.

For the mixture of cohesive and non-cohesive sediments the assumptions made by [IV-7] were followed. This is based on the parameter of critical cohesive sediment fraction in the seabed. Erosion of mixtures of cohesive (mud) and non-cohesive sediments (sand) is independent if clay content is below critical. Above critical clay content, the bed behaves cohesively. In the non-cohesive regime, exchange of sand and mud with bottom is independent, whereas in a cohesive regime an erosion of mud and sand occurs simultaneously as cohesive sediment. The deposition is an independent process for cohesive and non-cohesive sediments.

Cohesive sediments are able to form flocs that may have a larger effective diameter than primary particle size and, therefore, larger settling velocity. The equilibrium model is used to calculate floc size and settling velocity [IV-8]:

\[ W_s = \left( \frac{\rho_s - \rho_w}{\rho_w \cdot 1.8} \right) D \cdot \frac{1}{1 + 0.15 Re^{0.687}} \]  

(IV-16)

where \( Re = W_s D/\nu \) is the Reynolds number, \( \nu \) is water kinematic viscosity, \( D \) is the diameter of original particles and:

\[ D = D_F + \frac{k_c C}{k_b C_F^{1/2}} \]  

(IV-17)

with \( G = \sqrt{\epsilon/\nu} \), where \( \epsilon \) is dissipation rate, \( k_a \) and \( k_b \) are parameters describing aggregation and floc break-up respectively.

**IV-4. 3-D RADIONUCLIDE DISPERSION MODEL**

**IV-4.1. Eulerian model**

The equations for the temporal variations of dissolved radionuclide concentrations in the water column (Bq/m³), for the concentration of particulate phase radionuclides for each sediment size class \( i \) in the water column (Bq/m³), for the bottom layer averaged concentration of radionuclide in the pore water (Bq/m³) and for concentration of particulate phase of radionuclide for each sediment size class \( i \) in the sediment (Bq/kg of sediments) are written in Cartesian coordinates as:

\[ \frac{\partial c_w}{\partial t} + \bar{U} \nabla c_w = -a_{12}(C_w \sum_{i=1}^{n} S_{p,i} K_{d,i} - C_p) - \lambda C_d + \text{DIFF}(C_d) \]  

(IV-18)

\[ \frac{\partial c_p}{\partial t} + \bar{U} \nabla c_p = W_{p,i} \frac{\partial c_p}{\partial z} + a_{12}(C_d S_{p,i} K_{d,i} - C_{p,i}) - \lambda C_{p,i} + \text{DIFF}(C_{p,i}) \]  

(IV-19)

\[ \frac{\partial Z_c}{\partial t} = W_{pw} (C_d (\bar{H}) - C_d^b) - a_{12} Z_s \rho_s (1 - \epsilon)(C_d \sum_{i=1}^{n} K_{d,i} \phi_i - C_s^b) \lambda C_d^b \]  

(IV-20)
\[
\frac{\partial Z \cdot C_{s,i}^b}{\partial t} = a_{12} Z \left( K_{d,i}^b C_{d,i}^b - C_{s,i}^b \right) + \frac{D_i C_{s,i}^w}{\rho_s (1 - \epsilon)} - \frac{E_i C_{s,i}^b}{\phi_i \rho_s (1 - \epsilon)} - \lambda Z C_{s,i}^b \quad \text{(IV-21)}
\]

Here \( t \) is time; \( z \) is the vertical coordinate directed upwards; \( \vec{U} = (U, V, W) \) is water velocity; \( \rho_s \) is the density of the sediments (kg/m\(^3\)); \( i \) is the index of sediment size class; \( n \) is total number of sediment classes; \( S_{p,i} \) is the concentration of \( i \)-th class of suspended sediment (kg/m\(^3\)); \( W_{p,i} \) is settling velocity of sediment class \( i \) (m/s); \( D_i \) is sediment deposition rate (kg/m\(^2\)s); \( E_i \) is sediment erosion rate (kg/m\(^2\)s); \( Z^* \) is the thickness of the upper layer of sediment (m); \( \phi_i \) is the fraction of particles of \( i \)-th class in the bottom sediment (\( \sum \phi_i = 1 \)); \( \epsilon \) is porosity; \( W_{wp} \) is water exchange rate between the water column and pore water (m/s), related with the diffusion coefficient \( v_D \) and the thickness of upper layer of sediment as \( W_{wp} = v_D Z^* \) and \( \lambda \) is the radioactive decay rate. The total concentration of the particulate phase of radionuclides in water column is \( C_{p}^w = \sum C_{p,i}^w \) and the total concentration of particulate phase of radionuclide in bottom sediment is \( C_{s}^b = \sum \phi_i C_{s,i}^b \). The term DIFF presents vertical and horizontal turbulent diffusion. The phase exchange between dissolved and particulate radionuclides is written in terms of the desorption rate \( a_{12} \) (s\(^{-1}\)) and the distribution coefficients \( K_{d,i}^w \) and \( K_{d,i}^b \) for the water column and for the bottom deposit, respectively. The dependence of the distribution coefficient on sediment particle size can be written for the water column as [IV-9]:

\[
K_{d,i}^w = \frac{3 \chi}{a_{12} \rho_i}
\]

and for bottom sediment as:

\[
K_{d,i}^b = \frac{3 \chi \theta}{a_{12} \rho_i R_i}
\]

where \( R_i \) is sediment particle radius (m), \( \chi \) is an exchange velocity (m/s) and \( \theta \) is a correction factor that takes into account that part of the sediment particle surface may be hidden by other sediment particles.

At the free surface \( z = \eta \) the boundary conditions for Eqs. IV-18 and IV-19 are:

\[
v_T \frac{\partial C_{d,i}^w}{\partial z} - W C_{d,i}^w = -q_d
\]

\[
v_T \frac{\partial C_{p,i}^w}{\partial z} + (W - W_{p,i}) C_{p,i}^w = -q_{p,i}
\]

where \( \eta \) is sea level elevation, and \( q_d \) and \( q_{p,i} \) are atmospheric deposition fluxes (Bq/m\(^2\)s) of dissolved and particulate radionuclide, respectively. The fluxes into the bottom at \( z = -H + z_o \) are:

\[
v_T \frac{\partial C_{d,i}^w}{\partial z} = W_{pw}(C_{d,i}^w - C_{d,i}^b)
\]

\[
v_T \frac{\partial C_{p,i}^w}{\partial z} + (W - W_{p,i}) C_{p,i}^w = C_{s,i}^w D_i - C_{s,i}^b E_i
\]

where \( z_o \) is roughness height of the seabed.

Assuming that the exchange of the sediment pore water with water column is balanced by redistribution of activity in bottom sediments, the pore water concentration can be obtained as:

\[
C_{d,i}^b = \frac{W_{pw} C_{d,i}^w (-H) + a_{12} Z \rho_s (1 - \epsilon) C_{s,i}^b}{W_{pw} + a_{12} Z \rho_s (1 - \epsilon) \sum_i K_{d,i} \phi_i}
\]

(IV-28)
Using Eq. IV-22, Eq. IV-21 is simplified as:

\[
\frac{\partial Z_i c_{s,i}^b}{\partial t} = a_{13} Z_i (K_{d,i} C_d^w - c_{s,i}^b) + \frac{D_i c_{s,i}^w}{\rho_s(1-\epsilon)} - \frac{E_i c_{s,i}^b}{\phi_i(1-\epsilon)} - \lambda Z_i c_{s,i}^b
\]  

(IV-29)

where:

\[
a_{13} = \frac{a_{12} w_{pw}}{w_{pw} + a_{12} Z_i \rho_s(1-\epsilon) \Sigma i K_{d,i} \phi_i} \approx \frac{w_{pw}}{Z_i \rho_s(1-\epsilon) \Sigma i K_{d,i} \phi_i} 
\]  

(IV-30)

**IV-4.2. Lagrangian model**

In the Lagrangian model a release of radioactivity is simulated by a large number of particles, with each of them transporting an equal amount of activity. The same equations were used as for the Eulerian model but for only one characteristic fraction of sediments. The particles are transported by currents, turbulent diffusion and they can settle with sediment particles. The turbulent diffusion, transfer of activity between solute, particulate and bottom phases and decay are described by stochastic methods [IV-10].

In order to simulate radioactivity transport a Random Dispersion Model (RDM) was used where positions of particles are simulated as a random Markov process. The equations describing increment of particle position over each time increment \(dt\) are given by:

\[
dx = u dt + \frac{\partial K}{\partial x} dt + \sqrt{2K} R_x
\]  

(IV-31)

\[
dy = v dt + \frac{\partial K}{\partial y} dt + \sqrt{2K} R_y
\]  

(IV-32)

\[
dz = w dt + \frac{\partial K}{\partial z} dt + \sqrt{2K} R_z
\]  

(IV-33)

where \(u, v, w\) and \(R_x, R_y, R_z\) are random variables with zero mean and variance \(dt\).
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ANNEX V. DESCRIPTION OF THE UNIVERSITY OF SEVILLE (USEV) 2-D DEPTH AVERAGED MODEL (BALTIC SEA APPLICATION)

V-1. HYDRODYNAMICS

USEV applied a 2-D depth averaged model forced by the annual mean winds (southwest wind, 6 m/s) to solve the annual mean circulation in the Baltic Sea. Ice cover and water density differences were not considered. A steady mean circulation was obtained, which was used in order to simulate the transport of radionuclides. The model spatial resolution is 2 minutes of arc, both in longitude and latitude and bathymetry was obtained from the GEODAS database [V-1].

Hydrodynamic calculations were based on the following equations [V-2]:

\[ \frac{\partial \zeta}{\partial t} + \frac{\partial}{\partial x} (H u) + \frac{\partial}{\partial y} (H v) = 0 \]  
(V-1)

\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + g \frac{\partial \zeta}{\partial x} - f v + \frac{\tau_u}{\rho_w H} = A \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) \]  
(V-2)

\[ \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + g \frac{\partial \zeta}{\partial y} + f u + \frac{\tau_v}{\rho_w H} = A \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) \]  
(V-3)

where \( u \) and \( v \) are the depth averaged water velocities along the \( x \) and \( y \) axis, \( h \) is the depth of water below the mean sea level, \( \zeta \) is the displacement of the water surface above the mean sea level (positive upwards), \( H = h + \zeta \) is the total water depth, \( f \) is the Coriolis parameter \( f = 2\Omega \sin \lambda \), where \( \Omega \) is the Earth rotational angular velocity and \( \lambda \) is latitude, \( g \) is acceleration due to gravity, \( \rho_w \) is water density and \( A \) is the horizontal eddy viscosity. Friction stresses \( \tau_u \) and \( \tau_v \) are written in terms of a quadratic law:

\[ \tau_u = k \rho_w u \sqrt{u^2 + v^2} \]

\[ \tau_v = k \rho_w v \sqrt{u^2 + v^2} \]  
(V-4)

where \( k \) is the bed friction coefficient.

The stress on the sea surface caused by the wind has to be added to these equations. It is written as:

\[ \tau_w = \rho_a C_d W^2 \]  
(V-5)

where \( \rho_a \) is air density, \( C_d \) is a friction coefficient and \( W \) is wind speed measured 10 m above the sea surface. The friction coefficient between the air and water is obtained from empirical equations:

\[ C_d = (1.29 - 0.024W) \times 10^{-3} \quad W < 8 \text{ m/s} \]

\[ C_d = (0.581 - 0.063W) \times 10^{-3} \quad 8 < W < 35 \text{ m/s} \]  
(V-6)
As an example, the calculated annual mean circulation and the wind set-up are presented in Figure V-1. Wind set-up is the sea surface displacement from the mean sea level caused by the wind. Since the wind blows from the southwest, the water is piled at the northeast borders of the sea, where the sea level is higher than in the southwest.

V-2. SEDIMENT TRANSPORT

Sediment dynamics is described in a very simple way, but still retains its main aspects. This has proven to be enough to satisfactorily simulate reactive pollutant dispersion. The transport of sediments is described by a 2-D advection–diffusion equation to which some terms are added. These are external sources of particles, terms describing particle deposition on the seabed and erosion from the bed to the water column. The formulation of these processes is based upon standard formulae. Thus, the erodability constant is used for the erosion term. Particle deposition is described using the settling velocity, which is obtained from Stokes’ law. Critical erosion and deposition stresses are applied as usual [V-3–5].

The equation for suspended sediment transport is:

$$\frac{\partial (Hm)}{\partial t} + \frac{\partial (uHm)}{\partial x} + \frac{\partial (vHm)}{\partial y} = \frac{\partial}{\partial x} \left( H K_h \frac{\partial m}{\partial x} \right) + \frac{\partial}{\partial y} \left( H K_h \frac{\partial m}{\partial y} \right) + (ER - DEP) + S \quad (V-7)$$

where \(m\) is the suspended matter concentration, \(K_h\) is an effective horizontal diffusion coefficient, \(S\) is the external particle source and \(ER\) and \(DEP\) are the erosion and deposition terms respectively.

The deposition term is written in the following form:
\[ DEP = w_s m \left( 1 - \frac{|\vec{F}|}{\tau_{cd}} \right) \] (V-8)

where \( \vec{F} \) is the bottom friction stress (whose components are given by Eq. V-4) and \( \tau_{cd} \) is a critical deposition stress above which no deposition occurs since particles are kept in suspension by turbulence. The settling velocity of particles is obtained from Stokes' law as mentioned above:

\[ w_s = \frac{\rho - \rho_w g D^2}{18 \nu} \] (V-9)

where \( \rho \) and \( D \) are suspended particle density and diameter respectively and \( \nu \) is the kinematic viscosity of water.

The erosion rate is written in term of the erodability constant \( E \):

\[ ER = E f_p \left( \frac{|\vec{F}|}{\tau_{ce}} - 1 \right) \] (V-10)

where \( f_p \) gives the fraction of fine particles in the bed sediment and \( \tau_{ce} \) is a critical erosion stress below which no erosion occurs. The model can also calculate sedimentation rates (SR) as the balance between the deposition and erosion terms.

V-3. RADIONUCLIDE TRANSPORT

The dispersion model includes three phases, i.e. water, suspended matter in the water column and bed sediments. An advection–diffusion equation is solved in order to simulate the transport of radionuclides in the water column. Interactions between the dissolved phase and solid phases (suspended matter and bed sediments) are described through a dynamic approach, in terms of kinetic transfer coefficients. Thus, assuming that adsorption–release reactions are described by a single reversible reaction, a coefficient \( k_1 \) characterizes the transfer from the liquid to the solid phase and a coefficient \( k_2 \) characterizes the inverse process. Dimensions of these coefficients are \([T]^{-1}\).

The adsorption process is a surface phenomenon that depends on the surface of particles per water volume unit. This quantity has been denoted as the exchange surface \([V-6–9]\). Thus in general:

\[ k_1 = \chi (S_m + S_s) = k_1^{spm} + k_1^{sed} \] (V-11)

where \( S_m \) and \( S_s \) are the exchange surfaces for suspended matter and bottom sediments respectively (dimensions \([L]^{-1}\)). \( \chi \) is a parameter with the dimensions of a velocity. It is denoted as the exchange velocity \([V-6–9]\).

Assuming spherical particles, the exchange surfaces are written as \([V-6–9]\):

\[ S_m = \frac{3m}{\rho R} \] (V-12)

and:

\[ S_s = \frac{3l f_p (1-p) \phi}{R H} \] (V-13)
where $R$ is particle radius, $p$ is sediment porosity, $L$ is the sediment mixing depth (the distance to which the dissolved phase penetrates the sediment) and $\phi$ is a correction factor that takes into account that part of the sediment particle surface may be hidden by other sediment particles. This formulation has been successfully used in all modelling works cited above. Real particles are not spheres, but with this approach it is possible to obtain an analytical expression for the exchange surface [V-10].

The equation that gives the temporal evolution of pollutant concentration in the dissolved phase, $C_d$, is:

$$\frac{\partial (HC_d)}{\partial t} + \frac{\partial (uHC_d)}{\partial x} + \frac{\partial (vHC_d)}{\partial y} = \frac{\partial}{\partial x} \left( HK_h \frac{\partial C_d}{\partial x} \right) + \frac{\partial}{\partial y} \left( HK_h \frac{\partial C_d}{\partial y} \right) - H \left( k_{1}^{pm} + k_{1}^{sed} \right) C_d + k_2 H m C_s + k_2 \rho_s \phi f_p A_s$$

(V-14)

where $A_s$ and $C_s$ are concentrations in the active fraction of bed sediments and suspended matter respectively.

The temporal evolution of pollutant concentration in suspended particles is given by:

$$\frac{\partial (HC_{sm})}{\partial t} + \frac{\partial (uHC_{sm})}{\partial x} + \frac{\partial (vHC_{sm})}{\partial y} = \frac{\partial}{\partial x} \left( HK_h \frac{\partial (C_{sm})}{\partial x} \right) + \frac{\partial}{\partial y} \left( HK_h \frac{\partial (C_{sm})}{\partial y} \right) + k_{1}^{pm} C_d H - k_2 m C_s H + SED$$

(V-15)

where $SED$ expresses the pollutant exchange between suspended particles and the bed sediment resulting from erosion/deposition:

$$SED = \begin{cases} 
- SR \cdot C_s & \text{if } SR > 0 \\
- SR \cdot A_s & \text{if } SR < 0
\end{cases}$$

(V-16)

where $SR$ is the sedimentation rate calculated by the sediment transport model.

The equation for the temporal evolution of concentration in the bed sediment is:

$$\frac{\partial A_s}{\partial t} = k_1^{sed} \frac{C_d H}{L_{ps f_p}} - k_2 A_s \phi + SED$$

(V-17)

where now the exchange due to erosion/deposition of suspended particles is written as:

$$SED = \begin{cases} 
\frac{SR \cdot C_s}{L_{ps f_p}} & \text{if } SR > 0 \\
\frac{SR \cdot A_s}{L_{ps f_p}} & \text{if } SR < 0
\end{cases}$$

(V-18)

The total concentration of pollutants in the sediment, $A_{tot}$, is computed from:

$$A_{tot} = f_p A_s$$

(V-19)

All equations are solved using explicit finite difference schemes [V-2]. Second order accuracy schemes are used for advective and diffusive terms.
V-4. APPLICATION TO THE BALTIC SEA

In this particular application to the Baltic Sea, a constant and uniform suspended matter concentration over the domain, 4.5 mg/l, has been considered. The model was calibrated using the $^{137}$Cs inventories over the whole Baltic Sea in water and sediments estimated from measurements. A standard value, determined for Cs from experiments [V-11] was used for $k_2$ and the forward rate, $k_1$, can be determined from $k_2$ and the equilibrium distribution coefficient, $k_d$, as explained in Refs. [V-6–9]:

$$k_d = \frac{\chi}{k_2 \rho R}$$  \hspace{1cm} (V-20)

Good results are obtained with $k_d = 3 \text{ m}^3/\text{kg}$, which is close to the recommended value by the International Atomic Energy Agency [V-12]: 4 m$^3$/kg. In addition, the sediment mixing depth (distance until which the dissolved phase interacts with the sediment) was set to 2 cm. Finally, a correction factor which takes into account that part of the sediment particle surface may be hidden by other sediment particles is introduced ($\phi = 0.001$). A detailed formulation of the model may be seen [V-6–9]. In summary, three parameters are optimized, i.e. the equilibrium distribution coefficient, sediment mixing depth and sediment correction factor.

Once the temporal evolution of $^{137}$Cs inventories in the Baltic Sea in the water column and sediments are adequately reproduced by the model, mean $^{137}$Cs concentrations in several sub-basins were extracted from the model, without any extra tuning, and compared with field data.
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ANNEX VI. DESCRIPTION OF THE KAERI: LORAS MODEL

After the Fukushima Daiichi NPP accident, a large amount of radioactive material was released into the ocean as well as the atmosphere. Therefore, it is necessary to evaluate marine dispersion for radiological emergency preparedness against a nuclear accident. From this perspective, an oceanic dispersion model named LORAS was developed by KAERI in order to evaluate the transport characteristics of the radionuclides released into the sea for a nuclear accident [VI-1].

The model was designed to calculate radionuclide concentrations in seawater, suspended matter and bed sediments in time and space using a particle tracking method. The particle tracking technique has some advantages over finite difference methods, in particular, numerical diffusion is not introduced and the exact position of the release point may be specified. Thus, it is not necessary to assume that the discharge is instantaneously mixed into a grid cell of a given size. A passive particle is transported by current components and dispersed by turbulent motion. Currents are supplied by the hydrodynamic circulation model and turbulent dispersion is evaluated using a random walk method [VI-1, VI-2]. The dispersion of reactive and non-reactive radionuclides may also be simulated in the model. 3-D turbulent diffusion and the pollutant interactions between water, suspended matter and bottom sediments are simulated using a stochastic method [VI-3]. The movement of the particle is represented by the sum of the movements due to advection by the current and turbulence. The new position \( x_j \) of a given particle after a time step \( \Delta t \) is represented as follows:

\[
x_j(t + \Delta t) = x_j(t) + v_j(t)\Delta t + v'_j(t)\Delta t
\]

(VI-1)

where \( v_j \) are the oceanic currents in the three spatial directions \((j = 1, 2, 3)\) and \( v'_j \) are the turbulent motion \((j = 1, 2, 3)\). Three-dimensional turbulent mixing is computed by a random walk method:

\[
v'_{1,2} = \sqrt{12K_{1,2}}\Delta tR
\]

(VI-2)

\[
v'_{3} = \sqrt{2K_{3}}\Delta tR
\]

(VI-3)

where \( K_j \) are diffusion coefficients in each corresponding direction of space and \( R \) is a random number between 0 and 1.

A stochastic method is used to estimate the dispersion of non-conservative radionuclides and provide concentrations in water, suspended matter and bottom sediments. These processes are formulated using kinetic transfer coefficients, considering that exchanges of radionuclides between the liquid and solid phases are governed by a first-order reversible reaction [VI-3]. The differential equations which describe transfers between the three phases are expressed as follows:

\[
\frac{\partial C_w}{\partial t} = -k_{1m}C_w - k_{1s}C_w
\]

(VI-4)

\[
\frac{\partial C_s}{\partial t} = -k_2C_s
\]

(VI-5)

\[
\frac{\partial C_b}{\partial t} = -k_2\phi C_b
\]

(VI-6)

where \( C_w, C_s \) and \( C_b \) are radionuclide concentrations in seawater, suspended matter and bottom sediments, respectively. \( k_{1m} \) is the kinetic coefficient describing radionuclide transfer from
water to suspended matter, $k_{1s}$ describes the transfer from water to bottom sediments and $k_2$ is the kinetic transfer coefficient which describes radionuclide release from suspended matter or bottom sediments to water. Finally, $\phi$ is a correction factor which takes into account that some of the sediment particle surface may be hidden by other particles. Radioactive decay is described by the following equation:

$$C(t + \Delta t)_{\text{decay}} = C(t)\left[1 - \exp(\lambda \Delta t)\right]$$  \hspace{1cm} (VI-7)

where $C$ is the radionuclide concentration and $\lambda$ is the radioactive decay rate.

Radionuclide concentrations in seawater ($C_w$), suspended matter ($C_s$) and bed sediments ($C_b$) are calculated in the domain of interest by counting the number of particles as follows:

$$C_w = \frac{I \cdot N_w}{\Delta x \Delta y \Delta z}$$  \hspace{1cm} (VI-8)

$$C_s = \frac{I \cdot N_s}{m \Delta x \Delta y \Delta z}$$  \hspace{1cm} (VI-9)

$$C_b = \frac{I \cdot N_b}{H \rho_b \Delta x \Delta y}$$  \hspace{1cm} (VI-10)

Here $I = Q/NP$, where $Q$ is the source term and $NP$ is the number of particles used in the simulation. $\Delta x \Delta y \Delta z$ is the volume of each cell, $m$ is suspended matter concentration, $H$ is the mixing depth in the bottom sediment and $\rho_b$ is sediment bulk density. Finally, $N_w$, $N_s$ and $N_b$ are the number of particles in each phase.

Parallel techniques on Linux OS are used to reduce the simulation time for emergency response against a nuclear accident. Fastest processing times are achieved when the problem is divided into equally-sized chunks onto the available computer cores. However, splitting the mesh implies some efforts which have to be considered. Each subdivision would have to pass particle information (ghosts) to each other because each particle exerts forces on all other particles. Also, particles that move out of a node boundary will have to be sent to the corresponding node. In LORAS, the interaction between particles can be ignored (between radionuclides) and Figure VI-1 shows a scheme on the particle distribution method through the masking.
FIG. VI-1. Parallel process scheme in LORAS.
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The NTUA model is an Eulerian dispersion model based on the solution of the equation:

\[
\frac{\partial}{\partial t} (\rho C) + \nabla \cdot (\rho \vec{v} C) = \nabla \cdot (\Gamma_s \nabla C)
\]  

where \( C \) is the radionuclide concentration, \( \rho \) is water density, \( \vec{v} \) is water velocity and \( \Gamma_s \) is the kinematic viscosity of seawater.

The \(^{137}\text{Cs}\) sediment concentration was calculated using the relevant distribution coefficient \( k_d \).

The finite–volume method was implemented for the numerical solution of the differential equations.
VIII-1. INTRODUCTION

The modelling approach follows the strategy of SisBAHIA, accordingly with a hierarchical database system, in the following way:

(1) Selected Database: selection is made from the SisBAHIA interface from the many that might have been created. New databases can easily be created as required from the SisBAHIA interface.

(2) Selected Modelling Project: selection is made from the SisBAHIA interface from those that might have been created within the Selected Database. New Modelling Projects can be created as necessary from the SisBAHIA interface.

(3) Selected Domain/Mesh: selection is made from the SisBAHIA interface from the many that might have been created within the Selected Modelling Project. New Domain/Meshes can be implemented as required from the SisBAHIA interface and associated meshing tools.

(4) Selected Hydrodynamic Model: selection is made from the SisBAHIA interface from those that may have been set up and associated with the Selected Domain/Mesh. Each Hydrodynamic Model which has been set up represents a given scenario of interest. The same mesh can be used for vertically averaged 2-DH and for 3-D models of the domain. New models can easily be created and set up as required from the SisBAHIA interface.

(5) Selected Transport Model: selected from many that may have been set up and associated with the selected Hydrodynamic Model. New models can be created and set up as needed from the SisBAHIA interface. Transport models can be of three different types, i.e. general purpose Eulerian models; Eulerian models for water quality (salt, temperature, dissolved oxygen-biochemical oxygen demand (DO-BOD), nitrogen, phosphorous and biomass); general purpose Lagrangian models.

In all cases pertinent to modelling the transport of water constituents and determining their fate during a time period, the focus will be in the far field, i.e. in regions sufficiently far from the water outlets, away from the active turbulent mixing zones typical of the jets that form in the near field of the outlets. In these far regions, the plumes of constituents, including those of heated water, are passively transported by the prevailing currents. Thus, in a far field sense, the considered water constituents, including heat and particulate substances, can be treated as passive scalars. The passive scalar approach allows decoupling of the transport modelling from the hydrodynamic circulation modelling. In this respect, the implicit hypothesis is that the hydrodynamic circulation in the far field is independent of the concentration distribution of a given constituent. The decoupling of the transport model from the hydrodynamic model allows the negligence of baroclinic forcing in the latter.

VIII-2. GENERAL DESCRIPTION

A comprehensive description of SisBAHIA can be found in various publications [VIII-1–5]. In summary, the current version of SisBAHIA has the following main features:

— **Hydrodynamic model:** It is a constant density 3-D/2-DH hydrodynamic circulation model optimized for natural water bodies. Results can be either 3-D or vertically averaged (2-DH) depending on input data. ‘Optimized’ is used in the sense of a model planned for optimal representation of flows in natural water bodies. The calibration process is
minimized due to: spatial discretization via quadratic finite elements and $\sigma$ transformation, allowing for optimal representation of water bodies with complex geometries and bottom topography; wind field and bottom roughness that can vary dynamically in time and space, and self-adjusting multi-scale turbulence modelling based on Large Eddy Simulation.

---

**Eulerian transport model:** It is a general purpose advective–diffusive transport model with kinetic reactions for 2-DH or selected layers of 3-D flows with a given thickness. This model can be used to compute space distribution and fate of dissolved contaminants.

**Water quality models:** A set of Eulerian transport models for the coupled simulation of water quality parameters like salt, temperature, DO-BOD, nitrogen compounds, phosphorous compounds and biomass. Models can be applied for 2-DH flows or for selected layers of 3-D flows with a given thickness. The temperature module of this set of models can be used to compute the time variation and space distribution of temperature of thermal plumes occupying a surface layer.

---

**Lagrangian transport model - deterministic mode:** It is a general purpose advective–diffusive transport model with kinetic reactions for selected layers of 3-D and for 2-DH flows. This model is especially suitable for the simulation of plumes or clouds that are initially small to be well resolved by the discretizing mesh of the associated hydrodynamic model. Any curve representing a kinetic reaction dependent on the lifetime of a given particle can be adopted. This model can be used for computing the space distribution and decay of particulate contaminants. The user can choose to run the model in free transport mode or conditioned transport mode. The latter being particularly suitable for simulations of sedimentological processes. The transport can be conditioned by a minimum velocity, minimum bottom stress due to currents or due to currents and wind waves. The user can also specify a tolerance band for the limiting condition, in which the transport of a particle follows a fuzzy decision process.

---

**Lagrangian transport model - probabilistic mode:** In this mode, the user can produce maps of isolines of probabilities based on $N$ events or for a period of time $T$. Examples of outputs are: isolines of probability of visitation of a plume or cloud with concentrations above a given limit or determination of critical events, as the first event or first time in which a plume or cloud touches the coastline, etc.

---

**Wind-wave generation model:** For a given wind field, variable in time, the model computes the wind wave field generated within the model domain, for a persistence of wind, and time intervals defined by the user. For all nodes in a given domain, the model computes parameters like significant and root mean square wave heights and periods, oscillatory bottom stresses, limiting fetches etc.

---

**VIII-3. HYDRODYNAMIC MODELLING DETAILS**

The 3-D spatial discretization is achieved via a vertical stack of sub-parametric finite element meshes using $\sigma$-coordinate transformation along the vertical dimension. That is, if one looks from the top, one sees the horizontal plane of the domain discretized by a single mesh of finite elements. However, in actual fact, there will be a stack of meshes, one for every $\sigma$ level. In this way, vertical discretization is performed automatically once the user defines the number of desired $\sigma$ levels (usually between 10 and 50). The 3-D model is automatically activated if at least 5 $\sigma$ levels are requested. Elements in a mesh are sub-parametric. The variables in each element are defined by quadratic Lagrangian polynomials whereas the element geometry is defined by linear Lagrangian polynomials. Elements in a mesh can be quadrilaterals and/or triangles. Quadrilaterals are preferred because variables become bi-quadratic, and thus have a higher accuracy. This discretizing scheme is potentially of fourth order on the $\sigma$ planes and of
second order on the $\sigma$ dimension. Temporal discretization is achieved through a second order implicit factored scheme for nonlinear terms and a Crank–Nicholson scheme for linear terms. Phase errors are minimized because all terms in the numerical scheme are centered at the same instant, $t = (n + 1/2\Delta t)$. Phase errors are prone to occur in numerical schemes in which all terms are not centered in the same instant.

The 3-D + 2-DH computations are entirely coupled and thence performed at every time step. The 3-D model uses the free surface elevation computed in the 2-DH model, and has a matching condition: the vertically averaged 3-D velocity profiles need to match the 2-DH velocities. When coupled with the 3-D model, the bottom stress in the 2-DH model depends on the 3-D velocity profiles. In simulations in which only the 2-DH model is required, the bottom stress is computed by the usual quadratic law.

The 3-D solution is implicit along the vertical $\sigma$ direction and explicit along $\sigma$ planes, thence it becomes numerically a 1-D problem for every water column represented by a mesh node. The 1-D problems are solved in a finite difference scheme, using double sweep techniques. An optional numeric-analytic solution for the vertical profiles is also available. This numeric-analytic option renders very good results in regions where 3-D advection is of less importance.

Due to the iterative method of the solver, in general when modelling bays or coastal waters the best gain, i.e. the ratio between real time and simulation time, is obtained with an average Courant number around 5. It is quite common though to have a max Courant > 20 in a given mesh. Depending on the size of the mesh and scales of the problem, it is customary in SisBAHIA to have gains over 120 for coastal area models running on a PC powered by processors above 3 GHz. That is, 2 months of real time 3-D circulation in a coastal area domain would be simulated in 12 hours.

Along open boundaries, elevations can be prescribed in many different ways, including synthetic tides generated by given harmonic constants, and data measured or provided at discrete times. A different value, and/or phase shift, can be given for each node along any open boundary segment. Imposition of radiation condition, in a way similar to the one adopted in the Princeton Ocean Model (POM), can also be used. The angle of inflow along open boundaries can be automatically computed, as a function of the geometry of the domain, or can be enforced. The angle of outflow can be free or enforced. Moreover, prescription of 2-DH current velocities along open boundaries assimilated from ocean circulation models can also be applied.

In the case of land boundaries, one can prescribe either normal or imposed directional fluxes or velocities, both of which can be constant or variable in time (e.g. a river discharge curve). Leaky boundaries are allowed, as are slip and no-slip boundaries, and the equivalent roughness along each boundary node can be prescribed. For the 3-D model, zero velocity is the bottom boundary condition, and the wind stress is prescribed as the free surface condition. Dynamic drying and flooding areas can be modelled with proper discretization, or can be simulated in a virtual way through leaky lateral boundaries.

In computing bottom stresses, the amplitude of the equivalent bottom roughness can be specified for each bottom node, reflecting the type of material (i.e. rock, sand, mud, vegetation, etc.). The computed friction coefficients of the bottom vary dynamically in time and space.

When performing turbulence modelling, a multi-scale model is employed. Horizontal subgrid scale turbulent stresses are based on filtering techniques, also known as Large Eddy Simulation
(LES). Small scale horizontal and vertical turbulent stresses employ an eddy viscosity approach. Eddy viscosity tensor is anisotropic and dynamically variable in space and time for each node.

All models are integrated into a user-friendly interface, through with a number of mesh editing tools and pre-processing facilities are available. Many graphical output options are available, including maps, time series, tidal ellipses, vertical profiles, and animations can be generated, visualized or printed even while models are running.
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DESCRIPTION OF THE JAEA: SEA-GEARN MODEL

The SEA-GEARN model [IX-1] is a particle random-walk model which has been used to simulate radionuclide transport in the Pacific Ocean. SEA-GEARN uses 3-D velocity data calculated by an ocean general circulation model as the input variables. If non-conservative radionuclides are concerned, the interactions with particulate matter need to be considered. In order to take these situations into account, a new model that solves three-phase interaction [IX-2], was adopted in SEA-GEARN. Radionuclides are assumed to exist in three phases, such as dissolved, large particulate matter (LPM) and active bottom sediment, respectively. This model has the following assumptions: (i) the LPM is an aggregate which has a single radius and density; and (ii) the movement of each particle is governed by velocity, diffusivity and settling velocity of the particle itself.

Moreover, the following assumptions are also made: (i) the dissolved phase consists of radionuclides that are dissolved and adsorbed onto fine (diameter < 0.8 µm) particles without settling velocity; (ii) the LPM phase consists of radionuclides that are adsorbed on settling suspended particles; (iii) the active bottom sediment phase consists of radionuclides which are adsorbed on the LPM phase and deposited on the seabed. These particles may resuspend according to the bottom water velocity. Kinetic transfer coefficients are used for the calculation of adsorption/desorption between dissolved phase and LPM phase or between dissolved phase and bed sediment phase [IX-3].

The radionuclides migration model for the dissolved phase is written as:

\[
\frac{\partial (C_d)}{\partial t} + \frac{\partial (uc_d)}{\partial x} + \frac{\partial (vc_d)}{\partial y} + \frac{\partial (wc_d)}{\partial z} = \frac{\partial}{\partial x} \left( K_h \frac{\partial c_d}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_h \frac{\partial c_d}{\partial y} \right) + \frac{\partial}{\partial z} \left( K_z \frac{\partial c_d}{\partial z} \right) - k_{1m} C_d + k_{-1} m C_s - \lambda C_d + P_d
\]

(IX-1)

where \( C_d \) is the dissolved phase radionuclide concentration, \( u, v \) and \( w \) are the 3-D current velocity components and \( K_h \) and \( K_z \) are the horizontal and vertical diffusion coefficients, respectively. The fourth term of the right hand side is the adsorption from dissolved phase to the LPM phase, the fifth term the desorption from the LPM phase to dissolved phase, \( k_{1m} \) and \( k_{-1} \) are the kinetic transfer coefficient for the LPM, \( C_s \) is the LPM phase radionuclide concentration, \( m \) is the LPM concentration, \( \lambda \) is the decay constant and \( P_d \) is the input of dissolved radionuclides from the source point. The surface boundary condition is:

\[
w C_d - K_z \frac{\partial c_d}{\partial z} = 0
\]

(IX-2)

The sea bottom boundary condition is:

\[
K_z \frac{\partial c_d}{\partial z} = k_{1s} C_d - k_{-1} \frac{A_s \rho_s f (1-p)}{\gamma}
\]

(IX-3)

where \( k_{1s} \) is the kinetic transfer coefficient for the active bottom sediment phase, \( A_s \) is the active bottom sediment phase radionuclide concentration, \( L \) is the mean mixing depth of the active bottom sediment, \( \rho_s \) is the bulk density of the active bottom sediment, \( f \) is the fraction of active bottom sediments, \( p \) is the porosity and \( \gamma \) the thickness of the water layer which interacts with the active bottom sediment phase.
Various methods for defining the kinetic transfer coefficient have been examined by other researchers [IX-3–5]. In this model, the distribution coefficient $k_d$ is used as one of the parameters for determining the kinetic transfer coefficient [IX-4–5] as follows:

$$k_{1m} = k_{-1} k_d m$$  \hspace{1cm} (IX-4)

$$k_{1s} = k_{-1} k_d \frac{L \rho_s f(1-p)}{\gamma}$$  \hspace{1cm} (IX-5)

The radionuclide migration model for the LPM phase is written as:

$$\frac{\partial (mC_s)}{\partial t} + \frac{\partial (mC_s)}{\partial x} + u \frac{\partial (mC_s)}{\partial y} + (w - w_s) \frac{\partial (mC_s)}{\partial x} = \frac{\partial}{\partial x} \left( K_h \frac{\partial (mC_s)}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_h \frac{\partial (mC_s)}{\partial y} \right) + \frac{\partial}{\partial z} \left( K_z \frac{\partial (mC_s)}{\partial z} \right) + k_{1m} C_d - k_{-1} mC_s - \lambda mC_s + P_s$$  \hspace{1cm} (IX-6)

where $w_s$ is the settling velocity of suspended particles, the fourth term of the right hand side represents the adsorption from dissolved phase to the LPM phase and the fifth term the desorption from the LPM phase to dissolved phase. The surface boundary condition is:

$$(w - w_s) mC_s - K_z \frac{\partial (mC_s)}{\partial z} = 0$$  \hspace{1cm} (IX-7)

The sea bottom boundary condition is:

$$w_s mC_s + K_z \frac{\partial (mC_s)}{\partial z} = dep - res$$  \hspace{1cm} (IX-8)

where $P_s$ is the input of the radionuclides adsorbed to the LPM from the source point. $dep$ and $res$ are the deposition and resuspension terms, respectively. The deposition term is written as:

$$dep = \frac{w_s (b) C_d (b) m (b)}{\gamma} \left( 1 - \frac{\tau_b}{\tau_{cd}} \right) \text{when} \tau_b < \tau_{cd}$$  \hspace{1cm} (IX-9)

$$dep = 0 \text{ when} \tau_b > \tau_{cd}$$  \hspace{1cm} (IX-10)

where $\tau_{cd}$ and $\tau_b$ are the critical deposition shear stress and the seabed stress, respectively, and $(b)$ means the variables at the deepest water layer. The seabed stress is written as:

$$\tau_b = \rho_w C_D u_b^2$$  \hspace{1cm} (IX-11)

where $\rho_w$ is the seawater density, $C_D$ the drag coefficient and $u_b$ the bottom water velocity. The resuspension term is written as:

$$res = \frac{M f A_z}{\gamma} \left( \frac{\tau_b}{\tau_{cr}} - 1 \right) \text{when} \tau_b > \tau_{cr}$$  \hspace{1cm} (IX-12)

$$res = 0 \text{ when} \tau_b < \tau_{cr}$$  \hspace{1cm} (IX-13)

where $M$ is the resuspension constant and $\tau_{cr}$ the critical resuspension shear stress.

These deposition and resuspension models are used for fine particles such as clay and silt. Fine particles are strongly affected by wind-waves. In this study, however, the effect of wind–waves was not considered and deposition and resuspension processes are solved only by the tidal current.
The radionuclides migration model for the active bottom sediment phase is written as:

\[
\frac{\partial A_s}{\partial t} = k_{1S} \frac{C_d(b)\gamma}{L_{ps_f}} - k_{-1} A_s (1 - p) + (\text{dep} - \text{res}) - \lambda A_s \tag{IX-14}
\]

The deposition and resuspension term are written as:

\[
\text{dep} = \frac{w_s(b)}{L_{ps_f}} C_d(b) m(b) \left( 1 - \frac{\tau_b}{\tau_{cd}} \right) \text{ when } \tau_b < \tau_{cd} \tag{IX-15}
\]

\[
\text{res} = \frac{M_f A_s}{L_p} \left( \frac{\tau_b}{\tau_{cr}} - 1 \right) \text{ when } \tau_b > \tau_{cr} \tag{IX-16}
\]

and:

\[
\text{dep} = 0 \text{ when } \tau_b > \tau_{cd} \tag{IX-17}
\]

\[
\text{res} = 0 \text{ when } \tau_b < \tau_{cr} \tag{IX-18}
\]

The diffusion terms of the radionuclide migration model for the dissolved phase and the LPM phase are solved by a particle tracking random-walk model. The location of a particle for sequential time steps with a time interval \(\Delta t\) is determined from:

\[
x(t + \Delta t) = x(t) + u\Delta t + \delta x \tag{IX-19}
\]

\[
y(t + \Delta t) = y(t) + v\Delta t + \delta y \tag{IX-20}
\]

\[
z(t + \Delta t) = z(t) + w\Delta t + \delta z \tag{IX-21}
\]

where \((x, y, z)[t]\) and \((x, y, z)[t + \Delta t]\) are the positions of a particle at the start and the end of a time step, respectively. The second and third terms on the right hand side of Eqs. IX-19–21 represent the movement of a particle due to advection and turbulent diffusion, respectively, in the ocean current. By using a uniform random number \(R(0)\) between 0 and 1, the diffusion terms can be expressed as [IX-6]:

\[
\delta x = \delta y = \sqrt{24K_h \Delta t (0.5 - R(0))} \tag{IX-22}
\]

\[
\delta z = \sqrt{24K_z \Delta t (0.5 - R(0))} \tag{IX-23}
\]

The concentration at each unit Eulerian cell, \(C_{ijk}\) (Bq/m\(^3\)), is calculated by summing up the contribution of each particle to the cell as follows:

\[
C_{ijk} = \frac{1}{V_{ijk}} \sum b_{n,ijk} q_n \tag{IX-24}
\]

Suffixes \(i, j\) and \(k\) represent the cell number in the \(x\text{-}, y\text{-}\) and \(z\text{-}\) directions, respectively. The \(q_n\) is the radioactivity (Bq) of the \(n\text{-th}\) particle and \(b_{n,ijk}\) is the contribution ratio of the \(n\text{-th}\) particle to the corresponding Eulerian cell \((ijk)\). This ratio is defined as the overlapping ratio of a Lagrangian cell whose center is the particle position to the Eulerian model cell. \(V_{ijk} = H\Delta x\Delta y\Delta z\) is the volume of the Eulerian model cell. Radioactive decay is considered for each Eulerian cell. The interactions between each phase are also calculated by using a stochastic method. The calculation techniques of this method are given in Ref. [IX-2].
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X-1. GENERAL DESCRIPTION

This model is based on the same dispersion equations described in Annex V: USEV 2-D model applied to the Baltic Sea, but written in a 3-D form. Thus, only a brief summary is given. Water circulation has been obtained from the JCOPE2 hydrodynamic model.

There has been evidence to suggest that uptake takes place in two stages: fast surface adsorption followed by slow migration of ions to pores and interlattice spacings [X-1–3]. Consequently, two USEV kinetic models have been tested in the Pacific Ocean application. The one-step model considers that exchanges of radionuclides between water and sediments are governed by a first-order reversible reaction, being \( k_1 \) and \( k_2 \) the forward and backward rates respectively, as described in the 2-D case. The two-step model considers that exchanges are governed by two consecutive reversible reactions, i.e. surface adsorption is followed by another process that may be a slow diffusion of ions into pores and interlattice spacings, inner complex formation or a transformation such as an oxidation. \( k_3 \) and \( k_4 \) are forward and backward rates for this second reaction (see Figure X-1). Thus, sediments are divided in two phases, i.e. a reversible and a slowly reversible fraction. It has been shown that the two-step model reproduces both the adsorption and release kinetics of \(^{137}\)Cs in the Irish Sea, where it is released from Sellafield nuclear fuel reprocessing plant [X-4].

Equations are presented below, for the sake of simplicity, in the case of a one-step kinetic model. The extension to the two-step kinetic model may be seen, for instance, in Ref. [X-4].

In a similar way to the depth averaged model shown in Annex V above, the kinetic coefficient \( k_1 \) is written as:

\[
  k_1 = \chi (S_m + S_s \delta_b) = k_1^m + k_1^s
\]  

(X-1)

where \( S_m \) and \( S_s \) are the exchange surfaces for suspended matter and bottom sediments, respectively (dimensions \([L]^{-1}\)) and \( \chi \) is a parameter with the dimensions of a velocity denoted as the exchange velocity (see Annex V above). The delta function is introduced to take into account that only the deepest water layer interacts with the bed sediment. Thus, \( \delta_b = 1 \) for the deepest layer and \( \delta_b = 0 \) elsewhere.

The equation that gives the time evolution of the radionuclide concentration in the dissolved phase, \( C_d \), is:

\[
  \frac{\partial C_d}{\partial t} + \frac{\partial (u C_d)}{\partial x} + \frac{\partial (v C_d)}{\partial y} + \frac{\partial (w C_d)}{\partial z} = A \left( \frac{\partial^2 C_d}{\partial x^2} + \frac{\partial^2 C_d}{\partial y^2} \right) + \frac{\partial}{\partial z} \left( K \frac{\partial C_d}{\partial z} \right) - k_1 C_d + \\
  k_2 m C_s + \delta_b k_2 \frac{L \rho_s \phi f A_s}{\psi}
\]  

(X-2)

where \( C_s \) and \( A_s \) are, respectively, the concentrations of radionuclides in suspended matter and bottom sediments. \( u, v \) and \( w \) are water velocities along the \( x, y \) and \( z \) axis and \( A \) and \( K \) are, respectively, the horizontal and vertical diffusion coefficients. \( m \) is the suspended matter concentration, \( \rho_s \) the sediment bulk density, \( f \) the fraction of fine sediments and \( \psi \) is the thickness of the deepest water layer in contact with the seabed. Finally, \( \phi \) is a correction factor that takes into account that part of the sediment particle surface may be hidden by other sediment particles.
The equation which gives the time evolution of radionuclide concentrations in suspended matter is:

\[
\frac{\partial (mC_s)}{\partial t} + \frac{\partial (umC_s)}{\partial x} + \frac{\partial (vmC_s)}{\partial y} + \frac{\partial ((w - w_s)mC_s)}{\partial z} = A \left( \frac{\partial^2 (mC_s)}{\partial x^2} + \frac{\partial^2 (mC_s)}{\partial y^2} \right) \\
+ \frac{\partial}{\partial z} \left( K \frac{\partial (mC_s)}{\partial z} \right) - k_1^m C_d - k_2 mC_s - \delta_p SED
\]

where \( w_s \) is the particle settling velocity and \( SED \) is the deposition of radionuclides from the deepest water layer to the sediment evaluated according to:

\[
SED = w_s(b)m \frac{C_s(b)}{\psi}
\]

It should be noted that \((b)\) means that the corresponding magnitude is evaluated at the deepest water layer.

The equation for the temporal evolution of radionuclide concentration in the bottom sediment mixed layer is:

\[
\frac{\partial A_s}{\partial t} = k_1^s \frac{C_d(b)\psi}{L_{psf}} - k_2 A_s \phi + SED
\]

where the deposition is now calculated as:

\[
SED = w_s(b)m \frac{C_s(b)}{\rho_s L_f}
\]
X-2. PACIFIC OCEAN APPLICATION

Water circulation has been obtained from the JCOPE2 hydrodynamic model. Daily 3-D currents are imported to solve the advective transport of radionuclides. The model was also adapted to run with HYCOM water circulation. Nevertheless, it was concluded that, in general, model results were in better agreement with measured $^{137}$Cs concentrations in water and sediments with JCOPE2 circulation than if HYCOM is used [X-5]. Consequently, USEV model results with HYCOM circulation are not presented in this report.

Concerning the dispersion of $^{137}$Cs released from the Fukushima Daiichi NPP accident, the two-step model reproduced measured $^{137}$Cs concentrations in bed sediments better than the one-step model [X-5]. Consequently, the two-step model has been used in all Fukushima exercises involving this radionuclide, except when common parameters for all models are defined for Exercise 3 and Exercise 4a as summarized in Table X-1.

Some parameters are required in order to simulate $^{137}$Cs dispersion. Rates $k_2$, $k_3$ and $k_4$ are taken from previous work dealing with dispersion of this radionuclide [X-6–7]. Although it is true that kinetic rates are site specific, there is no information available about them in Japanese Pacific Ocean coastal waters. Thus, representative values already used in the English Channel and Western Mediterranean Sea have been used as a first order approximation. As discussed previously [X-4; X-6–8], the exchange velocity $\chi$ can be deduced from the rates mentioned above and the radionuclide distribution coefficient $k_d$ (see Eq. V-20). The mean value of the measured Cs distribution coefficient is $2.1 \times 10^3$ [X-9], comparable to the IAEA’s recommended value [X-10]. Fixed $k_d = 2 \times 10^3$ was used to deduce $\chi$ following the procedure described in such references.

The distribution of fine sediments in the seabed, described by parameter $f$, was reconstructed from information given in Ref. [X-11]. Fixed $L = 0.05$ m has been used. This parameter typically ranges from 0.035 m [X-6] to 0.10 m [X-7–8; X-12]. Also, $\phi = 0.1$ was used for the sediment correction factor [X-7–8; X-12]. A representative value $R = 10$ µm was used for the mean particle size.

<table>
<thead>
<tr>
<th>Exercise</th>
<th>Features</th>
<th>Kinetic model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Own circulation and parameters</td>
<td>none (only tracer)</td>
</tr>
<tr>
<td>2</td>
<td>Same circulation, own parameters</td>
<td>2-step</td>
</tr>
<tr>
<td>3</td>
<td>Same circulation and parameters</td>
<td>1-step</td>
</tr>
<tr>
<td>4a</td>
<td>Same circulation and parameters</td>
<td>1-step</td>
</tr>
<tr>
<td>4b</td>
<td>Own circulation and parameters</td>
<td>2-step</td>
</tr>
</tbody>
</table>
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Some brief comments on the hydrodynamic models which were used to calculate ocean circulation to be used in Pacific Ocean radiological scenario are given below (references where full details are provided are included).

XI-1. DESCRIPTION OF THE JCOPE2, JAPAN COASTAL OCEAN PREDICTABILITY EXPERIMENT

JCOPE2 was developed by the Japan Agency of Marine-Earth Science and Technology [XI-1]. It is based on one of the world community models, Princeton Ocean Model. Open boundary conditions are obtained from a global scale circulation model with lower resolution, using a one-way nesting procedure.

JCOPE2 consists of 23 vertical levels and spatial resolution is about 9 km. The model is driven by wind stresses, plus heat and salt fluxes. The wind stress and heat flux field are calculated from the 6 hourly National Centers for Environmental Prediction (NCEP) Global Forecast system data using bulk formulae. The salinity at the surface is restored to the monthly mean climatology with a timescale of 30 days.

The output of JCOPE2 is used for ship routing of oil tankers, fishery and drilling ships. Some examples of applications are described in Refs. [XI-2–4]. It has also been applied to simulate the dispersion of Fukushima Daiichi NPP accidental releases in the Pacific [XI-5–8].

XI-2. NTUA, NATIONAL TECHNICAL UNIVERSITY OF ATHENS

The NTUA model is a general deterministic model which solves the full Navier–Stokes equations for transient, 3-D turbulent flow and utilizes an Eulerian approach. The turbulence model adopted for the present study is the renormalization group $k \sim \epsilon$. Additional processes and equations which are relevant are also included in the model: density variation with salinity (salinity is computed by solving an additional transport equation), expressions for describing wind-induced currents, etc.

The finite-volume method was implemented for the numerical solution of the system of equations. The above model is implemented in the Computational Fluid Dynamics code PHOENICS (Parabolic, Hyperbolic, or Elliptic Numerical Integration Code Series). At solid walls, such as the coast, the sea bottom or any other solid, wall functions are used. Grid-independency runs were also performed to obtain grid-independent results. To ensure convergence, relaxation of the false time step type was used for all other variables; and linear for pressure. The false time step used was equal to the fluid average residence time in the smallest cell in the domain [XI-9–11].

XI-3. NCOM, NAVY COASTAL OCEAN MODEL

NCOM is a numerical model used to produce surface currents and temperature, mixed layer depth, current and thermohaline profiles in global scale [XI-12]. NCOM is a free surface, primitive-equation model with a curvilinear horizontal grid. Horizontal resolution varies from 19.5 km near the Equator to 8 km in the Arctic, with mid-latitude resolution of about 1/8° latitude (~ 14 km). The hybrid sigma/z vertical schemes are adopted with 19 terrain following sigma levels in the upper 137 meters, and 21 fixed thickness $z$–levels extending to a maximum depth of 5500 m. NCOM extends from the Arctic Ocean to the coast of Antarctica and from the open ocean over the shelf break to near-shore regions. The present daily model run consists of
a 72 hour hindcast to assimilate fields which include recent observations, and a 72 hour forecast. Global NCOM produced sea surface height, salinity, temperature, u-velocity and v-velocity. Global NCOM can include atmospheric forcing, but it does not include tidal heights and currents.

Global NCOM was retired on 5 April 2013 and replaced by operational 1/12° HYCOM. After the Fukushima Daiichi NPP accident took place, 3 hour averaged 3-D currents near the Fukushima region were produced from NCOM, operated by the US Navy operational global Nowcast/Forecast system between 12 March and 30 June 2011. There were 40 vertical levels and the spatial resolution was 1 km.

XI-4. HYCOM, HYBRID COORDINATE OCEAN MODEL

The HYCOM consortium is a multi-institutional effort sponsored by the National Ocean Partnership (NOPP) as a part of the United States of America Global Ocean Data Assimilation Experiment (GODAE) [XI-13]. HYCOM is a primitive equation, general circulation model with vertical coordinates that remain isopycnic in the open stratified ocean.

Computations in global HYCOM are carried out on a Mercator grid between 78° S and 47° N (1/12° horizontal resolution at the equator). A bipolar patch is used for regions north of 47° N. The horizontal dimensions of the global grid are 4500 × 3298 grid points resulting in ~ 7 km spacing on average. There are 33 vertical layers. Surface forcing includes wind stress, wind speed, heat flux and precipitation. HYCOM uses the United States of America Navy Coupled Ocean Data Assimilation System (NCODA) for data assimilation. The outputs are surface heat flux, sea surface height, surface salinity trend, surface temperature trend, salinity, potential temperature, u-velocity and v-velocity. Global HYCOM can include atmospheric forcing, but it does not include tidal heights and currents.

XI-5. KYOTO UNIVERSITY

The coastal model was developed by Kyoto University, Japan Agency of Marine-Earth Science and Technology and the Japan Marine Science Foundation [XI-14]. A nesting method enables downscale calculation from the largest area that covers the northwestern part of North Pacific, with horizontal resolutions of 1/8° in latitude and 1/6° in longitude, to the two-step-nested finer domain around the Fukushima area, with horizontal resolutions of 1/72° in latitude and 1/54° in longitude (approximately 1.5 km). The model domain for the coastal model extends from 140.5°E to 144°E longitude and from 35.5°N to 38.5°N latitude. There are 78 layers set in the vertical. The four dimensional variation (4-D-VAR) method was applied for the outermost model to obtain the reanalysis data.

XI-6. MARS3D, IFREMER (FRANCE)

Circulation modelling was performed using the operational MARS3D code (3-D hydrodynamical Model for Applications at Regional Scale) developed by IFREMER (French Research Institute for Exploitation of the Sea). This is a 3-D model with reduced sigma vertical coordinates based on the resolution of the Navier–Stokes equations [XI-15]. This model with free surface resolves primitive equations using a time-splitting scheme under assumptions of Boussinesq approximation, hydrostatic equilibrium and incompressibility.
Application to the Fukushima area is described in Ref. [XI-16]. The model domain covers the oceanic area off Fukushima, i.e. 31°N–43.2°N, 137°E–150°E (1000 km × 1200 km). The horizontal resolution is 1/60° (one nautical mile), in both E-W and N-S directions, with 742 grid cells in the E-W direction and 622 in the N-S direction. The vertical resolution of the sigma coordinate is 40 layers refined near the surface. Bathymetric data are derived from the Japan Oceanographic Data Center.

Wind forcing, water and heat flux are downscaled from the atmospheric forecast and hindcast of the NCEP meteorological global model [XI-17] with a resolution of 1/2°. At the scale of thermohaline and geostrophic effects, the initial and boundary conditions are derived from the daily oceanic forecast and hindcast of the global model proposed by Mercator-Ocean with a resolution of 1/12°[XI-18]. For the downscaling procedure, the temperature, salinity, currents and sea level are interpolated in both time and space to provide initial and boundary conditions. The tide at open boundary conditions is prescribed using 16 tidal harmonic components from the FES2004 numerical atlas with a horizontal resolution of 1/8°.

Radionuclide dispersion is calculated using an Eulerian method. The parallelized MARS3D code runs on 256 Message Passing Interface (MPI) ranks for the present Fukushima application. An example of calculated currents is presented in Figure XI-1.

FIG.XI-1. Calculated mean surface currents for April 2011.

XI-7. SYMPHONIE (SIROCCO, UNIVERSITY OF TOULOUSE, FRANCE)

The model used is the non-hydrostatic ocean model following the Boussinesq hydrostatic SYMPHONIE model developed by the Sirocco system team. The model uses an Arakawa type
finite difference method for the C grid and the principal equations of the physical engine are detailed in Ref. [XI-19–20].

The model uses a stretched horizontal grid with a variable horizontal resolution, from 600 m × 600 m at the nearest grid point from Fukushima, to 5 km × 5 km offshore. The vertical grid is based on a generalized s-coordinate system. The 30 vertical levels are irregularly distributed, with increased resolution near the sea surface.

The model was initialized and forced at its lateral boundaries with the global NCOM real time operational ocean model of the United States of America Navy [XI-12] operated by the National Oceanic and Atmospheric Administration (NOAA). At the sea surface, the ocean model is forced by the meteorological fluxes delivered every 3 hours by the European Centre for Medium-Range Weather Forecasts (ECMWF). The tidal forcing at the lateral open boundaries is provided by the T-UGO model, implemented for this purpose by the SIROCCO team on coast of the Japanese Pacific Ocean. The main rivers of the region (between 35.5°N and 38.5°N), the Tone to the south, and the Natori and Abukuma to the north, were introduced into the model on the basis of climatological freshwater discharges (190, 17 and 67 m³/s respectively).

The model was initialized on 21 February 2011. Currents and vertical diffusivities computed by the model were averaged over 3 hour periods and stored to compute the advection and diffusion of tracers in off-line mode, using an Eulerian representation (Figure XI-2). An inverse-method calculation was carried out to estimate the source term.

**FIG.XI-2. Calculated surface currents on 15 March 2011.**
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