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FOREWORD 

Ion beam analysis (IBA) includes modern analytical techniques involving the use of energetic 
ion beams to probe the composition of the surface layers of solids. Major areas of application 
include microelectronics, cultural heritage, forensics, biology and materials sciences. The 
underlying science for IBA is the physics of the interactions between the ions in the beam and 
the atoms in the solid. Emission products from the interaction of charged particles with 
matter are measured, and specialized simulation and data analysis software provide 
information on the material composition.  

Although the basic physical processes are well understood, the reliability of data 
interpretation is limited by the knowledge of the physical data. The primary quantities 
required are the stopping powers describing the slowing of the ion in the material and the 
cross-sections of the interactions involved. The need for reliable data on stopping powers is 
adequately catered for by Stopping and Range of Ions in Matter (SRIM) computer code. The 
situation, however, is quite different for cross-sections for nuclear reactions and non-
Rutherford elastic scattering. Although there is a considerable body of published data in 
nuclear physics literature, examination of the unevaluated experimental data has revealed 
numerous discrepancies beyond the error limits reported by the authors. The lack of reliable 
cross-sections has been recognized by the IBA community and has been discussed at several 
workshops and IAEA meetings, resulting in various recommendations including the 
organization of a coordinated research project (CRP) on a reference database for IBA.  

The main objective of the CRP was to develop a reference database for IBA that contains 
reliable and usable data that will be made freely available to the user community. Starting 
from the existing collection of data in the IAEA Ion Beam Analysis Nuclear Data Library 
(IBANDL), the CRP focused exclusively on the relevant nuclear cross-sections (nuclear 
reactions and non-Rutherford elastic scattering). During the course of the CRP, however, it 
was soon realized that there was also a growing demand for compilation and evaluation of 
nuclear reactions with gamma rays in the exit channel, which are used in the particle induced 
gamma ray emission technique. The recommendations led to a second CRP on the 
development of a reference database for particle induced gamma ray emission spectroscopy. 
The output of which will be published in a forthcoming IAEA publication. 

The IAEA wishes to thank all the participants of the CRP for their contributions to IBANDL 
and to this publication. The IAEA officers responsible for this publication were D. Abriola 
and P. Dimitriou of the Division of Physical and Chemical Sciences. 



EDITORIAL NOTE

This publication has been prepared from the original material as submitted by the contributors and has not been edited by the editorial 
staff of the IAEA. The views expressed remain the responsibility of the contributors and do not necessarily represent the views of the 
IAEA or its Member States.

Neither the IAEA nor its Member States assume any responsibility for consequences which may arise from the use of this publication. 
This publication does not address questions of responsibility, legal or otherwise, for acts or omissions on the part of any person.

The use of particular designations of countries or territories does not imply any judgement by the publisher, the IAEA, as to the legal 
status of such countries or territories, of their authorities and institutions or of the delimitation of their boundaries.

The mention of names of specific companies or products (whether or not indicated as registered) does not imply any intention to 
infringe proprietary rights, nor should it be construed as an endorsement or recommendation on the part of the IAEA. 

The IAEA has no responsibility for the persistence or accuracy of URLs for external or third party Internet web sites referred to in this 
publication and does not guarantee that any content on such web sites is, or will remain, accurate or appropriate.



 

 

CONTENTS 

1.  INTRODUCTION ................................................................................................................. 1 

2. ION BEAM ANALYSIS NUCLEAR DATA LIBRARY (IBANDL) .................................. 7 

2.1. General. ........................................................................................................................ 7 
2.2. R33 format ................................................................................................................... 7 
2.3. File name convention ................................................................................................... 7 
2.4. Ion Beam Analysis Nuclear Data Library content ....................................................... 8 
2.5. Internal structure of IBANDL .................................................................................... 10 
2.6. EXFOR – IBANDL link ............................................................................................ 11 
2.7. Statistics of IBANDL usage ....................................................................................... 11 

2.8. CD version of IBANDL ............................................................................................. 13 

3. MEASUREMENTS ............................................................................................................. 15 

3.1. Introduction ................................................................................................................ 16 
3.2. (p,p) measurements .................................................................................................... 16 

 D(p,p)D ........................................................................................................ 16 3.2.1.

 T(p,p)T ......................................................................................................... 17 3.2.2.

 He(p,p)He..................................................................................................... 18 3.2.3.

 7
Li(p,p)

7
Li,

 12
C(p,p)

12
C and 

19
F(p,p)

19
F ....................................................... 19 3.2.4.

 Li(p,p)Li and N(p,p)N.................................................................................. 21 3.2.5.

 N(p,p)N ........................................................................................................ 23 3.2.6.

 Al(p,p)Al ...................................................................................................... 24 3.2.7.

 23
Na(p,p)

23
Na ............................................................................................... 25 3.2.8.

 K(p,p)K ........................................................................................................ 26 3.2.9.

3.3. (p,) measurements .................................................................................................... 28 

 39
K(p,)

36
Ar ................................................................................................. 28 3.3.1.

3.4. (d,d) measurements .................................................................................................... 28 
 C(d,d0)C ....................................................................................................... 28 3.4.1.

3.5. (d,p) measurements .................................................................................................... 30 
 10

B(d,p0,1,2,3,4-5,6)
11

B ...................................................................................... 30 3.5.1.

 11
B(d,p0)

12
B .................................................................................................. 32 3.5.2.

 12
C(d,p0,1,2,3)

13
C ............................................................................................ 33 3.5.3.

 14
N(d,p0,1+2)

15
N ............................................................................................ 35 3.5.4.

 27
Al(d,p0+1,2+3,4,5+6)

28
Al ................................................................................. 36 3.5.5.

 28
Si(d,p0,1,2,3)

29
Si.......................................................................................... 37 3.5.6.

 32
S(d,p0,1,2,3,4-6,7)

33
S...................................................................................... 40 3.5.7.

3.6. (d,) measurements .................................................................................................... 40 

 10
B(d,)

8
Be .................................................................................................. 40 3.6.1.

 11
B(d,α0,2) ..................................................................................................... 42 3.6.2.

 14
N(d,)

12
C ............................................................................................... 44 3.6.3.

 27
Al(d, 0,1,2,3,4)

25
Mg .................................................................................... 45 3.6.4.

3.7. () measurements ................................................................................................... 46 

 N(,)N ....................................................................................................... 46 3.7.1.

  



 

 

 

 

4. ASSESSMENTS .................................................................................................................. 51 

4.1. Introduction ................................................................................................................ 51 
4.2. D(p,p0)D ..................................................................................................................... 51 
4.3. T(p,p0)T ...................................................................................................................... 53 
4.4. 

6
Li(p,p0)

6
Li ................................................................................................................. 55 

4.5. 
7
Li(p,p0)

7
Li ................................................................................................................. 63 

4.6. 
9
Be(p,p0)

9
Be ............................................................................................................... 68 

4.7. 
10

B(p,p0)
10

B ................................................................................................................ 71 

4.8. 
11

B(p,p0)
11

B ................................................................................................................ 75 
4.9. 

12
C(p,p0)

12
C ................................................................................................................ 81 

4.10. 
19

F(p,p0)
19

F ................................................................................................................. 82 
4.11. 

23
Na(p,p0)

23
Na ............................................................................................................ 93 

4.12. 
9
Be(α,α0)

9
Be ............................................................................................................... 95 

4.13. 
10

B(α,α0)
10

B .............................................................................................................. 100 

4.14. 
11

B(0)
11

B ............................................................................................................. 102 

4.15. 
12

C(0)
12

C ............................................................................................................. 105 
4.16. 14

N(α,α0)
14

N ............................................................................................................. 110 
4.17. D(

4
He,D)

4
He and T(

4
He,T)

4
He ................................................................................ 114 

4.18. D(
3
He,p)

4
He and 

3
He(d,p)

4
He .................................................................................. 116 

4.19. 12
C(d,p)

13
C ............................................................................................................... 122 

4.20. 12
C(

3
He,p)

14
N ........................................................................................................... 129 

4.21. 16
O(d,p)

17
O and 

16
O(d,)

14
N .................................................................................... 135 

5. EVALUATION .................................................................................................................. 151 

5.1.  General.. ................................................................................................................... 151 
5.2. Theory… .................................................................................................................. 152 
5.3.  The evaluated cross sections .................................................................................... 155 

5.3.1. Alpha-proton .............................................................................................. 155 
5.3.2. Carbon ........................................................................................................ 156 
5.3.3. Nitrogen ..................................................................................................... 159 

5.3.4. Oxygen ....................................................................................................... 160 
5.3.5.  Fluorine ...................................................................................................... 161 

5.3.6.  Neon ........................................................................................................... 162 
5.3.7.  Sodium ....................................................................................................... 162 
5.3.8.  Magnesium ................................................................................................. 163 
5.3.9.  Aluminum .................................................................................................. 164 
5.3.10.  Silicon ........................................................................................................ 164 

5.3.11.  Phosphorus ................................................................................................. 165 
5.3.12.  Sulfur.......................................................................................................... 166 
5.3.13.  Argon ......................................................................................................... 166 
5.3.14.  Potassium ................................................................................................... 167 

5.3.15.  Calcium ...................................................................................................... 168 
5.3.16.  Titanium ..................................................................................................... 168 

5.4. Conclusions .............................................................................................................. 169 

  



 

 

 

 

6. BENCHMARKING CROSS-SECTION DATA ............................................................... 175 

6.1. Introduction .............................................................................................................. 175 
 Methods...................................................................................................... 176 6.1.1.

 Estimation of Uncertainties in the Beam Energy ....................................... 177 6.1.2.

6.2. Lithium.. ................................................................................................................... 178 
 

nat
Li(p,p)

nat
Li .............................................................................................. 178 6.2.1.

6.3. Boron……. ............................................................................................................... 179 
 

10
B(p,p)

10
B & 

11
B(p,p)

11
B .......................................................................... 179 6.3.1.

 
10

B(d,p2)
11

B & 
11

B(d,)
9
Be ...................................................................... 182 6.3.2.

6.4. Carbon.. …................................................................................................................ 183 
 

12
C(p,p)

12
C ................................................................................................. 183 6.4.1.

 
12

C(p,p)
12

C ................................................................................................. 184 6.4.2.

6.5. Nitrogen ................................................................................................................... 186 
 N(p,p)N ...................................................................................................... 186 6.5.1.

6.6. Fluorine .................................................................................................................... 189 
6.7. Sodium….. ............................................................................................................... 190 
6.8. Aluminium ............................................................................................................... 192 

 27
Al(p,p)

27
Al............................................................................................... 192 6.8.1.

 27
Al(p,)

28
Si ................................................................................................ 194 6.8.2.

 27
Al(d,p')

28
Al .............................................................................................. 195 6.8.3.

6.9. Silicon .................................................................................................................... 196 
 nat

Si(p,p)
nat

Si ............................................................................................... 196 6.9.1.

6.10. Titanium: 
nat

Ti(p,p) .................................................................................................. 197 
6.11. Magnesium ............................................................................................................... 199 
6.12. Conclusions .............................................................................................................. 201 

7. CONCLUSIONS ................................................................................................................ 207 

LIST OF PARTICIPANTS .................................................................................................... 209 

LIST OF CONTRIBUTORS TO DRAFTING AND REVIEW ............................................ 211 

 





 

1 

 

1. INTRODUCTION 

Ion Beam Analysis (IBA) [1.1] is an analytical technique which makes substantial use of 

nuclear data for applications in numerous laboratories. Major areas of application include 

studies of solid state structure in relation to physical properties such as high temperature 

superconductivity, composition and growth mechanisms of thin films, and surface and 

interface engineering. It is also widely used in different fields of research including art and 

archaeology, geology, environmental studies, nuclear waste storage, etc.  

IBA methods rely on our understanding of the physics of the interaction between ions and 

atoms in solids. Emission products from the interaction of charged particles with matter are 

measured and with the aid of specialized simulation and data analysis software provide 

information on the composition and structure of the surface layers of a sample material. Two 

sorts of fundamental data are needed in order to convert the measured spectra into a depth 

profile of the investigated elements: the stopping power is used for evaluation of the depth 

scale and the differential cross section is utilized to obtain the concentration. Whilst work 

remains to be done on accurate stopping powers, the field is largely catered for by the 

considerable body of work by Ziegler and co-workers, embodied in the SRIM computer code 

[1.2]. However, the situation with the cross sections for nuclear reactions and non-Rutherford 

elastic scattering was for a long time a problem that seriously limited the use of IBA. The lack 

of reliable cross sections was recognized by the IBA community long ago [1.3] and was 

discussed in several workshops at biannual IBA conferences. 

Many efforts to overcome this problem were made. At first, the data were simply collected 

from the nuclear physics literature. Although a significant number of published data already 

existed, the majority of these were available only as graphs. In addition, the energy interval 

and angles of these data were often found to be out of the range normally used in IBA making 

them unsuitable for IBA. This situation forced many research groups doing IBA analytical 

work to measure cross sections for their own use whenever an appropriate cross section could 

not be found. However, such an approach has a number of limitations. Firstly, none of these 

works included any evaluation of the measured data: they were simply collations from the 

published literature. In many cases, cross sections measured by different groups would vary 

not only in absolute value, but even in their dependencies on projectile energy and reaction 

angle. Secondly, with the increasing use of computer simulation and fitting codes, the need 

for digital representation of cross-section data became acute. Different IBA laboratories 

digitized their most used data in a variety of ways, with various levels of care and accuracy. 

Then, in the year 2000, the IAEA organized a technical meeting to discuss the long term 

needs for nuclear data development [1.4], in the context of which experts advised the IAEA 

Nuclear Data Section (NDS) to set up a consultants meeting to evaluate data needs for IBA. 

The meeting took place in 2003 [1.5] and the consultants recommended starting a 

Coordinated Research Project (CRP) with the aim to develop a reference database for IBA 

and the overall objective to create a nuclear cross-section database for IBA containing reliable 

and usable data made freely available to the user community. As a first step, the Ion Beam 

Analysis Data Library (IBANDL), containing most of the available experimental data relevant 

to IBA, was established at the IAEA Nuclear Data Section web server (www-

nds.iaea.org/ibandl/) in the year 2004. Although IBANDL made available allthe previously 

collected data in a uniform style, it was still very incomplete and far from satisfying the needs 

of the community. To address the problem in full, the IAEA held the CRP entitled 

Development of a Reference Database for Ion Beam Analysis from 2005 to 2010. The overall 

objectiveof the CRP was to produce a nuclear reaction cross section database containing 
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recommended data of relevance to IBA,  by (i) compiling all the information scattered in the 

literature and performing critical assessment of the compiled data, (ii) measuring cross-

section data when there were no data available or where unresolved discrepancies existed, (iii) 

evaluating  the experimental cross sections, (iv) incorporating  all of the measured and 

evaluated data into the database, and (v) making them available to the IBA community 

through IBANDL. In all the activities listed from (i) to (v), the focus was on IBA relevant 

data, namely, differential cross section data rather than total ones and  data for elements of 

natural abundance rather than for separated isotopes. 

The work started with the identification of the most urgent problems in nuclear data for IBA. 

Various IBA techniques are important for analytical purposes. Among those, the CRP 

focussed on Elastic Backscattering Spectroscopy (EBS) which is the natural extension of 

Rutherford Backscattering Spectroscopy (RBS) as the beam energy is increased and Nuclear 

Reaction Analysis (NRA). The application of EBS at elevated energies has advantages such 

as the increase of both the analysing depth and the elastic scattering cross sections for light 

nuclei. NRA has often better selectivity than other IBA methods and is especially convenient 

in depth profiling of light elements. Considering these two techniques, it is safe to assume that 

priority should be given to differential cross sections for proton and 
4
He non-Rutherford 

elastic scattering from nuclei with A < 40. The energy range for the data can be estimated as 

corresponding to accelerators capable of generating proton beams up to 4 MeV and alpha 

particle beams of up to 6 MeV like the widespread 2 MV Tandetron can do. Because the 

registered signal depends linearly on the atomic concentration and on the cross section it is 

obvious that the concentration can only be determined as well as the cross section is known 

and, consequently, the precise knowledge of the cross sections is required.  

The main source of cross-section data is, of course, experiment. Many differential cross 

sections relevant to IBA were measured in the course of the CRP implementation. The 

elements for the measurements were selected on the basis of analyzing the previously 

acquired data, (also) taking into account the availability of targets. The great variety of 

facilities at the disposal of different CRP participating groups made it possible to cover a wide 

interval of angles and a vast energy range. In view of significant drawbacks in deriving cross 

sections from thick target yield, it was decided to use thin targets. Participating laboratories 

unified their approach with the view to avoid the usual pitfalls and all measurements were 

made with surface barrier detectors using electrostatic accelerators. The energy precision was 

better than 0.1%. The following factors were taken into account when estimating the 

experimental uncertainty budget: target thickness, current integration, the statistics of the 

counting rates of peak areas for registered particles, solid angle, and dead time. The 

uncertainties of the detector angular settings were minimized to the point of being negligible. 

When possible, the cross sections were normalized to the Rutherford backscattering cross 

section to eliminate the uncertainties due to dead time, solid angle and improper charge 

measurement. In some cases the normalization was made against previously published results 

of the measurements intended to determine precise absolute cross section. All measurements 

were made for angles in the backward hemisphere as is needed for IBA. The energy step was 

adjusted to reproduce the cross-section structure in all details. Measured cross sections were 

uploaded into IBANDL. 

In addition to the cross-section measurements, benchmark experiments were performed within 

this CRP. A benchmark is an integral experiment which measures the spectrum from a well 

characterized uniform thick target. A simulation code is then used with one cross-section 

dataset as input (be it evaluated or measured) and the result is compared with the experimental 
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benchmark, thus demsontrating how good the input cross section is to predict thick target 

results. This is similar to nuclear reactor physics where microscopic neutron data are validated 

by comparing calculated integral reactor characteristics such as neutron flux with results of 

direct measurements. The idea of benchmarking is to verify the validity of the data for the 

purpose they are intended for through their use in a typical application. Such validation 

depends on the availability of tested simulation codes and valid stopping powers. Within this 

CRP, the SIMNRA [1.6] or Data Furnace [1.7] simulation codes and SRIM-2003 [1.2] 

stopping powers were adopted to simulate particle spectra that correspond to a given cross 

section. If the simulation of a bulk sample spectrum fits, then the cross section is valid. If the 

simulation does not fit, then all possible reasons for this disagreement should be expored, 

including the stopping power data, the energy loss straggling model used in the calculations, 

problems in treating multiple and plural scattering, inaccuracies in the interpolation of the 

cross-section values or insufficiently small step width for adequate representation of the 

excitation function fine structure. Thus, the benchmark failure may indicate more complex 

problems than inaccurate cross sections and additional efforts are needed to resolve the 

problem. However, it is clear that in such a case the cross section cannot be recommended for 

use in IBA.  

Whilst it should, in principle, be possible to derive cross sections from thick target yield, it is 

evident that even using advanced inversion techniques, the derived cross section is inferior to 

those obtained from thin targets. Indeed, the thick target yield Y(x) from the depth x is a 

convolution of the cross section (x) corresponding to that depth with a response function 

R(x, x') which includes all broadening effects:   

 

where k is a normalisation constant and N(x) stands for a background, including statistical 

effects which are inevitable in any measurement. Whatever method is applied to derive the 

cross-section function from thick target spectrum, it is a deconvolution in its essence. 

Different mathematical methods have been developed for resolving such ill-conditioned 

problems. For example, when Bayesian inference is applied, a presupposed cross-section 

function is successively modified with the aim to reproduce experimental data. The cross-

section function at a previous step is regarded as a priori information for a succeeding step. 

The procedure is repeated many times until some extent of agreement is achieved. Thus, a 

new cross-section function is derived. Although direct calculations of Y(x) are made at each 

step of the procedure, they remain a solution of the ill-conditioned inversion problem which 

means that the result of the inversion depends discontinuously upon the initial data. On the 

other hand, when a measured thick target spectrum is used for benchmarking, it is compared  

with calculations which produce a simulated spectrum by convoluting an input cross section 

with the response function. Thus, the cross-section measurement using thick target spectrum 

and benchmarking are mutually inverse operations which make use of the same initial data 

(thick target spectrum) in a different way and for different purposes. 

The compilation of the cross-section data found in the literature and those obtained in new 

measurements in the database is only the first step towards establishing a reliable basis for 

computer assisted IBA. Subsequent analysis of the compiled data has revealed numerous 

discrepancies in the experimental cross-section values that extend beyond the quoted 

uncertainties. Quite often the differential cross sections are measured at one selected 

scattering angle and therefore they may be directly used only in the same geometry. For 

,)(')',()'()( xNdxxxRxkxY    (1.1) 
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historical reasons, charged-particle detectors are fixed in different laboratories at angles that 

vary from approximately 130 to 180. However, the cross section may depend strongly on 

the scattering angle. Fortunately, the mechanisms of nuclear reactions that are relevant to IBA 

applications, are generally well known and appropriate theoretical models have been 

developed to reproduce experimental results using adjustable parameters. The process of 

analyzing experimentally measured cross-section data, combining them with nuclear model 

calculations and attempting to extract the true value of a cross section is referred to in the 

nuclear data community as ‘evaluation’ [1.8]. Generally, an evaluation should rely as far as 

possible on experimental data. But when these data are insufficient, incoherent and sparse 

then nuclear reaction models are used to calculate cross sections and one tries to take 

advantage of the internal coherence of the models to obtain the best estimate of the cross 

section. Although we cannot obtain sufficiently accurate cross-section data when the 

calculations are based simply on first principles, a particular cross section can, as a rule, be 

reliably represented by models by properly adjusting the model parameters. Thus, nuclear 

models are a powerful tool for the evaluation of data on the basis of a critical analysis of the 

available experimental results within the limits of theoretical constraints. Nuclear data 

evaluation is a routine procedure in preparing neutron data for different applications. It was 

also successfully extended to charged-particle cross sections (see [1.9] and references 

therein). Theevaluation of the cross sections using on appropriate nuclear models was found 

to be the only way to resolve the problem of nuclear data for IBA. In order to provide 

recommended cross sections, a standard procedure for theevaluation of the experimental cross 

sections was employed based on the critical analysis of the available experimental 

information and the parameterization of the data within a physical model. One main 

advantage of such an approach is that cross sections can be predicted over the entire range of 

scattering angles on the basis of the nuclear model.  

The need for recommended cross sections arises from the fact that cross section data used in 

IBA are not only sparse and insufficient but often inconsistent. An established procedure for 

the elaboration of the recommended cross section does not exist. Actually, evaluated cross 

sections are usually regarded as recommended. However, to evaluate all data of interest for 

IBA was beyond the capability of this CRP. Only the most needed data have been evaluated, 

while for the rest of the data, recommendations based on assessments and on the results of 

benchmark experiments, were made. 

In this context, what is meant by assessment is the careful and detailed analysis of the 

available information for a particular measured cross section, with the aim of ascertaining its 

reliability and accuracy. In particular, completeness of the data contained in IBANDL was 

verified through a thorough literature search. Mistakes found in the compiled cross sections 

were corrected and gaps in energy and angle intervals were identified. Inconsistencies found 

in the available experimental data were analyzed by studying the experimental details. 

Possible sources of unaccounted errors were looked for. Cases for which new measurements 

were needed were pointed out. The obtained results were used as a basis for elaboration of the 

recommended cross sections. 

The different steps taken during the CRP – compilation and new measurements, evaluations, 

benchmarks and elaboration of recommended cross sections are discussed in the following 

sections. The order of these steps is not necessarily sequential, since in many cases several 

iterations and re-analyses appeared necessary. 
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2. ION BEAM ANALYSIS NUCLEAR DATA LIBRARY (IBANDL) 

2.1. GENERAL 

IBANDL (Ion Beam Analysis Nuclear Data Library) was established at the IAEA Nuclear 

Data Section (NDS) server (www-nds.iaea.org/ibandl/) following recommendations of the 

IAEA Technical Meeting entitled Database of Evaluated Cross Sections for Ion Beam 

Analysis held in 2003 [2.1]. Its official start was announced in April 2004 by publication in 

ION, the discussion journal for the Ion Beam Community   

(www.kfki.hu/~ionhp/ion/journal.htm). At that time, data relevant to IBA, i.e. cross sections 

for scattering and reactions for light-charged projectiles with an energy not exceeding ~10 

MeV were not within the IAEA scope of activities. Consequently the IAEA experimental 

database EXFOR contained the time practically no relevant data. To begin with, the data from 

SigmaBase (still available at the time of writing this report at www.mfa.kfki.hu/sigmabase/-

however this site no longer exists) and NRABASE [2.2] were combined within an advanced 

design by converting NRABASE files into R33 format [2.3] and by converting the cross 

sections presented in NRABASE in a centre of mass reference frame into a laboratory one. 

The contents of the SigmaBase and NRABASE were compared and overlapping files 

identified. After that, SigmaBase and NRABASE were merged. A new design was developed 

to present the information in the most convenient way for IBA practitioners. Finally, this 

combined data base IBANDL (Ion Beam Analysis Nuclear Data Library) was made available 

to the public on the NDS web site at http://www-nds.iaea.org/ibandl/. 

 

2.2. R33 FORMAT 

All the IBANDL data are stored in R33 format [2.3]. The ASCII R33 format was proposed in 

1991 for the communication and compilation of IBA cross-section data and was several times 

updated since then. A current version of the format description is available at www-

nds.iaea.org/ibandl/r33.html. A special R33 manager was developed by one of the CRP 

participants and some codes used in IBA for spectra processing were adapted to this format. 

The R33 format was developed ab ovo with no relation to EXFOR. There are several 

principal differences between EXFOR and IBANDL. In EXFOR, data are compiled as they 

are published whereas in IBANDL, angles and cross sections are always presented in the 

laboratory frame of reference. Excited nucleus states are referred by numbers in IBANDL and 

by excitation energies in EXFOR. In addition, the R33 files include some information not 

normally included in EXFOR (e.g., reaction Q values); but on the other hand, EXFOR 

contains a lot of additional information (such as on the measurement method and other textual 

information) which is not included in IBANDL. 

 

2.3. FILE NAME CONVENTION 

The IBANDL data file names are assigned according to the following convention previously 

developed for NRABASE. The first one or two letters denote a chemical symbol of the 

element in the conventional notation with exception for phosphorus denoted as "pr". They are 

followed by a figure that is the last digit of the isotope atomic number, the “n” letter being 

used for the natural composition. For example, for A=109 silver isotope this part of the name 

is “ag9”, for sulphur of the natural abundance it is “sn” etc. The next two places in the name 

are occupied by projectile and outgoing particle symbols. The following codes are used: p – 

proton, d – deuteron, h – 3He, a – 4He, i - 6Li, l – 7Li. The next is a figure that denotes a state 

of the residual nucleus. Zero is used for the ground state, “1” for the first excited state, etc. 

The rest of the name serves to make the file name unique and consists usually from one or 

two letters. 
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2.4. ION BEAM ANALYSIS NUCLEAR DATA LIBRARY CONTENT 

Since its establishment in 2004, the number of data files in IBANDL has increased from 440 

to more than 1500. This fast increase clearly results from the coordinated activity undertaken 

in the course of the CRP (see Fig. 2.1). The complete list of reactions and literature references 

for newly prepared data can be found in the updates section of IBANDL. 

 

IBANDL is being filled both with results of new measurements and with cross sections 

found in the literature. The data published only in graphical form are digitized using a 

precise technique which is standard at IAEA NDS. Their reliability was verified by 

comparison of the digitized data with tabulated ones for several cases when data were 

presented in the literature both in graphical and tabular forms. An example of such a 

comparison is presented in Fig. 2.2. 
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It was proven that the technique was accurate within 2─5 per cent depending on the quality of 

the published figure. Thus the additional uncertainty caused by digitizing has the same value 

as the usual experimental uncertainty. 

Now, after the completion of the CRP (2010), IBANDL contains most (but still not all) of the 

available experimental nuclear cross sections relevant to IBA and much of the data on PIGE 

(Particle Induced Gamma-ray Emission: including d-PIGE – deuteron PIGE). All entries are 

supplied with a reference to the data source. The current content of IBANDL is shown in 

Figs. 2.3 – 2.5. 

 

 

FIG. 2.3. The distribution of the IBANDL data on angle (year 2010). 
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2.5. INTERNAL STRUCTURE OF IBANDL 

The IBANDL data library is located at the NDS server (www-nds.iaea.org). The folder 

“data2” contains all data files sorted into subfolders on the basis of the target plus projectile 

combination. The IBANDL functionality is provided by Perl scripts which are located in the 

cgi-bin folder at the server. Requested data are retrieved from the library dynamically. A table 

of data files is created by the “create_m.cgi” script which searches for requested data in the 

corresponding folder. A search pattern is constructed in “menu1.html” page by a JavaScript 

from the “target + projectile” part of the file name. It is passed to the “create_m.cgi” script 

upon pressing an “Ibandl” button in the left frame. Plots are drawn “on the fly” by the 

“draw2.pl” script. The script uses the gd.pm Perl module. The graphics design makes it 

possible to compare different data sets by superposition in the same plot using an overlay 

mode. The JavaScript image cropper user interface (jsCropperUI-1.2.1) allows the user to 

select a range of interest using an interface with the same features and styling as found in 

commercial image editing software. 

 

To give members of the IBA community the possibility to share their data files, the IBANDL 

site provides a template which makes it easy to upload new data files, even for an 

inexperienced user. For computer security reasons, files uploaded by external users are stored 

in the “Upload” folder by means of the “fup.cgi” script. To make them available to the public 

they have to be checked, renamed according to the name convention and manually relocated 

to the appropriate subfolder. 

 

Access to the SigmaCalc calculator which produces evaluated cross sections is arranged 

directly from IBANDL. The string that links IBANDL with SigmaCalc is incorporated in the 

table of the files retrieved according to the search pattern. This string contains a field in which 

the angle value for an outgoing particle has to be typed in and a button which is used to 

submit the information to SigmaCalc in order to start calculations. Calculation results are 
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integrated in the same table of files where experimental data are presented. Thus the evaluated 

theoretical cross sections can be directly compared with the experimental data available in 

IBANDL using the overlay graphics. 

2.6. EXFOR – IBANDL LINK 

Although the EXFOR database (www-nds.iaea.org/exfor/) has traditionally been the main 

source of experimental neutron cross section data, its completeness for charged-particle data 

has improved considerably in recent years and, in particular, many differential data for IBA 

have been included. The number of IBA relevant data in EXFOR is growing very fast thanks 

to the work of NDS staff. The EXFOR format is used for many more data types than needed 

in IBANDL, and was developed to be extremely versatile, which also makes it more 

complicated. The comparison between IBANDL and EXFOR revealed some differences in 

data files corresponding to the same publication (e.g., slight discrepancies in the numerical 

values, different number of angles in the data files, etc., see Fig. 4.74 in the assessment 

chapter).  

 

In order to provide access to EXFOR files from the IBANDL page, an additional output R33 

format for EXFOR database was implemented at NDS and a corresponding button to submit 

the request to EXFOR data base was added in the IBANDL menu. As a result the information 

available in EXFOR can be presented within the IBANDL page. 

 

After analysis of the relationship between EXFOR and IBANDL, it was recognized that data 

should be ideally compiled in one authoritative database, but also that the convenient interface 

of IBANDL and the focus of the data have been significant contributing factors to its adoption 

by the IBA community. In view of this, it appears desirable to maintain IBANDL in its 

present form. Inclusion of new EXFOR data into IBANDL may be done by manual selection 

of data chosen. In the long term, automatic filtering is envisaged and, ultimately, the 

possibility to respond to IBANDL requests directly on the fly from EXFOR. One of the 

drawbacks of the present implementation of the EXFOR – IBANDL link is that the data are 

presented in separate pages and therefore the cross sections cannot be plotted in the same 

figure for comparison. 

 

2.7. STATISTICS OF IBANDL USAGE 

Since its development IBANDL has shown a steadily growing number of hits (Fig. 2.6). The 

most wanted cross sections were identified through analysis of the IBANDL statistics. A 

special Perl script was written and uploaded onto the IBANDL website in order to collect 

information on the number of cross section retrievals for individual nuclei and reactions. The 

results revealed the most popular 15 cross sections, which cover more than 90% of retrievals 

(see Fig. 2.7). 
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2.8. CD VERSION OF IBANDL 

A complete CD version of IBANDL was prepared in order to meet the needs of those users 

who have no access to the Internet or who, for some reason, prefer to have IBANDL at their 

personal disposal. It closely resembles the current web version both by content and data 

presentation including overplayed graphics and direct access to the SigmaCalc evaluated cross 

sections. The specialized retrieval system on the CD based on DWebPro (free license) gives 

users easy access to both files and plots. DWebPro is an application that makes it possible to 

deploy dynamic Web sites on CD. It supports server side languages including Perl used to 

write the scripts which provide the IBANDL functionality. The only feature that is absent in 

the CD version of IBANDL is the access to EXFOR. 
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3. MEASUREMENTS 

Table 3.1 shows the reactions studied in this chapter, all energies, angles and cross sections 

are given in the laboratory system. 

Table 3.1. LIST OF MEASUREMENTS 

Nucleus/ 

Element 

Reaction Energy range 

(MeV) 

Angles 

D D(p,p)D 1.8 – 3.2 155°, 165° 

T T(p,p)T 1.4 – 3.4 165° 

He He(p,p)He 1.6 – 3.6 165° 

7
Li 

7
Li(p,p)

7
Li 3.0 – 7.2 150° 

Li Li(p,p)Li 1.0 – 2.2 140°, 160° 

12
C 

12
C(p,p)

12
C 3.0 – 7.2 150° 

N N(p,p)N 0.7 – 2.4 110°,125°,140°,160° 

N N(p,p)N 2.4 – 5.0 118°,150°,165° 

19
F 

19
F(p,p)

19
F 3.0 – 7.2 150° 

23
Na 

23
Na(p,p)

23
Na 2.2 – 5.2 150° 

Al Al(p,p)Al 2.4 – 5.0 118°,150°,165° 

K K(p,p)K 3.0 – 5.0 140°,150°,160°,170° 

39
K 39

K(p,)
36

Ar 3.0 – 5.0 140°,150°,160°,170° 

C C(d,d0)C 0.9 – 2.0 145°,150°,155°,160°,165°,170° 

10
B 

10
B(d,p0,1,2,3,4-5,6)

11
B 0.9 – 2.0 135°,140°,145°,150°,160°,165°,170° 

11
B 

11
B(d,p0)

12
B 0.9 – 1.2 140°, 150°,160°,170° 

12
C 

12
C(d,p0)

13
C 0.9 – 2.0 135°,140°,145°,150°,155°,160°,165°,170° 

12
C 

12
C(d,p1,2,3)

13
C 0.9 – 2.0 145°,150°,155°,160°,165°,170° 

14
N 

14
N(d,p0,p1+2)

15
N 0.7 – 2.1 150° 

27
Al 

27
Al(d,p0+1,2+3,4,5+6)

28
Al 1.3 – 2.3 150° 

28
Si 

28
Si(d,p0,1,2,3)

29
Si 1.5 – 2.0 145°,150°,155°,160°,165°,170° 

32
S 

32
S(d,p0,1,2,3,4-6,7)

33
S 2.0 – 2.6 140°,150°,160°,170° 

10
B 10

B(d,)
8
Be 0.9 – 2.0 135°,140°,145°,150°,155°,160°,165°,170° 

11
B 11

B(d,0,2) 0.9 – 1.2 140°,150°,160°,170° 

14
N 14

N(d,)
12

C 0.7 – 2.2 150° 

27
Al

 27
Al(d,0,1,2,3,4)

25
Mg

 1.5 – 2.4 150° 

N N(,)N
 2.5 – 4.0 118°,150°,165° 
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3.1. INTRODUCTION 

One of the most important goals of the present CRP was to improve existing experimental 

cross section database by performing new cross section measurements. New measurements 

were especially important in cases where no data previously exist or where unresolved 

discrepancies between already measured data needed clarification. At the beginning it was 

important to unify the approach for measurements among CRP participants from different 

Laboratories in order to minimize potential mistakes during cross section measurements. 

When possible, thin targets were selected to avoid problems related with cross section 

extraction from thick target yields. Accelerator energy was calibrated using well known 

resonant reactions such as 
27

Al(p,γ)
28

Si at 992 keV, 
19

F(p,αγ)
16

O at 872 keV and neutron 

threshold reactions such as 
7
Li(p,n)

7
Be at 1880.6 keV. All measurements were done using 

solid state particle detectors positioned at backward angles. For estimating the experimental 

uncertainty the following factors were considered: the counting statistics of peak areas, 

thickness of the target, current integration, detector solid angle and dead time. Uncertainties 

of the detector angular settings were made to be negligible. When possible, normalization to 

Rutherford cross sections was done in order to remove uncertainties due to dead time, 

improper charge collection and solid angle. The energy step for cross section measurements 

was adjusted according to complexity of excitation function to cover all details in it. 

In this Chapter all measurements done in the framework of the present CRP are summarized 

and given in more detail. All energies, angles and cross sections are given in the laboratory 

system. Performed measurements are divided according to the projectile used to (p,p), (p,α), 

(d,d), (d,p), (d,α) and (α,α) measurements. Obtained excitation functions are given in the 

graphical form. Tabulated values are uploaded onto IBANDL (http://www-

nds.iaea.org/ibandl/). Most of the data are published in Nucl. Instrum. Methods Phys. Res. B, 

and a complete set of references is given at the end of the Chapter. Table 3.1 shows the list of 

measurements. 

 

3.2. (p,p) MEASUREMENTS 

 D(p,p)D  3.2.1.

Data are published in [3.1]. The proton beam with energies from 1.8 to 3.2 MeV was provided 

by the NEC 9SDH-2 2 × 3 MV tandem accelerator at Fudan University. The scattered protons 

were detected at 155° and 165°, and the Au/Si surface barrier detector was put on a movable 

frame, which could be shifted along a circle orbit, so that the detection angle θ can be changed 

in the experiment. The accelerator energy scale was calibrated by using both nuclear 

resonance reactions of 
27

Al(p,γ)
28

Si at 992 keV and 
19

F(p,αγ)
16

O at 872 keV. The beam 

energy has a precision better than ± 6 keV and an energy spread of around 1 keV. The beam 

was confined to a diameter of 0.6 mm and the beam currents were limited to 40 nA to protect 

the target from overheating which could cause the deuterium degassing from the sample. 

A sample for cross-section measurements consists of three layers of metal films and was 

made by means of a DC magnetron sputtering method. A layer of ~5 nm tantalum film was 

sputtered on 7 μm Al substrate, which was taken as the ion dose reference. Ti film with 

~50 nm thickness was deposited onto the Ta film subsequently as the deuterium storage layer, 

and then about 5 nm Ni was deposited onto the Ti film as the anti-oxidation layer. The areal 

density of Ta was measured with RBS using 4.0 MeV 
4
He ions. The areal density of D in the 

target was measured with ERD analysis with 6 MeV 
16

O ions. This was done by 

simultaneously employing two detectors, one was used to detect the deuterium particles 
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recoiled from the target at the angle of 30°, and the other was used to measure the 
16

O 

particles scattered from the target at the angle of 165°. 

The area of the deuterium peak could be measured accurately with the uncertainty less than 

2%.The background signals under the tantalum peak were very low and negligible. The 

uncertainty of Rutherford cross section σTa associated with uncertainties from the scattering 

angle (± 1°) and the proton beam energy (± 6 keV) is less than 1%. Thus, the total uncertainty 

associated with the measured cross section is less than 7.5%. 

Excitation functions for D(p,p)D are presented in Fig. 3.1 for (a) 155° and (b) 165°. 

  

FIG. 3.1. Excitation functions for D(p,p)D at (a) 155° and (b) 165°. 

 T(p,p)T  3.2.2.

Proton beam was provided by the NEC 9SDH-2 2 × 3 MV tandem accelerator at Fudan 

University. The accelerator energy was calibrated by 
27

Al(p,)
28

Si at 992 keV and 
19

F(p,αγ)
16

O at 872 keV reactions. The energy precision was better than ± 6 keV and the 

energy spread was ~1 keV.  

A particle detector was placed at 165° subtending solid angle of 1.87×10
-3

 sr, set by a defining 

slit of 3×4 mm. The detector angular resolution was 1°. The particle detector energy 

resolution was 12 keV for protons. The diameter of the incident beam was 0.6 mm and the 

current on the target was limited to 40 nA. The measurements were done in the energy range 

from 1.4 to 3.4 MeV in steps of 200 keV. The typical accumulated charge per measurement 

was 20 C. The Pd/TiTx/Al sample prepared by a conventional hydrogenation method was 

used for the measurements. The target was very stable under a beam of 40 nA and average 

tritium losses were less than 0.2% during 20 C runs.  

The amount of tritium in the target was measured by ERD analysis using a beam of 6 MeV 
16

O ions. This was done by simultaneously employing two detectors, one to detect the T and 

H recoils at a recoil angle of 30°, and the other to measure the backscattering yield of the 

incident 
16

O particles at a scattering angle of 165°. The peak area of the backscattered signal 

of Pd was used as an ion dose calibration for the ERD measurement. An areal density of 

1.62×10
17

 at/cm
2
 was achieved using this tritiation process. The uncertainty associated with 

the determination of absolute tritium concentration was less than 5%. It was also found that 

virtually no tritium migrated into the Al foil.  
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The uncertainties in peak area determination resulted from statistical uncertainties and 

background subtraction uncertainties in the determination of T and Pd peak areas, are 

typically ± 2–3%, and in all cases less than ± 4%. The uncertainty of Pd,Ruth associated with 

uncertainties in the scattering angle (± 1°) and the proton beam energy (± 6 keV) is less than 

0.96% in the measured energy region. The measuring uncertainty of the areal density (Nt)Pd is 

less than 4%. Thus, the total uncertainty associated with the measured cross section is less 

than 7.5%. 

Data are published in [3.2]. T(p,p)T excitation function is presented in Fig. 3.2. 

 

FIG. 3.2. T(p,p)T excitation function at 165°. 

 

 He(p,p)He  3.2.3.

The incident proton beams used in these cross-section measurements, in the energy range 

from 1.6 to 3.6 MeV, were provided by the NEC 9SDH-2 2 × 3MV tandem accelerator at 

Fudan University. Accelerator energy calibration and experimental setup are the same as in 

3.2.2. 

Steps in the proton beam energy of 100 keV were taken in the energy range of 1.6─3.0 MeV 

and 200 keV between 3.0 and 3.6 MeV. The accumulated charge per energy interval was 

usually 20 μC. It was found that the Ag/TiHex target was very stable under bombardment by 

30 nanoampere proton beams and no helium losses were observed during 20 μC runs. 

The target was produced by growing Ti film by DC magnetron sputtering in a mixture of 

working gases containing helium and argon. The helium content in the Ti film can be 

controlled by adjusting the ratio of the helium and argon fluxes i.e. QHe/QAr where QHe and 

QAr are the respective fluxes. The gases used to create the atmosphere for the DC discharge 

were a mixture of 99.99% purity argon and 99.99% purity helium. During the deposition, the 

sputtering current was about 0.32 A and the concurrent discharge voltage was about 240 V. A 

uniform Ti – He film with 5.3×10
17

 atoms/cm
2
 Ti atoms and 1.87×10

17
 atoms/cm

2
 He atoms 

was sputtered onto a 7 μm Al foil. Following this an Ag overlayer of 3.3×10
16

 atoms/cm
2
 was 

deposited on the Ti film in order to prepare an Ag/TiHex/Al target for the cross-section 

measurements. The Ag film is important as it is used as an internal ion dose reference and 

also can prevent titanium from oxidizing. The reason why the thin Al foil was chosen for the 

E (MeV) 
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backing material was to obtain as low a background as possible in the spectral region of the 

helium signal. 

The amount of helium in the target was measured by elastic recoil detection analysis (ERDA) 

using a beam of 6.8 MeV 
12

C ions. This was done by simultaneously employing two 

detectors, one to detect the He recoils at a recoil angle of 30° and the other to measure the 

backscattered yield of the incident 
12

C particles at a scattering angle of 165°. The peak area of 

the backscattered signal of Ag was also used as an ion dose calibration for the ERD 

measurement. Thus, the uncertainty associated with the determination of absolute helium 

concentration was less than 5%. 

The uncertainties in AAg and AHe result from statistical uncertainties and background 

subtraction uncertainties in the determination of Ag and He peak areas and they are typically 

± 2–3%. The uncertainty in σAg,Ruth associated with uncertainties in the scattering angle (± 1°) 

and the proton beam energy (± 6 keV) is less than ± 1% in the measured energy region. The 

uncertainty from measuring the areal density (Nt)Ag is less than 4%. Thus, the total 

uncertainty associated with the measured cross section is about 7.3%. Results are published in 

[3.3]. 

The excitation function for He(p,p)He at the angle of 165° is presented in Fig. 3.3. 

 

FIG. 3.3. He(p,p)He excitation function at 165°. 

 7
Li(p,p)

7
Li,

 12
C(p,p)

12
C and 

19
F(p,p)

19
F  3.2.4.

A proton beam in the energy range of 3.0─7.2 MeV at 25 keV steps was delivered by the 

HVEE 5 MV Tandetron accelerator at the CMAM in Madrid. The accelerator energy was 

calibrated by using resonances in alpha article scattering from 
12

C, 
14

N, 
16

O and 
28

Si and in the 

(p,) reaction on 
27

Al. The precision in the energy was better than 0.1%. Beam was collimated 

to dimensions of 3.0 × 3.0 mm
2
. Particle detector of 50 mm

2
 area, 500 m thickness and 12 

keV FWHM energy resolution, was placed at 150° (lab). Detector solid angle was defined by 

a 2.1 × 8.2 mm
2
 rectangular collimator placed at 82.8 mm from the target. Solid angle was 

2.51 msr and the spread in the scattering angle due to geometrical effects was 1.5°.  
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A thin LiF target (~50 g/cm
2
) was evaporated on a self-supporting C target (~30 g/cm

2
) 

and further coated with a thin Au layer (~20 g/cm
2
) for beam dose normalization. Proton 

beam was kept in the range 10–40 nA, depending on beam energy, in order to keep the count 

rate low enough to have negligible pile-up effects (< 0.5%). Each measurement was allowed 

to continue until obtaining at least 2000 counts in all the elastic scattering peaks.  

The contributions to the uncertainty in the cross-section value are: ± 1.0% (from Rutherford 

cross section on Au), ± 1.0% (area density ratio, except ± 0.5% for carbon). If these ‘non-

statistical’ contributions are added linearly to the statistical uncertainties from the peak areas, 

the following conservative estimates are obtained for the uncertainties of the absolute cross 

sections, at all the beam energies: ± 5.0% for proton elastic scattering on 
19

F, ± 3.5% for 

proton on 
12

C and ± 4.0% for proton on 
7
Li. Data are published in [3.4]. 

7
Li(p,p)

7
Li, 

12
C(p,p)

12
C and 

19
F(p,p)

19
F excitation function are plotted in Figs 3.4–3.6, 

respectively. 
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FIG. 3.4. Excitation function for 
7
Li(p,p)

7
Li at 150°. 
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FIG. 3.5. Excitation function for 
12

C(p,p)
12

C at 150°. 
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FIG. 3.6. Excitation function for 
19

F(p,p)
19

F at 150°. 

 

 Li(p,p)Li and N(p,p)N  3.2.5.

Experiments were performed with the 2.5 MV Van de Graaff accelerator at the Nuclear and 

Technological Institute in Lisbon. Appropriate samples for cross-section measurements were 

prepared or acquired and their composition determined by He-RBS. Detection of scattered 

particles was done by a fixed Si surface barrier detector located at 160º scattering angle in 

Cornell geometry and a movable detector positioned at chosen scattering angles, in IBM 

geometry. Proton beam energy was calibrated using the resonances of the reaction 
19

F(p,)
16

O at 872, 935, 1375 and 1691 keV. N(p,p0)N cross sections were measured in the 
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700─2400 keV energy range and for scattering angles of 160º, 140º, 125º and 110º using the 

standard thin film technique.  

Three samples were used for the determination of the Li(p,p0)Li cross section. The first 

sample was a LiF single crystal implanted with 300 keV Ar
2+

 ions to a fluence of 6.06×10
15

 

at/cm2. The implantation allowed the formation of a damaged surface layer, thus minimizing 

channelling effects during the measurements. To further avoid any channelling effects, the 

measurements were performed with the sample tilted to 5º and in permanent rotation along 

the azimuthal axis. A thin Au layer was deposited over the LiF to act as an internal standard 

during the Li cross section measurements. The exact areal density of Au was determined from 

an 
4
He-RBS spectrum acquired at 2 MeV and 160º. The areal density of Au was thus 

determined to be (62.0 ± 1.2)×10
15

 at/cm
2
. The second sample was a pellet of LiCl anhydrous 

powder of 99% purity. No internal standard was used in this sample. The product  × Q was 

adjusted using the Cl surface yield. The third and final sample was a Y-cut congruent LiNbO3 

single crystal grown by the Czochralski method. No internal standard was used in this sample. 

The product  × Q was adjusted using the Nb surface yield. To avoid any channelling effects, 

the measurements were performed with the sample tilted to 5º and in permanent rotation 

along the azimuthal axis. 

To measure the Li cross sections using a thick sample (LiF single crystal implanted with 300 

keV Ar
2+

 over which a (62.0 ± 1.2)×10
15

 at/cm
2
 Au layer was deposited) 15 proton spectra 

were acquired at 140º and 160º scattering angles for different beam energies in the              

9992200 keV interval. Given the light element composition of the sample, the Li signal is 

clearly visible in all spectra. However, the F presence is an additional complication due to the 

fact that its elastic scattering cross section is non- Rutherford and (p,p′) reactions are present. 

The Li cross section was calculated by transforming the yield at each channel into a cross-

section value. However, given the fact the Li signal is superimposed on the F signal, we first 

determined an apparent F cross section using the same point by point procedure, but 

restricting the analysis to the surface channels of the F signal. Li(p,p)Li excitation functions 

are shown in Figs 3.7a and 3.7b. 

The sample used was an AlN thin film reactive sputter deposited over a vitreous carbon 

substrate. A thin Au layer was deposited over the AlN to act as an internal standard. 

Experiments were made in the energy range 700 keV ≤ Ep ≤ 2400 keV, with minimum steps 

of 5 keV near the resonances, and 30 keV in other regions of the cross section. N(p,p)N 

excitation functions are given in Fig. 3.8a-d. 
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FIG. 3.7. Excitation functions for Li(p,p)Li at (a) 140º and (b) 160º. 
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FIG. 3.8. Excitation functions for N(p,p)N at (a) 110º, (b) 125º,( c) 140º and (d) 160º. 

 

 N(p,p)N  3.2.6.

Measurements were performed using proton beams from the 6.0 MV Tandem Van de Graaff 

accelerator at the Ruđer Bošković Institute in Zagreb. The excitation function of the 
14

N(p,p)
14

N was measured between 2.4 and 5.0 MeV with a minimum step of 10 keV where 

the cross section varied rapidly and 25 keV elsewhere. 

Thin AlN film (~150 nm) reactive sputter deposited on vitreous graphite substrate was used. 

6 nm thick Au layer was evaporated onto the target for normalization purposes. The 

accelerated proton beam was directed normally to the target surface with Au layer facing the 

beam. Measurements were performed with the proton beam in the energy interval from 2.4 to 

5 MeV and with energy steps between 10 and 25 keV. Three particle detectors positioned at 

118°, 150° and 165°, with a 2.5 msr solid angle each, were used to detect backscattered 

protons from the target. The energy resolution of the detectors was ~12 keV. Beam current 

was kept below 10 nA during the experiment.  

The uncertainty in the measured cross sections is calculated to be less than 6% for energies 

below 4.6 MeV and between 6% and 8% for energies from 4.6 and 5 MeV for 165° and 150°. 

For 118° the relative uncertainty was below 5% for all energies. The following factors were 

taken into consideration for estimating the uncertainty: the counting statistics of the peak 

areas and the systematic error in determining the NAu/NN ratio. Uncertainties due to dead time, 

solid angle and improper charge measurement are eliminated with the normalization to 
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backscattering protons from gold. Errors of the detector angular settings were estimated to be 

negligible. 

Data are published in [3.5]. Excitation functions are displayed in Fig. 3.9. 
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FIG. 3.9. Excitation functions for N(p,p)N at (a) 118°, (b) 150° and (c) 165°. 

 

 Al(p,p)Al  3.2.7.

Measurements were done with protons from the 6.0 MV Tandem Van de Graaff accelerator at 

the Ruđer Bošković Institute in Zagreb. Energy calibration of analyzing 90° magnet was made 

using narrow resonances 
27

Al(p, γ)
28

Si at 991.88 keV and neutron threshold reaction 
7
Li(p, n)

7
Be at 1880.6 keV. Secondary calibration points 

16
O(p, p)

16
O at 3.47 MeV and 

12
C(p, p)

12
C at 4.808 MeV were used to check calibration. Energy spread of the beam was 

0.1%.  

Same experimental setup and target as for 3.2.6. Results are published in [3.6]. 

Excitation functions for elastic scattering of protons from Al at three different scattering 

angles are displayed in Fig. 3.10a-c. 
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FIG. 3.10. Excitation functions for Al(p,p)Al at (a) 118°, (b) 150° and (c) 165°. 

  
23

Na(p,p)
23

Na  3.2.8.

The experimental work was conducted at the 5 MV Tandetron accelerator at the CMAM 

(Centro de Microanálisis de Materiales) in Madrid. The measurements were performed at 

proton energies from 2.2 to 5.2 MeV with steps ranging from 20 to 5 keV. The accelerator 

energy was calibrated using resonances in alpha particle elastic scattering from 
12

C, 
14

N, 
16

O 

and 
28

Si and in the (p,γ) reaction on 
27

Al; after the calibration the bombarding energy is 

known to be better than ± 0.1%. The proton beam on the target was 2 × 2 mm
2
.  

The target was 63 μg/cm
2
 NaBr evaporated on a thin C foil (about 30 μg/cm

2
). The proton 

energy loss in the NaBr film was about 5 to 3 keV. Spectra were measured by a particle 

detector (50 mm
2
 area, 500 μm thickness and 12 keV FWHM energy resolution) placed at 

150° (= 2.51 ± 0.04 msr). The spread in the scattering angle due to beam size on the target 

and detector finite aperture was 1.2°. The current was collected in a Faraday cup biased at 

+190 V, strongly inhibiting the escape of secondary electrons. During the measurements 

proton beam currents were in the range 20─40 nA, in order to keep the count rate low enough 

to reduce pile-up effects. Dead time corrections were negligible (< 0.5%).  

The uncertainty contributions in the absolute differential cross section are: peak area < 1.0%, 

Rutherford cross section for Br 1.1%, stoichiometric ratio 2.0%, Na areal density 5.0%, 

particle detector solid angle 1.6% and number of incident protons 1.0%. By adding the 

systematic contributions to the statistical uncertainties from the peak areas, an overall 

uncertainty better than ± 6.0% can be estimated.  

The excitation function is displayed in Fig. 3.11. Results are published in [3.7]. 
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 K(p,p)K  3.2.9.

The experiments were performed using the proton beam of the 5.5 MV TN11 Tandem 

Accelerator of N.C.S.R. “Demokritos”, Athens, Greece. The protons, accelerated to 

Ep,lab=3000─5000 keV, in steps of 25 keV, were led to a cylindrical scattering chamber of 

large dimensions (R ~ 30 cm). The final ion energy of the proton beam (energy offset ~2.5 

keV) was determined by nuclear magnetic resonance measurements (NMR) with an estimated 

ripple of ~0.1─0.15%, as verified by the 991.89 keV resonance of the 
27

Al(p,γ) reaction at the 

beginning and at the end of the experiment, using a HPGe detector. 

The detection system consisted of four Si surface barrier detectors (Thickness: 300 to 1000 

μm; set at 10 intervals) along with the corresponding electronics. The spectra from all four 

detectors were simultaneously recorded and the procedure was repeated for every Ep,lab. The 

beam spot size was 2.5  2.5 mm
2
, while the current on target did not exceed 10 nA during all 

measurements. Two liquid nitrogen traps were set on both ends of the goniometer in order to 

reduce the carbon build-up on the target, while the vacuum was kept constant, as low as 

~510
-7

 Torr. After every ~10 steps in beam energy, the beam spot position was slightly 

changed in order to avoid excessive carbon buildup and/or target deterioration (mainly 

through heating). The target was placed at a distance of ~9 cm from the detectors. Orthogonal 

slits (~4.510 mm
2
) were placed in front of the detectors in order to reduce the angular 

uncertainty (~ ± 1.5
o
), while allowing an adequate effective solid angle to be subtended by the 

detectors.  

The target was created as follows: A highly pure (> 99.9%) minimal quantity of dehydrated 

potassium fluoride (K: 19.6 ± 1.3 μg/cm
2
) was evaporated on a thin (~10 μg/cm

2
) carbon 

(accelerator, stripping) foil. The target was subsequently covered by an ultrathin evaporated 

Au layer (10.7 ± 0.7 μg/cm
2
), which served a multitude of purposes: (a) By forming a 

protective layer and thus, by diminishing the absorption of humidity through air contact, it 

improved the mechanical stability of the target, (b) it acted as a stabilizer against fluorine 

evaporation and corresponding target deterioration during the irradiation and (c) it was used 
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FIG. 3.11. Excitation function for 
23

Na(p,p)
23

Na at 150°. 
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for normalization purposes, as will be analyzed in the following section. The Au/K ratio was 

determined by XRF measurements, which also revealed a non-negligible bromine 

contamination. The XRF analysis was performed using the in─house developed portable 

milli-beam XRF spectrometer of N.C.S.R. “Demokritos”. The results were verified by p-RBS, 

analyzing multiple spectra taken at Ep,lab=1─1.5 MeV (with an energy step of 0.1 MeV), using 

the same experimental setup for absolute measurements. For the corresponding analysis, 

SIMNRA (v. 6.04) was used along with EBS data from IBANDL, following Sigmacalc 

calculations, in order to determine the fluorine concentration as well as the oxygen 

contamination and the carbon foil thickness. XRF and p-RBS results for the critical Au/K 

ratio agreed with an accuracy better than 5%. 

The statistical uncertainties did not exceed 1─2%, while the overall experimental uncertainty 

was dominated by the error in the determination of the NtAu/NtK ratio, which was of the order 

of ~10%, including mainly the uncertainties in the Q (accumulated charge)  Ω (solid angle 

covered by the detector) product, and in the adopted stopping power values [3.8] as well as 

the deviations between the obtained XRF and p-RBS results. The total experimental 

uncertainty was calculated following standard error propagation formulas. 

Data are presented in [3.9]. Excitation functions for K(p,p)K for (a) 140°, (b) 150°, (c) 160° 

and (d) 170° are shown in Fig 3.12. 

 

  

  
 

FIG. 3.12. Excitation functions for K(p,p)K at (a) 140°, (b) 150°, (c) 160° and (d) 170°. 
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3.3. (p,) MEASUREMENTS 

  
39

K(p,)
36

Ar  3.3.1.

The details of the measurement are given in 3.2.9. Data are published in [3.9]. Excitation 

functions for 
39

K(p,)
36

Ar are shown on Fig. 3.13. 

 

  

  
  

FIG. 3.13. Excitation functions for 
39

K(p,)
36

Ar at (a) 140°, (b) 150°, (c) 160° and (d) 170°. 
 

 

3.4. (d,d) MEASUREMENTS 

  C(d,d0)C  3.4.1.

The experiments were performed at NCSR “Demokritos”, Athens, Greece, using 5.5 MV 

TN11 Tandem Accelerator. The deuterons were accelerated to Ed = 900–2000 keV in steps of 

25 keV. The final ion energy was determined via nuclear magnetic resonance (NMR) probe 

with an estimated ripple of 1.6 keV, and a maximum offset of less than 0.5 keV, as verified 

using the 872.11 keV resonance of the 
19

F(p, αγ) reaction at the beginning and at the end of 

the experiment. The maximum uncertainty in the determination of Ed was thus estimated to be 

~2 keV.  

The detection system consisted of five (300–2000 μm) Si surface barrier detectors (4 rotating, 

set at 10° intervals, and 1 fixed at 160° as monitor) along with the corresponding electronics. 

E (keV) E (keV) 

E (keV) E (keV) 
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The spectra from all detectors were simultaneously recorded and the procedure was repeated 

by turning the four Si detectors by 5° for every Ed,lab. The beam spot size was approximately 3 

× 3 mm
2
. The current on target did not exceed 100 nA. The high-purity (99.9%) thin carbon 

foils (98.9% 
12

C–1.1% 
13

C) were used as targets with the nominal thickness of 

~1×10
18

 at/cm
2
. Targets were placed at a distance of ~27 cm from the detectors. No absorber 

foils or slits were placed in front of the detectors. The solid angle subtended by the detectors 

as well as their energy resolution were determined via a triple 81.1 nCi, 
241

Am/
239

Pu/
244

Cm α-

source, along with RBS data from high purity thick gold and aluminum foils. The subtended 

solid angle ranged between 3.6×10
−4

 and 1.5×10
−3

 sr. The total estimated uncertainty in the 

Q×Ω product did not exceed 4.3% in the least favorable case. A long Faraday cup was 

implemented for the charge collection, while voltage suppression (300 V) was employed in 

front of the collimator set and on target. Two liquid nitrogen traps were set on both ends of 

the goniometer in order to reduce the carbon build-up on the targets, while the vacuum was 

kept constant ~5×10
−7

 Torr.  

The main source of uncertainty in the absolute cross-section measurements was the variation 

in the target thickness due to carbon buildup and/or sputtering. The statistical uncertainty was 

kept below 2% in all cases. Thus, the overall uncertainty in the absolute differential cross-

section measurements varied between 6 and 22% depending mainly on the target. 

Excitation functions for C(d, d0)C between 145° and 170° are given in Figs. 3.14a─f. Data are 

published in [3.10]. 
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FIG. 3.14. (a─f) Excitation functions for C(d,d0)C between 145° and 170.° 
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3.5. (d,p) MEASUREMENTS 

 10
B(d,p0,1,2,3,4-5,6)

11
B  3.5.1.

The experiments were performed using 5.5 MV TN11 Tandem Accelerator of N.C.S.R. 

“Demokritos”, Athens, Greece. The deuterons were accelerated to Ed  = 900–2000 keV in 

steps of 25 keV. Accelerator energy calibration and experimental setup are the same as 

described in 3.4.1.  

A highly pure (> 98%), isotopically enriched (94.6%) 
10

B target deposited on thick Ta 

backing was used for the experiments. The thickness of the target was 10.2 μg/cm
2
 (± 10%). 

The target was placed at a distance of 8.5 cm from the detectors. 50 μm Kapton was used to 

stop elastically scattered deuterons. Additionally, orthogonal slits (4.5×10 mm
2
) were placed 

in front of the detectors in order to reduce the angular uncertainty (± 1.5°).  

The total estimated uncertainty for the product Q× varied between 4─7%. The statistical 

uncertainty also varied between 1─5%, with the (d,p3) being the least favorable case in the 

energy interval studied (mainly due to the high-induced background at low energies). The 

uncertainties vary between 11% and 16% and include uncertainties in the product Q × Ω, in 

the target thickness, in peak integration and statistical uncertainties. The main source of 

uncertainty is related to the determination of the 
10

B content in the isotopically enriched 

target. Results are published in [3.11]. Excitation functions are displayed in Fig. 3.15a─g.  
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FIG. 3.15. (a─g) Excitation functions for 
10

B(d,p0,1,2,3,4-5,6)
11

B reactions at 135°, 140°, 145°, 150°, 

160°, 165° and 170°, respectively. 
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11

B(d,p0)
12

B  3.5.2.

The experiments were performed using the deuteron beam of the 5.5 MV TN11 Tandem 

Accelerator of N.C.S.R. “Demokritos”, Athens, Greece. The deuterons, accelerated to Ed = 

900─1200 keV, in steps of 25 keV, were led to a scattering chamber of large dimensions. For 

the charge measurements (charge collection and subsequent current integration) the whole 

chamber was electrically isolated from the beam line and voltage suppression of ~300 V was 

applied on both the collimator set and on the target. Experimental setup is described in all 

details in 3.4.1.  

The total estimated uncertainty for the product Q × Ω varied between ~3─5%. A highly pure 

(> 99.9%) thin natural boron target deposited on a 6 μm Al substrate (Goodfellows microfoil) 

was used for the experiments. The specified thickness of the target was 0.1 μm at 20% 

accuracy. The actual target thickness was found to be much lower (157×10
15

 

at/cm
2

 

± 10%) 

using d-RBS, 
12

C RBS and 
10

B(d,p2). The combined uncertainties varying between ~11─14%, 

the main source of uncertainty was undoubtedly the determination of the target thickness. 

Results are published in [3.12]. 

Excitation functions are shown in Fig. 3.16a─d. 
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FIG. 3.16. Excitation functions for the 
11

B(d,p0) reaction at (a) 140°, (b) 150°, (c) 160° and (d) 170°. 
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 12
C(d,p0,1,2,3)

13
C  3.5.3.

Details of the experimental setup are explained in 3.4.1. Several high-purity (99.9%) self-

supported natural carbon foils (98.9% 
12

C–1.1% 
13

C) were used as targets, having a nominal 

thickness of ~1×10
18

 at/cm
2
. The targets were placed at a distance of ~27 cm from the 

detectors. No absorber foils or slits were placed in front of the detectors. The main source of 

uncertainty in the absolute differential cross section measurements is the variation of the 

target thickness, primarily due to carbon build-up. This uncertainty is critical in the study of 

the 
12

C(d,p1,2,3) reactions, because it does not only contribute to the uncertainty in the energy 

of the incoming beam, but directly affects the obtained experimental yield. The total estimated 

uncertainty for the product Q×Ω did not exceed 4.3% in the least favourable case. The 

statistical uncertainty was below 1% for p0 and for p1,p2,p3 varied, ranging between 1% and 

10%, with the (d,p3) being the least favourable case in the studied energy interval. The oxygen 

contamination of the samples due to their manufacturing process was practically negligible 

(1–3 at %). A long Faraday cup was implemented for the charge collection, while voltage 

suppression (300 V) was employed in front of the collimator set and on target. Two liquid 

nitrogen traps were set on both ends of the goniometer in order to reduce the carbon build-up 

on the targets. The overall uncertainty in the absolute differential cross-section measurements 

varied between 6% and 22% depending mainly on the target. 

Excitation functions for 
12

C(d,p0)
13

C reaction between 135° and 170° are given in Fig. 

3.17a─h and for 
12

C(d,p1,2,3)
13

C between 145° and 170° are given in Fig 3.18a─f. Results for 
12

C(d,p0) are published in [3.13] and for 
12

C(d,p1,2,3) in [3.14]. 
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FIG. 3.17. (a─h) Excitation functions for the 
12

C(d,p0)
13

C reaction between 135° and 170°. 
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FIG. 3.18. (a─f) Excitation functions for the 
12

C(d,p1,2,3)
13

C reactions between 145° and 170°. 

 

  
14

N(d,p0,1+2)
15

N  3.5.4.

The ion beam from the IPPE EG-2.5 Van de Graaff accelerator was employed with an energy 

resolution estimated to be 0.1%. The energy calibration of the accelerator was made using the 
27

Al(p,) resonance at 991.9 keV and the 
7
Li(p,n) reaction threshold at 1880.4 keV. The beam 

was collimated to form a 2 mm spot on the target. The target was prepared by vacuum 

evaporation of adenine (C5H5N5) on ~0.3 mg/cm
2
 thick silver backing. The number of 

nitrogen atoms in the target was estimated to be ~1.4×10
18

 cm
-2

. A particle detector of 500 m 

depletion depth at nominal voltage was placed at a distance of 63 ± 1 mm from the beam spot 

to measure (d,p) and (d,) spectra. The solid angle subtended by the detector was equal to 

7.61 ± 0.34 msr. It was calculated from the measurement of the distance between the beam 

spot on the target and the detector entrance aperture diameter, which was equal to 6.20 ± 0.1 

mm. In the (d,p0) reaction measurements, the detector was covered with a 300 m thick 
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aluminum foil in order to reduce the energy of registered protons so that their range in the 

detector did not exceed the depletion depth. 

The uncertainties in the dependence of the cross sections on energy originated mainly from 

the counting statistics and on the evaluation of the area under peaks. These uncertainties were 

estimated not to exceed 5% in total. The normalization of the measured excitation functions 

was made against the values obtained for incident deuterons of 972 keV as described in 

[3.15]. Data are published in [3.16]. 

The excitation functions for the 
14

N(d,p)
15

N reaction at 150° are given in Fig. 3.19. 
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FIG. 3.19. The excitation functions for the 
14

N(d,p)
15

N reaction at 150°. 

 

  
27

Al(d,p0+1,2+3,4,5+6)
28

Al  3.5.5.

The ion beam from the IPPE EG-2.5 Van de Graff accelerator was employed with an energy 

resolution estimated to be 0.1%. The energy calibration of the accelerator was made using the 
27

Al(p,) resonance at 991.9 keV and the 
7
Li(p,n) reaction threshold at 1880.4 keV. The 

obtained calibration constant at two energy points appeared to be the same within 0.07%. 

Since this figure was less than the accuracy of the calibration procedure, no dependence of the 

calibration constant on energy was assumed and an average value obtained for the two points 

was used. The beam was collimated to form a 2 mm spot on the target. A surface barrier 

detector of 700 m depletion depth at nominal voltage was placed at a distance of 63 ± 1 mm 

from the beam spot (7.61 ± 0.34 msr). In the (d,p) reaction measurements the detector 

was covered with a 40 m thick aluminum foil in order to suppress elastically scattered 

deuterons and alpha particles from (d,) reactions. The collected charge Q was in the range of 

80–160 C depending on the beam energy and the beam current was kept between 50 nA and 

70 nA. 
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The target used in the measurements was a self-supporting aluminum foil ~0.6 m thick. Its 

thickness was determined to be (3665 ± 55)×10
15

 at/cm
2 

by resonance profiling using 991.9 

keV (p,) resonance. The absolute uncertainty in the measured cross sections was estimated to 

be below 6.0% with contributions: current integration 2%, solid angle 4.5%, target thickness 

1.5% and peak statistics from 1─3%. The excitation functions for 
27

Al(d,p0-6)
28

Al at 150° are 

given in Fig. 3.20. Data are published in [3.17]. 

 

        

FIG. 3.20. The excitation functions for the 
27

Al(d,p0-6)
28

Al reaction at 150°. Reproduced courtesy of 

Elsevier [3.17]. 

  
28

Si(d,p0,1,2,3)
29

Si  3.5.6.

The experiments were performed using the deuteron beam of the 5.5 MV TN11 Tandem 

Accelerator of N.C.S.R. “Demokritos”, Athens, Greece. The deuterons, accelerated to 

Ed,lab = 1500─2000 keV in rough steps of ~50 keV, were led to a scattering chamber of large 

dimensions. For the charge measurements (charge collection and subsequent current 

integration) a long Faraday cup was implemented, while voltage suppression of ~300 V was 

applied on the collimator set, on the target and on the Faraday cup itself. 

The detection system consisted of three Si surface barrier detectors (1000─2000 μm) along 

with the corresponding electronics. The spectra from all the three detectors were 
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simultaneously recorded and the procedure was repeated by turning the detectors by 5° for 

every Ed. No absorber foil was used. Due to the small size of the target, the collimator size 

was severely reduced, and thus the beam spot size was 1.5 × 1.5 mm
2
, while the current on 

target did not exceed 100 nA during all measurements. 

The target was placed at a distance of ~9 cm from the detectors. The total estimated 

uncertainty for the product QΩ varied between ~3─5%. The target used was an ultra thin, 

high-purity silicon nitrite membrane, having a nominal thickness of 75 nm (Silson). This self-

supporting target (by the surrounding Si window) had a square shape, with an area of 5 x 5 

mm
2
. The combined uncertainties, varying between ~4─7% (for different levels), included 

uncertainties in the Q-ratio, in peak integration, as well as, statistical uncertainties, and 

corresponded to ± 1σ accuracy. 

Data are published in [3.18]. The excitation functions for 
28

Si(d,p p0,1,2,3)
29

Si are given in 

Fig. 3.21. 
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FIG. 3.21. Excitation functions for 
28

Si(d,p0,1,2,3)
29

Si reaction. 
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 32
S(d,p0,1,2,3,4-6,7)

33
S  3.5.7.

The deuteron beams used were delivered by the 5.5 MV TN11 Tandem Accelerator of NCSR 

‘‘Demokritos”, Athens, Greece. The energy of the deuterons ranged from Elab = 1975 to 2600 

keV in steps of 25 keV. The final energy of the deuterons was measured by nuclear magnetic 

resonance with an accuracy of ± 2 keV. The beam was led onto the target through a collimator 

of 2 mm diameter placed about 45 cm before the target, yielding a beam spot of 3 × 3 mm
2
. 

At both the target and the collimator a suppression voltage of 300 V was applied. In front and 

behind the scattering chamber, a set of two liquid nitrogen traps was used, in order to reduce 

the carbon built up on the target. 

The detection apparatus consisted of five SSB detectors. Four of them with thicknesses 

ranging from 1000 to 2000 m were placed at angles from 140° to 170° in steps of 10°, and at 

a distance of 9 cm from the target. In front of each of these detectors an orthogonal tantalum 

slit was placed defining thus the measured angles with an accuracy of 0.1°. Additionally, a 

Kapton foil of 50 m thickness was mounted in front of the slits and was used as an absorber 

for the deuterons elastically scattered by the target, enabling beam currents up to 100 nA. The 

fifth detector was mounted at 120° with a circular tantalum aperture in front and was used in 

order to detect the elastically backscattered deuterons from the target for each energy step. 

The energy calibration of the detectors was made using a triple  – source (
241

Am, 
239

Pu, 
244

Cm) of known activity. The same source was also used in order to measure the solid angle 

 sustained from each of the detectors. The accumulated charge Q of the beam was measured 

at two beam energies (900 and 1500 keV) by detecting the deuterons which were elastically 

scattered by a thick aluminum target. At these energies the backscattering is purely 

Rutherford and thus the number of scattered deuterons is proportional to the product Q × .  

A thin self-supported target, which was prepared by evaporating TiS2 powder onto a carbon 

foil of 10 g/cm
2
 was used. On top of this target, a thin Ta layer was evaporated in order to 

ensure the thermal stability of the target. The exact thickness of the layer was determined by 

d-RBS and was found to be 3.09×10
17

 at/cm
2
 consisting of 42% of natural S and 58% of Ti. 

Data are published in [3.19]. The excitation functions for 
32

S(d,p0,1,2,3,4–6,7)
33

S reactions at (a) 

140°, (b) 150°, (c) 160° and (d) 170° are given in Fig. 3.22.  

 

3.6. (d,) MEASUREMENTS 

 10
B(d,)

8
Be  3.6.1.

The experiments were performed using the deuteron beam of the 5.5 MV TN11 Tandem 

Accelerator of N.C.S.R. ‘‘Demokritos’’, Athens, Greece. 
10

B(d,α0) reaction has been studied 

in the projectile energy region Ed,lab = 900–2000 keV (in steps of 25 keV) and for detector 

angles 135─170° (in steps of 5°), using the 
10

B isotopically enriched target. Details of the 

experimental setup are presented in detail in 3.4.1.  

The uncertainty varied between ~11% and 14%, including uncertainties in the product Q × Ω, 

in the target thickness and in peak integration as well as statistical uncertainties to ±1σ 

accuracy. This work is published in [3.20]. Excitation functions for 
10

B(d,α0)
8
Be reaction at 

(a) 135°, (b) 140°, (c) 145°, (d) 150°, (e) 155°, (f) 160°, (g) 165° and (h) 170° are given in 

Fig. 3.23a─h, respectively. 
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FIG. 3.22. Excitation functions for 
32

S(d,p0,1,2,3,7)
33

S reactions at (a) 140°, (b) 150°, (c) 160°  

and (d) 170°. 
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FIG. 3.23. Excitation functions for the 
10

B(d,0)
8
Be reaction at (a) 135°, (b) 140°, (c) 145°, (d) 150°, 

(e) 155°, (f) 160°,( g) 165° and (h) 170°. 

 

  
11

B(d,α0,2)  3.6.2.

The experiments were performed using the deuteron beam of the 5.5 MV TN11 Tandem 

Accelerator of N.C.S.R. “Demokritos”, Athens, Greece. The deuterons, accelerated to Ed,lab = 

900─1200 keV, in steps of 25 keV, were led to a scattering chamber of large dimensions. For 
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the charge measurements (charge collection and subsequent current integration) the whole 

chamber was electrically isolated from the beam line and voltage suppression of ~300 V was 

applied on both the collimator set and on target. 

Experimental setup is described in detail in 3.4.1. The target was placed at a distance of ~9 

cm from the detectors. Orthogonal slits (~4.510 mm
2
) were placed in front of the detectors in 

order to reduce the angular uncertainty (~ ± 1.5°), while allowing an adequate effective solid 

angle to be subtended by the detectors. The determination of the product QΩ was carried out 

by deuteron-induced Rutherford backscattering measurements (d-RBS) using high purity 

mechanically polished thick aluminum and gold foils as targets (d-RBS spectra taken at Ed = 

0.9, 1.0, 1.1 and 1.2 MeV). The total estimated uncertainty for the product QΩ varied 

between ~3─5% (pending on the detector). 

Work is published in [3.12]. Excitation functions for 
11

B(d,α0) and 
11

B(d,α2) reaction at (a) 

140°, (b) 150°, (c) 160° and (d) 170° are displayed in Fig. 3.24 and Fig. 3.25, respectively. 
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   FIG. 3.24. Excitation functions for 11
B(d,0) reaction at (a) 140°, (b) 150°, (c) 160° and (d) 170°. 
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FIG. 3.25. Excitation functions for 11
B(d,2) reactions at (a) 140°, (b) 150°, (c) 160° and 

(d) 170°. 

 14
N(d,)

12
C  3.6.3.

The ion beam from the IPPE EG-2.5 Van de Graaff accelerator was employed with an energy 

resolution estimated to be 0.1%. The experimental setup is described in detail in 3.5.4.  

In course of the (d,) measurements the bias voltage was decreased so that protons 

corresponding to the (d,p0) reaction deposited only a small fraction of the energy in the 

detector sensitive layer. In order to reduce the count rate caused by elastically scattered 

deuterons, the detector was covered with 17.5 m thick aluminum foil. Thus, the alpha 

particle signal was registered with practically no background. 

The normalization of the measured excitation functions was made against the values obtained 

for incident deuterons of 972 KeV as described in [3.15]. The uncertainties in the dependence 

of the cross sections on energy originated mainly from the counting statistics and on the 

evaluation of the area under peaks. These uncertainties were estimated not to exceed in total 

5%. 

Work is published in [3.16]. The excitation functions for the 
14

N(d,)
12

C reaction are given in 

Fig. 3.26. 
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 27
Al(d, 0,1,2,3,4)

25
Mg  3.6.4.

The ion beam from the IPPE EG-2.5 Van de Graaff accelerator was employed with an energy 

resolution estimated to be 0.1%. Experimental conditions are described in detail in 3.5.5.  

In the course of the (d,) measurements the bias voltage was reduced so that protons 

deposited only a small fraction of the energy in the detector sensitive layer. The scattering 

chamber was electrically isolated from the ground in order to collect the charge of ions 

impinged on the target. The collected charge Q was in the range of 80–160 C depending on 

the beam energy and the beam current was kept between 50 nA and 70 nA. 

The target used in the measurements was a self-supporting aluminum foil ~0.6 m thick. Its 

thickness was determined by resonance profiling using 991.9 keV (p,) resonance and from 

the (d,d) spectrum measured at 1100 keV. The number of atoms N derived from the RBS 

experiment was equal to (3650 ± 90)×10
15

 at/cm
2
 and for PIGE it was found to be (3680 ± 

60)×10
15

 at/cm
2
. The average value of N = (3665 ± 55)×10

15
 at/cm

2
 was assumed. 

The absolute uncertainty in the measured cross sections was estimated to be about 6.0% 

(current integration: 2% - calibrated with a precise amperemeter, solid angle: 4.5% -direct 

geometrical measurement, target thickness: 1.5% -two independent measurements by PIGE 

and RBS, statistics: 1–3% ─1). 

Work is published in [3.17]. The excitation functions for the 
27

Al(d,)
25

Mg reaction at 150° 

are displayed in Fig. 3.27. 

 

FIG. 3.26. The excitation functions for the 
14

N(d,)
12

C reaction at 150°. 
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FIG. 3.27. The excitation functions for the 
27

Al(d,)
25

Mg reaction at 150°. Reproduced courtesy of 

Elsevier [3.17]. 

 

3.7. () MEASUREMENTS 

 N(,)N 3.7.1.

Measurements were performed using alpha particle beam from the 6.0 MV Tandem Van de 

Graaff accelerator at the Ruđer Bošković Institute in Zagreb. The beam was extracted from 

the alphatros ion source. Calibration of the accelerator energy was done using narrow 

resonance in 
27

Al(p,γ)
28

Si at 991.88 keV and neutron threshold reaction 
7
Li(p,n)

7
Be at 1880.6 

keV. Final energy spread of the beam was calculated to be 0.1% of the incident beam energy.   

Three surface barrier detectors with a 2.5 msr solid angle were each positioned at 118°, 150° 

and 165°. Alphas, delimited by horizontal and vertical slits to a spot of 2 × 2 mm
2
 impinged 

on the sample at normal incidence. The energy resolution of the detectors used was between 

15─20 keV for alphas in the measured energy range. The excitation function of the 
14

N(,)
14

N was measured from 2.5 to 4.0 MeV with minimum step of 5 keV where the cross 

section varied rapidly and 10─30 keV elsewhere. 

To avoid background and counting rate problems coming from the substrate, a thin self-

supporting SiN membrane window (Spi supplies) with nominal thickness of 100 nm was 

selected as a target. On the top, a thin Au layer was evaporated for normalization purposes, 

assuming that cross sections for backscattering of alpha particles from Au are Rutherford in 

E (keV) 
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the entire energy range. Target stability was monitored during the measurements by 

inspecting N and Au intensity ratios at 2.56 MeV a few times per day. It was found that this 

ratio was changing less than 2 % during the measurements. 

To avoid overlap between alpha particles emitted from the 
14

N(,)
14

N reaction and protons 

emitted from the 
14

N(,p0)
17

O reaction we have placed 0.9 m thick Mylar


 in front of the 

150° and 165° detectors for energies higher than 3.5 MeV. 

The following factors were taken into consideration for estimating the uncertainty: the 

counting statistics of the peak areas and the systematic error in determining the NAu/NN ratio. 

Uncertainties due to dead time, solid angle and improper charge measurement are eliminated 

with the normalization to backscattering protons from gold. Uncertainties of the detector 

angular settings were estimated to be negligible. 

Data are published in [3.21]. Excitation functions for (a) 118°, (b) 150° and (c) 165° are 

presented in Fig. 3.28. 
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FIG. 3.28. Excitation functions for N(,)N at (a) 118°, (b) 150° and (c) 165°. 



 

48 

 

REFERENCES 

[3.1] DING, W., SHI, L.Q., LONG, X.G. et al., Cross section for D(p,p)D elastic 

scattering from 1.8 to 3.2 MeV at the laboratory angles of 155° and 165°, Nucl. 

Instrum. Methods Phys. Res. B 267 (2009) 2341. 

[3.2] XIA, X.J., DING, W., ZHANG, B., et al., Cross section for proton–tritium scattering 

from 1.4 to 3.4 MeV at the laboratory angle of 165°, Nucl. Instrum. Methods Phys. 

Res. B 266 (2008) 705. 

[3.3] LU, Y.F., SHI, L.Q., HE, Z.J., et al., Elastic scattering cross section of proton from 

helium at the laboratory angle of 165°, Nucl. Instrum. Methods Phys. Res. B 267 

(2009) 760. 

[3.4] CACIOLLI, A., CHIARI, M., CLIMENT-FONT A., et al., Proton elastic scattering 

cross sections on F, C, Li from 3 to 7 MeV, Nucl. Instrum. Methods Phys. Res. B 

249 (2006) 95. 

[3.5] BOGDANOVIĆ RADOVIĆ, I., SIKETIĆ, Z., JAKŠIĆ, M., et al., Measurement and 

parameterization of proton elastic scattering cross sections for nitrogen, J. Appl. 

Phys. 104 (2008) 074905. 

[3.6] SIKETIĆ, Z., BOGDANOVIĆ RADOVIĆ, I., SKUKAN, N., et al., Proton elastic 

scattering from aluminum for 120°, 150° and 165° in the energy interval from 2.4 to 

5 MeV, Nucl. Instrum. Methods Phys. Res. B 261 (2007) 414. 

[3.7] CACIOLLI, A., CALZOLAI, G., CHIARI, M., et al., Proton elastic scattering and 

proton induced γ-ray emission cross sections on Na from 2 to 5 MeV, Nucl. Instrum. 

Methods Phys. Res. B 266 (2008) 1392. 

[3.8] ZIEGLER, J.F., BIERSACK, J.P., ZIEGLER, M.D., SRIM – The stopping and range 

of ions in matter (2008) SRIM Co., ISBN 0-9654207-1-X. 

[3.9] KOKKORIS, M., TSARIS, A., LAGOYANNIS, A., et al., Determination of 

differential cross sections for the 
nat

K(p,p0) and 
39

K(p,α0) reactions in the 

backscattering geometry, Nucl. Instrum. Methods Phys. Res. B 268 (2010) 1797. 

[3.10] KOKKORIS, M., MISAILIDES, P., KOSSIONIDES, S., et al., A detailed study of 

the 
nat

C(d,d0) reaction at detector angles between 145° and 170°, for the energy range 

Ed, lab = 900–2000 keV, Nucl. Instrum. Methods Phys. Res. B 249 (2006) 81. 

[3.11] KOKKORIS, M., FOTEINOU, V., PROVATAS, G., et al., A detailed study of the d 

+ 
10

B system for nuclear reaction analysis – Part A: The 
10

B(d,p)
11

B reaction in the 

energy region Ed,lab = 900–2000 keV, Nucl. Instrum. Methods Phys. Res. B 263 

(2007) 357. 

[3.12] KOKKORIS, M., DIAKAKI, M., MISAELIDES, P., et al., Study of the d + 
11

B 

system differential cross sections for NRA purposes, Nucl. Instrum. Methods Phys. 

Res. B 267 (2009) 1740.   

[3.13] KOKKORIS, M., MISAELIDES, P., KOSSIONIDES, S., et al., A detailed study of 

the 
12

C(d,p0)
13

C reaction at detector angles between 135° and 170°, for the energy 

range Ed, lab = 900–2000 keV, Nucl. Instrum. Methods Phys. Res. B 249 (2006) 77. 

[3.14] KOKKORIS, M., MISAELIDES, P., KONTOS, A., et al., Differential cross section 

measurements of the 
12

C(d,p1,2,3)
13

C reactions in the energy range Ed,lab = 900–2000 

keV for nuclear reaction analysis, Nucl. Instrum. Methods Phys. Res. B 254 (2007) 

10. 

[3.15] DAVIES, J.A., JACKMAN, T.E., PLATTNER, H., et al., Absolute calibration of 
14

N(d,α) and 
14

N(d,p) reactions for surface absorption studies, Nucl. Instrum. 

Methods Phys. Res 218 (1983) 141. 

[3.16] GURBICH, A., MOLODTSOV, S., Measurement of (d,p) and (d,α) differential cross 

sections for 
14

N, Nucl. Instrum. Methods Phys. Res. B 266 (2008) 1206. 



 

49 

 

[3.17] GURBICH, A.F., MOLODTSOV, S., Measurement of (d,p) and (d,α) differential 

cross sections for aluminum, Nucl. Instrum. Methods Phys. Res. B 266 (2008) 353. 

[3.18] KOKKORIS, M., MICHALAKIS, K., MISAELIDES, P., et al., Study of selected 

differential cross sections of the 
28

Si(d,p0,p1,p2,p3) reactions for NRA purposes, Nucl. 

Instrum. Methods Phys. Res. B 267 (2009) 1744. 

[3.19] LAGOYANNIS, A., HARISSOPULOS, S., MISAELIDES, P., et al., Differential 

cross-section measurements of the 
32

S(d,p)
33

S reaction for nuclear reaction analysis 

purposes, Nucl. Instrum. Methods Phys. Res. B 266 (2008) 2259. 

[3.20] KOKKORIS, M., FOTEINOU, V., PROVATAS, G., et al., A detailed study of the d 

+ 
10

B system, for nuclear reaction analysis – Part B: The 
10

B(d,α0)
8
Be reaction in the 

energy region Ed,lab = 900–2000 keV, Nucl. Instrum. Methods Phys. Res. B 263 

(2007) 369. 
 [3.21] GURBICH, A.F., BOGDANOVIĆ RADOVIĆ, I., SIKETIĆ, Z., et al., 

Measurements and evaluation of the cross-section for helium elastic scattering from 

nitrogen, Nucl. Instrum. Methods Phys. Res. B 269 (2011) 40. 

  



 

 

 



 

51 

 

4. ASSESSMENTS 

4.1. INTRODUCTION 

The available experimental cross-section data sets for light elements were assessed. In a first 

step, the available data files were compared to the original publications and errors (if any) 

were corrected. In a second step, all available data sets were compared to each other, thus 

allowing an assessment of the reliability of different data sets. Finally, recommendations on 

the reliability of data sets and estimates of their accuracy were made. For a number of light 

elements an evaluated cross section exists, which is always recommended for quantitative 

analysis. However, for some light elements (especially Li, Be, B) such an evaluated cross 

section does not exist. For these cases recommendations on the use of existing experimental 

data are summarized below, as well as recommendations for extending evaluated data to 

higher energies.  

 

4.2. D(p,p0)D 

Experimental studies on the proton-deuteron system have been published in a number of 

articles. EXFOR presents data from at least 45 publications. Both particles have been used as 

projectiles, proton scattering by deuterium and deuteron scattering by hydrogen have been 

measured. Again, in the case of incident deuterons, both scattered deuterons as well as 

recoiled protons have been detected in the experiments. The target materials employed gases 

or hydrogen containing non-metals, such as nylon or PET foils. Although all the published 

measurements claim an error in the range of ± 3─5%, the practical error may exceed these 

numbers due to error sources in geometry, particle detection, beam energy, gas density, and 

contamination, which is limited by the technological level especially for the older 

measurements. 

Many of the experiments are of limited interest from the point of view of ion backscattering 

analysis, due to their high energy or because data are presented as angular distributions or the 

data have been taken for small scattering angles. There are, however, several publications 

which are potentially useful to ion beam applications. At least 14 publications present relevant 

cross sections [4.1 – 4.14]. 

In 1969, Kocher and Clegg [4.12] performed angular distribution measurements at eight 

energies between 1.00─10.04 MeV (Fig. 4.1).   



 

52 

 

 

 

 
 

FIG. 4.1. Angular distribution of the CM cross section for elastic scattering of protons from 

deuterium. Left panel: 1.993 MeV (black line), 3.998 MeV (red line), 6.007 (blue line), 10.04 MeV 

(magenta line). Right panel: 1.000 MeV (black line), 2.995MeV (red line), 5.002 MeV (blue line), 

8.025 MeV (magenta line). 

 

Because of employing a precision gas scattering chamber with differential pumping and high 

resolution solid state detectors, the total maximum uncertainty can be within 2.1% and the 

median uncertainty for all data points is ± 0.6%. The type of uncertainty includes background 

subtraction in the particle yield determination (0.19%), contamination corrections (0.34%), 

statistical uncertainty (0.1%), gas density, G-factor and integrator calibration (0.2%), angle 

uncertainty (1.7%), energy uncertainty (0.98%), correction uncertainty (0.05%), and other 

uncertainties (0.36%). 

In 1975, Langley [4.15, 4.9] used erbium deuteride films with a thickness of 800 nm 

deposited on kovar or alumina substrates as a solid target to measure the elastic scattering 

cross section for protons on deuterium. The amount of deuterium was determined by a mass 

spectrometric determination by outgassing of the substrate. The amount of erbium was 

measured by weight. The elastic scattering cross section was determined by measuring the 

area under the deuterium peak and the area under the erbium peak, assuming that elastic 

scattering of protons from erbium is Rutherford and independently measuring the loading 

ratio([D]/[Er]). The error associated with this measurement is ± 2% for the cross section and 

less than ± 0.5% for the energy. 

There has been an unfortunate controversy in the data given by Langley [4.9]. The 

discrepancy between his two sets of values is related to the conversion between the centre-of-

mass (CM) and laboratory coordinates and between absolute cross sections (in b/sr) and 

relative cross sections (cross section/Rutherford cross section). Langley presents the same 

data in mb/sr in the CM system and as relative cross sections in the laboratory system (the 

relative cross section is the same for both reference systems). The cross sections derived from 

these two data sets differ by about a factor of 4. The scattering angles are also inconsistent. 

The controversy has been discussed, e.g., by M. Mayer on the SIMNRA website 

[http://www.rzg.mpg.de/~mam/CrossSection.html]. 

In IBANDL, the set of relative cross-section data has been adopted as referring to a laboratory 

scattering angle of 151
o
. This is similar to the figure in the Ion Beam Materials Analysis 
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Handbook [4.16]. SIMNRA suggests that the cross sections calculated from the absolute 

values by Langley (HD165_Langley.r33 in SIMNRA) should be adopted for the laboratory 

scattering angle of 165
o
 (165° CM angle equals to 151° laboratory angle).  

Further support for the cross sections calculated from the absolute values by Langley at the 

laboratory angle of 165
o
 may be gained from comparison with other published values. 

Converting the CM cross sections and CM scattering angles to the laboratory system, one 

finds that there is good agreement between the Langley absolute values and those of Kocher 

and Clegg [4.12]. Kocher and Clegg quote uncertainties of the order of 1% or less for their 

data. Furthermore, they claim good agreement between their data and those of Refs. [4.2, 4.5, 

4.6, 4.10]. These studies quote larger uncertainties, of the order of 2─5 %. A comparison of 

cross sections for scattering angles above 125
o 

from various publications is presented in Fig. 

4.2. 
 

 
 

FIG. 4.2. Elastic scattering cross sections for D(p,p)D in the laboratory system for the Langley 

absolute data [4.15], for Kocher and Clegg [4.12], Scherr et al. [4.2] and Brolley et al [4.10]. The 

scattering angles refer to the laboratory frame of reference (the Langley data were approximately 

digitized from a graph). 

 

 

Recommended data 

It must be concluded that of the two Langley data sets, the one based on the relative values at 

151
o
 laboratory angle is incorrect. As long as no further data are available, the suggested cross 

sections for use in large-angle backscattering analysis are those of Kocher and Clegg [4.12] 

and the data set based on the absolute values by Langley [4.15]. The two most recent 

publications, by Lahlou et al. [4.13] and Huttel et al. [4.14], present a few cross-sections data 

points between 3.1 and 3.7 MeV and between 0.4 and 1.0 MeV for angles below 135
o
. These 

data are also in qualitative agreement with the earlier data. 

 

4.3. T(p,p0)T 

As for the differential cross section for scattering of protons by tritons, Classen [4.17] 

performed measurements in the angular range from 41.85° to 163° in the lab system 
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(corresponding to 54.7° to 168.7° in the centre-of-mass system) at five energies between 2.54 

and 3.5 MeV. A small volume (42 ccm) scattering chamber with an angular range of 17° to 

163° was used in these measurements. It was found that the results were not valid at all angles 

and energies, the results being too high at the lower scattering angles. A possible reason is the 

presence of hydrogen contamination in the tritium. This experiment depended on the ability to 

measure the tritium concentration. Fig. 4.3 shows the measured cross-section data at 

backward scattering angles. The error estimated for the charge measurement was ± 1%. The 

pressure and geometry factor measurements were accurate within ± 0.5%. The error in the 

measurement of the hydrogen concentration was estimated to be within ± 1%, the 3% 

correction for the chamber characteristics, and the correction for background at high 

scattering angles. Due to all these reasons, the total probable error was estimated to be ± 5%.  

 

 

 
 

FIG. 4.3. Experimental elastic scattering cross sections for p on T at different laboratory angles. 
 

 

The differential cross section for the scattering of protons by tritons at lower lab angles down 

to 15° and proton energies in the range from 1 to 2.55 MeV were measured by the Los 

Alamos group [4.18], and the measured results are also shown in Fig. 4.3. Probable errors 

vary between 3 and 5%. The elastic cross-section curve showed a broad peak with a 

maximum at about 1.4 MeV. This peak became more pronounced for larger angles, as shown 

in [4.18]. This particular feature in the work of Ennis and Hemmendinger [4.18] was in 

accordance with a theoretical prediction by Wigner [4.19]. 

Classen [4.17] compared their data with earlier data obtained by the Los Alamos group at 2.11 

and 2.54 MeV incident proton energies [4.20], and found agreement between these data at 

both high and low scattering angles. But, in the region of the minimum cross section at around 

100° scattering angle (c.m.), the results at 2.11 MeV and at 2.54 MeV are about 10% lower 

than those of the Los Alamos group [4.20]. This difference is the sum of the estimated 

probable error sources. 
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Recommended data 

The data measured by Classen [4.17] at 119.3° laboratory angle seem to be relatively reliable. 
 

4.4. 6
Li(p,p0)

6
Li 

As a first step, the data sets already existing in IBANDL [4.21–4.24] were compared with the 

data in the original references and several inconsistencies were found. 

Firstly, the reference in IBANDL data entry no. 1 (i.e. Bashkin and Richards) is wrong 

(actually, it refers to the work of Warters et al. on p+
7
Li elastic scattering): the correct one, 

S. Bashkin and H.T. Richards, Phys. Rev. 84 (1951) 1124, has been assigned to data entry no. 

4, which is however incorrect since no such data points exist in the cited paper. Moreover, the 

original cross-section values from the work of Bashkin and Richards [4.21] were given in the 

laboratory frame of reference, while the data from IBANDL were calculated as if the original 

data were given in the centre-of-mass (thus the resulting data were scaled down by a factor of 

about 1.4); a shift of about +20 keV in the energy scale is evident too. The data available from 

the EXFOR nuclear database are consistent with the original ones [4.21], so in the following 

only the EXFOR data will be considered. 

IBANDL data entry no. 2 is wrong since no data point at 1.36 MeV and 90° scattering angle 

exists in the original work of Warters et al. (which, as stated above, refers only to p+
7
Li 

elastic scattering). Again, IBANDL data entry no. 3 is wrong as well, since no data point at 

1.36 MeV and 90° scattering angle exists in the original work of McCray [4.22]. 

IBANDL data entry no. 6 refers to a compilation of nuclear cross sections for charged-

particle-induced reactions on Li, Be and B from Kim et al. [4.23]. Actually the data presented 

there are McCray’s tabular cross-section values at a scattering angle of 90.75° in the centre-

of-mass frame of reference (laboratory angle of 81.3°). Note that from McCray’s original 

work [4.22] the correct angle should be 90.45°, corresponding to a laboratory angle of 81.0°. 

Moreover, these cross-section data are shown in [4.22] in two separate figures: Fig. 3 displays 

them as ratios to Rutherford cross section (together with other cross-section values measured 

at different scattering angles), while Fig.4 presents them as absolute values. Both data sets are 

available in EXFOR database. In Fig. 4.4, a comparison between these three data sets 

(apparently referring to the same cross-section values) is shown.  

 

 
 

FIG. 4.4.  Cross-section values of proton elastic scattering on 
6
Li versus proton energy at sca ttering angle of 

81°. All the quantities are given in the laboratory frame of reference. 

[4.22] as from Fig. 3 

[4.22] as from Fig. 4 

[4.23] 
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From Fig. 4.4 above, the discrepancy between McCray’s data taken from the two different 

figures, which could be attributed to the difficulty of digitizing data from Fig.3 in [4.22], is 

evident. The data appearing in Kim’s compilation [4.23] are in excellent agreement with 

McCray’s ones from the original Fig.4. Note that IBANDL data as compared to tabulated data 

from Kim [4.23] have slightly different energy values (within  5 keV) due to the rounding of 

digits and the cross-section values result in being scaled upwards by a factor 1.04, so in the 

following only the original data will be considered. 

The second step was a thorough search in the literature and in nuclear databases for other 

available experimental data. Several data of interest for IBA applications (i.e. for backscattering 

angles in the 90°─180° range) were retrieved [4.21–4.30]. All the relevant quantities were 

converted to the laboratory frame of reference when necessary. Table 4.1 lists the new data sets 

found in the literature; these new data will be uploaded into IBANDL if deemed appropriate.
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Note that an ambiguity arises from Haller’s data: in Haller’s original work [4.29] the cross-

section values as a function of proton energy are shown in Fig. 3, where the energy is 

indicated as “EC.M.”. In the paper the authors show also angular distribution data for several 

beam energies (see Figures 5 or 7 in the original reference): in this case, it is indicated in the 

text that the energy is expressed in the laboratory frame of reference.  Fig. 4.5 shows the 

comparison between cross-section values for the same scattering angle (i.e. 160° in the 

laboratory) as obtained from the two figures, with the energy scale converted from centre-of-

mass to laboratory system for data from Fig. 3, together with the latter data without energy 

scale conversion. Data sources are EXFOR files. 

 

 
 

FIG. 4.5. Cross-section values of proton elastic scattering on 
6
Li versus proton energy at scattering angle of 

160°. All the quantities are given in the laboratory frame of reference. 

 

From Fig. 4.5 above, it is evident that the agreement is better if the energy is assumed as 

expressed in the laboratory frame of reference even for data from Fig. 3 of [4.29]. The same 

result holds true by comparing data obtained at other scattering angles. Thus, in the following 

Haller’s data will be shown with proton energy not converted. 

Figures 4.6 – 4.13 present in graphical form all the cross sections listed in Table 4.1; data 

referring to similar scattering angles are shown together. In the graphs the proton energy and 

the differential cross section are given in the laboratory frame of reference, with energy units 

in MeV and cross-section units in mb/sr. 

[4.29] from Fig. 3, E cm -> lab 

[4.29] from Fig. 5 

[4.29] from Fig. 3 
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FIG. 4.6. Cross-section values of proton elastic scattering on 

6
Li versus proton energy at scattering angles in 

the 81°─95° range. All the quantities are given in the laboratory frame of reference. 

 

 
 

FIG. 4.7. Cross-section values of proton elastic scattering on 
6
Li versus proton energy at scattering angles in 

the 100°─107° range. All the quantities are given in the laboratory frame of reference. 
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FIG. 4.8. Cross-section values of proton elastic scattering on 
6
Li versus proton energy at scattering angles in 

the 110°─117° range. All the quantities are given in the laboratory frame of reference. 

 

 

 

 
 

FIG. 4.9. Cross-section values of proton elastic scattering on 
6
Li versus proton energy at scattering angles in 

the 118°─125° range. All the quantities are given in the laboratory frame of reference. 
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FIG. 4.10. Cross-section values of proton elastic scattering on 
6
Li versus proton energy at scattering angles 

in the 130°─135° range. All the quantities are given in the laboratory frame of reference. 

 

 

 

FIG. 4.11. Cross-section values of proton elastic scattering on 
6
Li versus proton energy at scattering angles 

in the 140°─145° range. All the quantities are given in the laboratory frame of reference. 
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FIG. 4.12. Cross-section values of proton elastic scattering on 
6
Li versus proton energy at 

scattering angles in the 150°─156° range. All the quantities are given in the laboratory frame of 

reference. 

 

 

FIG. 4.13. Cross-section values of proton elastic scattering on 
6
Li versus proton energy at scattering angles 

in the 160°─166° range. All the quantities are given in the laboratory frame of reference. 
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In general, the agreement between the data – even those referring to slightly different 

scattering angles – is fairly good, except in a few cases. 

In particular, data from Fasoli et al. [4.26] appear systematically higher (10─15%) than the 

other data at similar angles [4.21, 4.27, 4.29]. 

Data from Haller [4.29] show discrepancies with other data with regards to the 1.8 MeV 

resonance for some scattering angles, especially in the resonance position (e.g. Figs 4.6, 4.7, 

4.11); moreover, it should be noted that due to the large energy step employed in the 

measurements (about 200 keV) the shape of the resonance is hardly reproduced at all. On the 

contrary, Haller’s data are in agreement with other data [4.25, 4.27] in the region around the 

broad structure at 4─5 MeV.  

Data from Skill [4.30] are the only ones covering the low energy region (below 2 MeV) with 

high angular granularity, however they present fluctuating cross-section values that will 

produce corrugated spectra when implemented in simulation codes. 

 

Recommended data 

The data from [4.21, 4.22, 4.26] are recommended to be used over their respective energy 

ranges and scattering angles. However, note should be taken of the above comments. 

 

4.5. 7
Li(p,p0)

7
Li 

As a first step, the data sets already existing in IBANDL [4.21, 4.31, 4.32, 4.33, 4.26, 4.24, 

4.34, 4.35] were compared with the data in the original references and the agreement was 

good. Note that as regards the data from Bashkin and Richards [4.21], two entries exist in 

IBANDL: Cross-section values from entry no. 3 are taken from the original paper (where the 

original cross-section values are given in the laboratory frame of reference), while in entry no. 

4 the data are calculated as if the original data were given in the centre-of-mass system (thus 

the data resulted in being scaled downwards by a factor of about 1.3). In the following only 

IBANDL data from entry no. 3 will be considered. 

The second step was a thorough search in the literature and in nuclear databases for other 

available experimental data. Several data of interest for application in Ion Beam Analysis (i.e. 

for backscattering angles in the 90°─180° range) were retrieved [4.36, 4.31, 4.37, 4.38, 4.28, 

4.39]. The data appearing in graphical form in the original references were digitized using the 

DataThief software [http://www.datathief.org/]. All relevant quantities were converted to the 

laboratory frame of reference where necessary. Table 4.2 lists the data sets found in the 

literature, both those already existing in IBANDL and new ones.  
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Figures 4.14 – 4.18 present in graphical form all the cross sections listed in Table 4.2, except 

for data from [4.35] since they are given in arbitrary units; data referring to similar scattering 

angles are shown together. In the graphs the proton energies and the differential cross sections 

are given in the laboratory frame of reference, with energy units in MeV and cross-section 

units in mb/sr. 

 

 

 
 

 
FIG. 4.14. Cross-section values of proton elastic scattering on 

7
Li versus proton energy at scattering angles 

in the 90°─102° range. All the quantities are given in the laboratory frame of reference. 

 

 

 
 

FIG. 4.15. Cross-section values of proton elastic scattering  on 
7
Li  versus proton energy at scattering angles 

in the 118°─123° range. All the quantities are given in the laboratory frame of reference. 
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FIG. 4.16. Cross-section values of proton elastic scattering on 
7
Li versus proton energy at scattering angles 

in the 134°─140° range. All the quantities are given in the laboratory frame of reference. 

 

 

FIG. 4.17. Cross-section values of proton elastic scattering on 
7
Li versus proton energy at scattering angles 

in the 145°─157° range. All the quantities are given in the laboratory frame of reference. 
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FIG. 4.18. Cross-section values of proton elastic scattering on 
7
Li versus proton energy at scattering angles 

in the 160°─166° range. All the quantities are given in the laboratory frame of reference. 

 

In general, the agreement between the data – even those referring to slightly different 

scattering angles – is fairly good, except in a few cases. 

In particular, data from Kilian [4.38] appear systematically lower (10─15%) than the other 

data at similar angles [4.33, 4.26]. 

From Fig.4.15 a disagreement appears between data from Malmberg [4.33] and Gleyvod 

[4.37] at a scattering angle of 123°: cross-section values from [4.37] are about 10% higher 

than those from [4.33]; however, this systematic disagreement is within the experimental 

uncertainties quoted in Malmberg’s and Gleyvod’s works, 10% and 15% respectively.  

From Fig.4.16, and Fig.4.18 as well, it appears that the position of the resonance peak at 

1.03 MeV as obtained from the data of L. Ramos Wahl [4.39] is shifted by 50─60 keV to 

lower energy with respect to the other data [4.36, 4.31] and [4.21], respectively; the peak is 

also narrower and at its maximum the cross-section value is about 75% higher than other 

data [4.36, 4.31]. 

In Fig.4.18, the cross-section value at the maximum of the 2.05 MeV resonance peak from 

L. Ramos Wahl [4.39] is 20% lower as compared to the one from both Bashkin and 

Richards [4.21] and Malmberg [4.33]. A similar disagreement is obtained when 

comparing the same data from L. Ramos Wahl [4.39] to those from Malmberg [4.33] at a 

scattering angle of 145.3°, instead of 164.9°. Again in Fig.4.18, with respect to the peaks 

in the cross section at 2.05 MeV and 2.5 MeV data from Fasoli [4.26] are 10% higher than 

those from Bashkin and Richards [4.21] and Malmberg [4.33], anyway this difference 

falls within the experimental uncertainties quoted in the latter two works, 20% and 10% 

respectively.  

 



 

68 

 

Recommended data 

The data from [4.36], [4.31], [4.33], [4.26] and [4.34] are recommended to be used over their 

respective energy ranges and scattering angles.  

The data from Kilian [4.38] appear systematically lower (10─15%) than the other data at 

similar angles [4.33, 4.26]. At a scattering angle of 123° the cross-section values from 

[4.37] are about 10% higher than those from [4.33], which is within the experimental 

uncertainties quoted in the papers.  

The position of the resonance peak at 1.03 MeV as obtained from the data of L. Ramos 

Wahl [4.39] is shifted by 50─60 keV to lower energy with respect to the other data [4.36, 

4.21, 4.31]; the peak is also narrower and higher than other data [4.36, 4.31]. The cross-

section value of the maximum of the 2.05 MeV resonance peak from L. Ramos Wahl 

[4.39] is 20% lower as compared to the one from both Bashkin [4.21] and Malmberg 

[4.33]. A similar disagreement is obtained when comparing the same data from L. Ramos 

Wahl [4.39] to those from Malmberg [4.33] at a scattering angle of 145.3°. The peaks in 

the cross section at 2.05 MeV and 2.5 MeV from Fasoli [4.26] are 10% higher than those 

from Bashkin [4.21] and Malmberg [4.33], which falls within the experimental 

uncertainties quoted in the latter two works. 
 

4.6. 9
Be(p,p0)

9
Be 

The cross-section data for the Leavitt [4.40], Liu [4.41] and Mozer [4.42] measurements at 

about 160─170° are shown in Figs. 4.19 – 4.21. Liu performed his measurements in a wide 

energy range (from 0.2 to over 3 MeV), while Mozer and Leavitt performed measurements 

only in a narrower energy range (Mozer 0.2─1.7 MeV, Leavitt 2.4─2.7 MeV). Mozer’s and 

Liu’s data agree within about 5% within the whole energy range where both data are 

available. Liu’s cross-section values approach the Rutherford cross section at energies below 

about 0.2 MeV. Only for the cross-section minimum at about 1.08 MeV some discrepancy 

between Liu and Mozer is observed, see Fig. 4.20. For the broad resonance at about 2.53 MeV 

Leavitt and Liu show qualitative agreement. However, the energy of the resonance is shifted 

by about 30 keV and the cross section in the maximum disagrees by about 30%, see Fig. 4.21. 
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FIG. 4.19. Comparison of Leavitt [4.40], Liu [4.41] and Mozer [4.42] for 
9
Be(p,p0) at about 

160─170°. 
 

 
 

FIG. 4.20. Comparison of Liu [4.41] and Mozer [4.42] for 
9
Be(p,p0) at about 160─170°. 
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FIG. 4.21. Comparison of Leavitt [4.40], Liu [4.41] for 

9
Be(p,p0) at about 170°. 

 

 

 
 

FIG. 4.22. Comparison of Mozer [4.42] and Siksin [4.43] for 
9
Be(p,p0) at 135─142.4°. 
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A comparison of the Mozer [4.42] and Siksin [4.43] data at 135─142.2° is shown in Fig. 4.22. 

Siksin measured only in a very limited energy range from 2.0─2.1 MeV, and the data show a 

large scatter. The Mozer and Siksin data agree within about 20%, which shows that the Mozer 

data cannot be totally off. 

 

Recommended data 

Mozer [4.42] and Liu [4.41] show very good agreement at 158.7─170°, and the Liu and 

Leavitt [4.40] data are at least in qualitative agreement at 2.4─2.7 MeV. Both Liu and Mozer 

data therefore can be recommended, but with preference to the Liu data due to the better 

resolution of the resonances. Due to the good agreement with Liu and the confirmation by 

Siksin [4.43] (although with a rather large uncertainty of 20%), the Mozer data [4.42] can also 

be recommended at 142.4°. An additional confirmation at this angular range would be 

desirable. 

 

4.7. 10
B(p,p0)

10
B 

The largest measurement series was performed by Chiari et al. [4.44], who compared their 

data with most previous data. The experimental data of Brown et al. [4.36] were not taken into 

account by Chiari and will be taken into special consideration here. A complete list of data 

can be found in Table 4.3. 

Fig. 4.23 compares experimental data of Chiari et al. [4.44] with data of Overley and Whaling 

[4.45] at an angle of 120°. The same is done for an angle of 155° in Fig.4.24. In both cases the 

data of Overley andWhaling are about 20% higher than those of Chiari, which points to a 

systematic error. 

In Fig. 4.25 the data of Chiari et al. [4.44] are compared with those of Brown et al. [4.36] in 

the angular range from 135° to 140°. For energies up to 1.7 MeV both measurements of 

Chiari are very close together, while the data of Brown are up to 10% lower. In the energy 

range from 1.5 to 1.7 MeV the data sets are almost consistent.  

 

 

FIG. 4.23. Comparison of different experimental data for 
10

B(p,p0)
10

B at 120°. 
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FIG. 4.24. Comparison of different experimental data for 
10

B(p,p0)
10

B at 155°. 

 

 
 

FIG. 4.25. Comparison of different experimental data for 
10

B(p,p0)
10

B at 135°─140°. 
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The oldest measurements (done before 1960), i.e. Brown et al. [4.36], are 10% lower than 

those by Chiari et al. [4.44]. This was already observed for the 
11

B(p,p)
11

B data and might be 

a systematic error resulting from the inferiority of the vacuum in the 1950s and 1960s. In 

contrast, the data obtained by Overley and Whaling [4.45] are 15% higher than the Chiari 

data. 

To clarify the contradiction between Chiari and Overley and Whaling, further experiments are 

necessary. In the meantime, Chiari’s results [4.44] might be a good choice for cross-section 

data for the 
10

B(p,p)
10

B backscattering. The stated error is 5%. The data were provided in 

numeric form to IBANDL, so that no additional digitizing errors occured. A drawback is the 

large statistical error, which may result in corrugated spectra. 
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TABLE 4.3. PUBLICATIONS CONTAINING 
10

B(p,p)
10

B BACKSCATTERING DATA 

Energy (MeV) Angle Lab  (°) Error Format  Reference IBANDL EXFOR 

0.9─1.6 137.8 ─ Graph [4.36] Data missing A1457002 

0.6─3.0 84.3 7% Graph [4.45] data included F0211002 

0.6─3.1 120.3 7% Graph [4.45] data included F0211002 

0.6─3.2 154 7% Graph [4.45] data included F0211002 

0.5 – 2.9 various  Graph [4.45] Ang.distribution 

not suitable 

F0211003 

5.3─13.0 59.7 ─ Graph [4.46] data unsuitable  

 too high energy 

F0156002 

5.3─13.0 85.65 ─ Graph [4.46] data unsuitable  

 too high energy 

F0156002 

5.3─13.0 110.54 ─ Graph [4.46] data unsuitable 

too high energy 

F0156002 

5.3─13.0 129.7 ─ Graph [4.46] data unsuitable  

too high energy 

F0156002 

5.3─13.0 152.87 ─ Graph [4.46] data unsuitable  

too high energy 

F0156002 

5.0─16.5 65 ─ Graph [4.47] data unsuitable  

too high energy 

F0093001 

5.0─16.5 85 ─ Graph [4.47] data unsuitable  

too high energy 

F0093001 

5.0─16.5 90 ─ Graph [4.47] data unsuitable 

too high energy 

F0093001 

5.0─16.5 115 ─ Graph [4.47] data unsuitable 

too high energy 

F0093001 

5.0─16.5 135 ─ Graph [4.47] data unsuitable  

too high energy 

F0093001 

5.0─16.5 155 ─ Graph [4.47] data unsuitable  

too high energy 

F0093001 

5.4─7.5 150 ─ Graph [4.47] data unsuitable  

too high energy 

F0093001 

0.5─3.3 100 5% ─* [4.48] data included  

0.5─3.3 105 5% ─* [4.44] data included O0922002 

0.5─3.3 110 5% Graph* [4.44] data included O0922002 

0.5─3.3 115 5% ─* [4.44] data included O0922002 

0.5─3.3 120 5% ─* [4.44] data included O0922002 

0.5─3.3 125 5% ─* [4.44] data included O0922002 

0.5─3.3 130 5% ─* [4.44] data included O0922002 

0.5─3.3 135 5% Graph* [4.44] data included O0922002 

0.5─3.3 140 5% ─* [4.44] data included O0922002 

0.5─3.3 145 5% ─* [4.44] data included O0922002 

0.5─3.3 150 5% Graph* [4.44] data included O0922002 

0.5─3.3 155 5% ─* [4.44] data included O0922002 

0.5─3.3 160 5% ─* [4.44] data included O0922002 

0.5─3.3 165 5% ─* [4.44] data included O0922002 

0.5─3.3 170 5% Graph & 

Table* 

[4.44] data included O0922002 

*data provided in numerical form by Chiari. 
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Recommended data 

Currently Chiari’s results [4.44] are the best choice for cross-section data for 
10

B(p,p)
10

B 

backscattering. These data are available from 105° to 170° scattering angle from 0.5–3.3 

MeV. The stated absolute error is 5%. Drawback is the statistical error of the individual data 

points, which may result in corrugated spectra. Further experiments are necessary to clarify 

the contradiction between Chiari [4.44] and Overley and Whaling [4.45].  

 

4.8. 11
B(p,p0)

11
B 

The largest measurement series was done by Chiari et al. [4.44], which allows us to compare 

all previous data with their measurements. A complete list can be found in Table 4.4.  

The data from Mashkarov et al. [4.49] and Dejneko et al. [4.50] at about 120° are compared in 

Fig. 4.26. Both data sets are from the same group, but published in different papers. The 

Mashkarov data were published in the laboratory system. According to the original 

publication, the Dejneko cross-section data are in the laboratory system, while the scattering 

angle is given in the centre-of-mass system and is 124° (which converts to 119.4° lab angle). 

This results in a disagreement of both data sets, as can be seen in the upper panel of Fig. 4.26. 

Assuming the Dejneko data actually are in the centre-of-mass system results in a much better 

agreement with the Mashkarov data, as can be seen in the lower panel of Fig. 4.26. It is 

therefore assumed that the original publication of Dejneko is erroneous, and the data are in the 

centre-of-mass and not in the laboratory system. 

 

A comparison of the measurements at 120° is shown in Fig. 4.27. The Mashkarov [4.49] and 

Chiari [4.44] data agree very well. There is also good agreement with the Dejneko [4.50] data, 

if we assume that the published data are in the centre-of-mass system (see above). The angles 

150° and 155° are shown in Fig. 4.28. Symon’s and Treacy’s data [4.51] agree with Chiari’s 

data [4.44] over most of the energy range, but the dip at 3.1 MeV is missing. This is probably 

due to the relatively large energy step of 0.1 MeV. Tautfest’s and Rubin’s measurement [4.52] 

is 10% lower than Chiari’s.  

Fig. 4.29 compares measurements by Chiari et al. [4.44], Mayer et al. [4.53], and Segel et al. 

[4.54] at angles between 160° and 165°. Mayer’s data have the same shape as Chiari’s data, 

but are consistently about 20% higher. This indicates a problem with the absolute cross-

section values, while the individual data points are in agreement with each other. Segel’s data 

are consistent with Chiari’s data up to 2 MeV, but at higher energies large discrepancies 

occur. The minima and maxima are at the same energies, but Segel’s data cannot be scaled to 

Chiari’s or Mayer’s. 
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FIG. 4.26. Comparison of the Mashkarov [4.49] and Dejneko [4.50] data for 
11

B(p,p0)
11

B at about 

120°. The upper figure shows the data as published, the lower figure assumes that the Dejneko data 

are in the centre-of-mass system (CMS) and have been erroneously assigned to the laboratory system 

in the original publication. 
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              FIG. 4.27. Comparison of different experimental data for 
11

B(p,p0)
11

B at 120°. 

 

 

 

 
 

                 FIG. 4.28. Comparison of different experimental data for 
11

B(p,p0)
11

B at 150° and 155°. 
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                FIG. 4.29. Comparison of different experimental data for 
11

B(p,p0)
11

B at 160°─165°. 
 

 

Generally, it can be concluded that all measurements show the same main features in the data, 

but the different measurements are up to 20% apart from each other.  

The oldest measurements (data measured before 1960), i.e. Tautfest and Rubin [4.52], are 

10% lower than the measurements done by Chiari et al. [4.44]. The same observation was 

made for the 
10

B(p,p)
10

B backscattering data. This might hint to some systematic error, 

probably connected with the inferiority of the vacuum. In contrast, the data taken by Mayer et 

al. [4.53] are 20% higher than those from Chiari. In this connection Chiari observed that 

“these discrepancies are essentially systematic, even though there is not a well-defined trend” 

[4.44]. 

The Chiari data are in very good agreement with the Mashkarov [4.49] and Dejneko data 

[4.50] at 120° and lie between all available data at 150─165°. Although further measurements 

are desirable, especially in order to resolve the conflict between Chiari and Mayer, Chiari’s 

results are probably a good basis for cross-section data for 
11

B(p,p)
11

B backscattering. The 

reported error of 5% make them suitable. The data were provided in numeric form to 

IBANDL, so that no additional digitizing errors occurred. A drawback is the large statistical 

error, which may result in corrugated spectra.  
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Recommended data 

The data of Chiari [4.44] are in very good agreement with the Mashkarov [4.49] and Dejneko 

data [4.50] at 120° and lie between all available data at 150─165°. They are therefore a good 

basis for cross-section data for 
11

B(p,p)
11

B backscattering. These data are available from 100° 

to 170° scattering angle from 0.5–3.3 MeV. The stated absolute error is 5%. A drawback is 

the statistical error of the individual data points, which may result in corrugated spectra. 

Further measurements are desirable, especially in order to resolve the conflict between Chiari 

[4.44] and Mayer [4.50]. 

 

 

4.9. 12
C(p,p0)

12
C 

IBANDL (on 01/02/2008) reported only three datasets for 
12

C(p,p) differential cross sections 

in the energy region from 3.5–5 MeV.  

Tosaki data were transferred from the original publication 4.57 to IBANDL without the 

errors.  

The second dataset reported in IBANDL is from Jackson et al. 4.58. They reported cross 

sections from 400 keV up to 4360 keV for several c.m. scattering angles 169.2, 148.9, 

127.8 and 106.4 that corresponds to 168.2, 146.3, 123.8 and 101.7 lab angles. 

Differential cross sections are reported only in graphical form and in c.m. system. Data for 

168.2° and 146.2° are present in IBANDL. For two other angles 123.8° and 101.7° data can 

be found in EXFOR (in R33 format). For all angles, EXFOR data were transferred to c.m. 

system as reported in the original publication and compared with figures from the original 

publication. It was found that digitized data from EXFOR are in agreement with data 

published in the original publication. 

The third dataset reported in IBANDL is the recently published data set from Caciolli et al. 

4.34. They report proton cross sections on F, C and Li from 3 to 7 MeV and for the 150 

scattering angle. Data are presented only in graphical form and have been uploaded to 

IBANDL by the authors.  

Except those three datasets, two other works where found in EXFOR. In the first, Reich et al. 

[4.59] report c.m. differential cross sections (barn/sr) for following c.m. scattering angles: 

54.7°, 90°, 125.3°, 131.4°, 137°, 140.8°, 149.4° and 164° which corresponds to laboratory 

angles of 51°, 85°, 121°, 128°, 134°, 137°, 147° and 163°. For 85° there are three different 

graphs with three different cross-section curves with overlapping energy region as can be seen 

in Fig. 4.31. The same is done for 51° where three data bases with overlapping energy region 

can be found in original publication. For 121° two data bases exist as can be seen on Fig. 

4.32. In the original publication data are presented only in the graphical form. All data are 

digitized and can be found in EXFOR database. R33 files from EXFOR were compared with 

data from the original publication and errors were detected only in three files. At the angle of 

85 (lab) in the energy region from 4113─4991 keV, the cross-section value for 4956 keV 

differed from the value in the original paper and was removed. The same was done for 121 

(lab) in the energy region from 4114─4923 keV where the cross-section value at 4780 keV 

differs from the published value. Also for 85° (lab) in the 1593─5562 keV region, the cross-

section value at 4814 keV was not reported in the original publication and was removed. 
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In the work of Swint et al. [4.60], cross sections for elastic scattering of protons from carbon 

are measured for laboratory angles of 25.5°, 85.2°, 105.2°, 121.2°, 137.5° and 159.5° for 

incident energies from 4.7 to 12.8 MeV. For two angles (85° and 105°) a comparison of R33 

files generated from digitized EXFOR data with data from original publications have shown 

that a few points do not belong to the original graphs and so these have been removed from 

the R33 files.  

Experimental data from different publications for the same scattering angles are shown in 

Figs. 4.30–4.33. In Fig. 4.30, data for 138° from Ref. [4.59] and [4.60] are compared. It can 

be seen that data from [4.60] are slightly lower but also the position and intensity of 4800 keV 

resonance are shifted comparing to data from [4.59]. For 85°, Fig. 4.31 shows that in [4.59] 

there are 3 data groups which overlap in the region from 4600 to 5000 keV and also differ in 

cross-section values and position of cross-section anomaly around 4800 keV. Data from 

[4.60] are shifted by about 20 keV towards lower energies compared to data from [4.59]. 

Similar 20 keV shift toward lower energies and difference in intensity around 4800 keV can 

be seen if we compare the cross section for 121° from [4.59] and [4.60]. Beyond this 

resonance region the two datasets are in good agreement. Around 150° we can compare data 

from three publications. As can be seen from Fig.4.33 they are in very good agreement except 

for the height of 4800 keV resonance.    

As a conclusion, there are five available publications about 
12

C(p,p)
12

C scattering in the 

energy range from 3500–5000 keV. Available data from three old publications 4.58, 4.59, 

4.60 are given only in graphical form. Major part of those data is not yet included in 

IBANDL but is included in EXFOR and is already digitized.  

Recommended data 

An evaluated cross section exists in SigmaCalc for energies from 0.4 to 4.5 MeV and all 

angles. This evaluated cross section is recommended for all quantitative analysis. 

 

4.10. 19
F(p,p0)

19
F 

As a first step, the data sets already existing in IBANDL [4.61, 4.24, 4.62, 4.63, 4.64, 4.65, 

4.66, 4.67, 4.34, 4.68] were compared with the data in the original references showing good 

agreement. 

As a second step a thorough search in the literature and in nuclear databases for other available 

experimental data was performed. Several data of interest for applications in Ion Beam Analysis 

(i.e. for backscattering angles in the 90°─180° range) were retrieved [4.61, 4.69, 4.70]. The data 

appearing in graphical form in the original references were digitized using the DataThief 

software [http://www.datathief.org/]. All relevant quantities were converted to the laboratory 

frame of reference where necessary. Table 4.6 lists the data sets found in the literature, both 

those already existing in IBANDL and new ones.  
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FIG. 4.30. Comparison of cross-section data from Ref. [4.59] and [4.60] for 
12

C(p,p0)
12

C at 138°. 

 

 

FIG. 4.31. Comparison of cross-section data from Ref. [4.59] and [4.60] for 
12

C(p,p0)
12

C at 85°. 
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FIG. 4.32. Comparison of cross-section data from Ref. [4.59] and [4.60] for 

12
C(p,p0)

12
C at 121°. 

 

FIG. 4.33. Comparison of cross-section data from Ref. [4.58], [4.34] and [4.59] for 
12

C(p,p0)
12

C 

around 150.°
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Figures 4.34–4.39 present in graphical form all the cross sections listed in Table 4.6; data 

referring to similar scattering angles are shown together. In the case of data from [4.68], since 

they refer to quite high energy values (around 6 MeV), only the cross-section values for the 

scattering angle of 147.8° will be presented as they alone can be compared to other data [4.66, 

4.34] obtained at a similar scattering angle and energy range. In the graphs the proton energy 

and the differential cross section are given in the laboratory frame of reference, with energy 

units in MeV and cross-section units in mb/sr. 

 

 
FIG. 4.34. Cross-section values of proton elastic scattering on 

19
F versus proton energy at scattering angles 

in the 90°─97° range.  

 

 
FIG. 4.35. Cross-section values of proton elastic scattering on 

19
F versus proton energy at scattering angles 

in the 107°─111° range.   
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FIG. 4.36. Cross-section values of proton elastic scattering on 
19

F versus proton energy at scattering angles 

in the 122°─125° range.  

 

 

FIG. 4.37. Cross-section values of proton elastic scattering on 
19

F versus proton energy at scattering angles 

in the 134°─140° range.  
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FIG. 4.38a. Cross-section values of proton elastic scattering on 

19
F versus proton energy at scattering angles 

in the 145°─153° range, for proton energies lower than 3.5 MeV.  

 

 

 

 
FIG. 4.38b. Cross-section values of proton elastic scattering on 

19
F versus proton energy at scattering angles 

in the 148°─150° range, for proton energies between 3.5 MeV and 7.2 MeV.  
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FIG. 4.39. Cross-section values of proton elastic scattering on 

19
F versus proton energy at scattering angles 

in the 159°─165° range.  

 

In general, the agreement between the data–even those referring to slightly different scattering 

angles–is reasonably good (within 10─15%), except in a few cases. 

In particular, data taken from Ouichaoui’s paper published in 1985 [4.63] concerning 

measurements with proton energies lower than 2 MeV, appear systematically lower (about 

25─30%) than the other data at similar angles [4.61, 4.62, 4.70], whereas the data taken from 

Ouichaoui’s 1986 publication [4.64], regarding measurements with proton energies higher than 

2 MeV, appear systematically higher (about 10%, and up to 40% in just one case) than the other 

data at similar angles [4.70, 4.66, 4.67, 4.34] with the only exception of Cuzzocrea’s data at 95° 

(as a matter of fact, with respect to these data, cross-section values from [4.64] are 20% lower). 

Moreover, the two data sets from Ouichaoui [4.63, 4.64] do not match in the overlapping energy 

region of 2.0–2.1 MeV. 

Remarkable discrepancies appear in the data from Dearnaley [4.69] when compared to the 

other data [4.61, 4.62, 4.65, 4.67], especially with respect to the 1.42 MeV resonance which in 

addition appears to be shifted in energy; an abrupt change in the cross-section values at 1.3 MeV 

energy is clear too, e.g. in Figures 4.36 and 4.39 (actually, this might be an effect of the 

digitizing process since the cross-section curves as a function of proton energy are shown in 

two panels in the original reference data). For these reasons data from Dearnaley [4.69] should be 

used with caution. 

As regards the shape and position of the 1.42 MeV resonance structure, there is a good 

agreement between data from Webb [4.61], Caracciolo [4.62] and Jesus [4.67], while from the 

data of Knox and Harmon [4.65] the position is shifted to higher energy by about 15 keV. 

 

Recommended data 

An evaluated cross section exists in SigmaCalc for proton energies up to about 1.8 MeV and 

is recommended. At higher energies, data from [4.70], [4.64], [4.67] and [4.34] should be 
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used for their respective scattering angles. Cross-section values from [4.66] appear to be 

reliable as well, but their sparse data points make them less suited in simulating 

backscattering spectra. Data from [4.69] should not be used for the aforementioned reasons 

and because they deviate from the evaluated cross section; for this latter reason also data from 

[4.63] should not be used. 

4.11. 23
Na(p,p0)

23
Na 

As a first step, the data sets already existing in IBANDL were compared with the data in the 

original references and the agreement was good. 

The second step included a thorough search in the literature and in nuclear databases for other 

available experimental data. Only one data set of possible interest for application in Ion Beam 

Analysis (i.e. for backscattering angles in the 100°─180° range) was retrieved [4.71]. Another 

paper [4.72] was found, however it was considered of limited interest since it focuses only on 

the measurement of the width of a resonance at 3.90 MeV proton energy. Table 4.7 lists the 

datasets found in the literature, both already existing in IBANDL and the new one. 

 

 
TABLE 4.7. AVAILABLE DATA IN THE LITERATURE ON 

23
Na(p,p0)

23
Na CROSS SECTIONS 

Reference Data 

source 

θlab Ep 

(MeV) 

Target Quoted 

uncertainties 

Data 

presentation 

[4.73] IBANDL 156.5° 0.57─1.48 Metallic sodium 

evaporated on 

Nylon films 

─ Tabular 

[4.69] IBANDL 123.2° 

139.2° 

158.9° 

0.4─1.0 Na metal 

evaporated on a 

C backing 

─ Tabular 

[4.71] Original 

paper 

135° 2.25─2.50 10 μg/cm
2
 Na 

evaporated on 

C foil                  

(10 μg/cm
2
) 

─ Graphical; 

arb. units 

[4.74] IBANDL 130° 3.45─6.50 100% 
23

Na 

target 

─ Tabular 

[4.75] IBANDL 165° 1.08─3.50 1─3 μg/cm
2
 Na 

evaporated on 

Au coated              

(1 μg/cm
2
) C 

foils (5 μg/cm
2
) 

1─2% 

statistical 

Tabular 

[4.76] IBANDL 150° 2.2─5.2 63 μg/cm
2
 NaBr 

evaporated on 

C foil                   

(30 μg/cm
2
) 

6% 

statistical and 

systematic 

Tabular 

 

Figures 4.40 and 4.41 present in graphical form all the cross sections listed in Table 4.7 (data 

from [4.71] are not shown since they are presented in arbitrary units); data referring to similar 

energy ranges are shown together. In the graphs the proton energy and the differential cross 

sections are given in the laboratory frame of reference, with energy units in MeV and cross-

section units in mb/sr. 
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FIG. 4.40. Cross-section values of proton elastic scattering on 
23

Na versus proton energy at different 

scattering angles, for energies in the 0.5─2.5 MeV range. 

 

 

 
FIG. 4.41. Cross-section values of proton elastic scattering on 

23
Na versus proton energy at different 

scattering angles, for energies in the 2.5─5.2 MeV range.  
 

 

From Fig.4.40, a striking discrepancy is observed in the data from [4.69] referring to the 

scattering angle of 158.9°: these data are about a factor of 2 lower than those from [4.73] and 
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several resonances are missing whereas the overall agreement between data from [4.73] and 

[4.75] is reasonably good–keeping in mind that they refer to different scattering angles. In 

addition, it should be noted that the cross-section values for the three scattering angles from 

[4.69] are consistently lower than the Rutherford value, even at proton energies of a few 

hundreds keV. 

From Fig.4.41, a fairly good agreement between data from [4.75] and [4.76] can be observed, 

taking into account that they refer to different scattering angles; however, some resonances 

are not well reproduced in the data from [4.76] due to the finite steps in energy of the 

measurement, often exceeding the proton energy loss in the target. The cross-section values 

from [4.74] are about 60% higher than those from [4.76] (again, the comparison is between 

data referring to different scattering angles) and also, in this case, the fine structure of the 

cross section is missed due to the sparse steps in measured energy. 

 

Recommended data 

An evaluated cross section exists in SigmaCalc for proton energies up to about 1.5 MeV and 

is recommended. At higher energies, data from [4.75] and [4.76] should be used.  

 

4.12. 9
Be(α,α0)

9
Be 

Figs. 4.42 and 4.43 compare Taylor’s [4.77] and Goss’ [4.78] measurements, both done at a 

scattering angle of 66.05° (lab system). The measurements disagree completely, with Goss’ 

measurement being lower than Taylor’s. The data of Goss are more or less constant, while 

Taylor’s data are rising from about 1.7 to 3 (relative to Rutherford) in this energy range. 

 

 

 

 
 

FIG. 4.42. Data comparison of Taylor [4.77] and Goss [4.78]  for 
9
Be(α,α0)

9
Be at 66.05°. 
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FIG. 4.43. Data comparison of Taylor [4.77] and Goss [4.78] for 
9
Be(α,α0)

9
Be at 66.05°. 

 

 

 

 
 

FIG. 4.44. Data comparison of Taylor [4.77] and Goss [4.78] for 
9
Be(α,α0)

9
Be at 99°. 
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FIG. 4.45. Data comparison of Taylor [4.77] and Goss [4.78] for 
9
Be(α,α0)

9
Be at 99°. 

 

At around 99°, the shape of both curves shows some similarities, see Figs. 4.44 and 4.45, but 

the quantitative agreement is poor. The minima and maxima are more or less at the same 

energies, but the cross-section values are different. The data of Goss [4.78] are systematically 

lower than Taylor’s [4.77] data, with the exception of the first maximum where Goss’ data are 

higher than those of Taylor. 

 

At around 140° data comparison is confined to Goss [4.78] and Saleh [4.79], since Taylor’s 

measurements [4.77] were done at higher energies. The minimum in the cross section is 

roughly at the same energy, but Goss’ data are systematically lower. The largest discrepancy 

is observed in the cross-section minimum, where Goss measured ~0.15 and Saleh ~0.5 (rr) – 

i.e. a discrepancy by a factor of about three. In the plateau region from 2.1 to 2.5 MeV the 

disagreement is about 20─30%. Goss’ data also seem to be too low compared to Taylor’s data 

at about 6.2─6.5 MeV. 
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FIG. 4.46. Comparison of Taylor [4.77], Saleh [4.79], Goss [4.78] for 
9
Be(α,α0)

9
Be at 136─140°. 

 

 

 

 

 
 

FIG. 4.47. Comparison of Saleh [4.79] and Goss [4.78] for 
9
Be(α,α0)

9
Be at about 140°. 
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FIG. 4.48. Comparison of Leavitt [4.40], Liu [4.80], Saleh [4.79] and Goss [4.78] for 

9
Be(α,α0)

9
Be  at 

157─170°. 

 

 

 
 

FIG. 4.49. Comparison of Leavitt [4.40], Liu [4.80], Saleh [4.79] and Goss [4.78] at 157─170°. 
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At 157─170° four different data sets are available, see Figs. 4.48 and 4.49. The position of the 

cross─section minimum at about 1.85 MeV is close within about 30 keV between all four 

data sets, see Fig. 4.49. Liu [4.80] and Goss [4.78] agree on the position of the cross─section 

maximum at 5.05─5.07 MeV. Leavitt [4.40] and Liu [4.80] show a better than 10% 

agreement of the cross sections over the whole energy range, while the data by Goss [4.78] 

are always systematically too low. Saleh [4.79] shows some agreement with Leavitt and Liu. 

The Leavitt and Liu data approach the Rutherford cross section at energies below about 1.5 

MeV. 

 

Recommendation: 

Leavitt’s data [4.40] for 170° and Liu’s data [4.80] for 165° show agreement within 10% or 

better, and the use of their data is recommended. At smaller scattering angles the data show 

larger discrepancies, so that a recommendation cannot be given. The positions of the cross-

section minima and maxima agree within about 30 keV. The data by Goss [4.78] are 

systematically lower than all other data and should not be used.  

 

 

4.13. 10
B(α,α0)

10
B 

Only three authors have measured cross sections for alpha backscattering from 
10

B. Their 

publications have been examined. Only one of these measurements was found in IBANDL. 

All other suitable data have been taken from EXFOR and were submitted to IBANDL. A 

complete list can be found in Table 4.8 below. 

The existing cross-section data for -backscattering from 
10

B are very scarce. A comparison 

of the data from Mo et al. [4.81] and McIntyre et al. [4.82] is shown in Fig. 4.50. The shape of 

the curves is similar, but the quantitative agreement is poor. The data were recorded at slightly 

different angles. The angular dependence at two different energies is shown in Fig. 4.51.  

Although there is some angular dependence, it seems improbable that the difference between 

Mo [4.81] and McIntyre [4.82] can be explained by the different scattering angles. The data of 

McIntyre approach the Rutherford cross section at low energies. Additional experimental data 

are necessary in order to clarify the differences between the data. 
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FIG. 4.50. Comparison of the data by Mo [4.81] and McIntyre [4.82] for 
10

B(α,α0)
10

B at 162° and 

170.5° scattering angle. 

 

 

 
 

FIG. 4.51. Angular dependence of the cross section for 
10

B(α,α0)
10

B at 2100 and 3000 keV. 

From [4.81].
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TABLE 4.8. PUBLICATIONS CONTAINING 
10

B()
10

B CROSS-SECTION DATA 

Energy 

Range  

(MeV) 

Lab 

Angle 

(°) 

Error Data  Ref. IBANDL EXFOR Action 

5.0─30.0 57.4 ─ Graph [4.83] data unsuitable 

for RBS due to 

angle 

F0220002  

2.0─4.3 50 ─ Graph [4.81] data unsuitable 

for RBS due to 

angle 

F0486002 Data converted 

from EXFOR to 

IBANDL 

2.0─4.3 68 ─ Graph [4.81] data unsuitable 

for RBS due to 

angle 

F0486002 Data converted 

from EXFOR to 

IBANDL 

2.0─4.3 90 ─ Graph [4.81] data missing F0486002 Data converted 

from EXFOR to 

IBANDL 

2.0─4.3 122 ─ Graph 

(2x) 

[4.81] data missing F0486002 Data converted 

from EXFOR to 

IBANDL 

2.0─4.3 140 ─ Graph [4.81] data missing F0486002 Data converted 

from EXFOR to 

IBANDL 

2.0─4.3 162 ─ Graph 

(2x) 

[4.81] data missing F0486002 Data converted 

from EXFOR to 

IBANDL 

1.0─3.3 170.5 7% Graph [4.82] data included C0090002  

 

Recommended data 

The existing cross-section data for 
10

B()
10

B are very scarce and only show qualitative 

agreement. None of the data sets can be recommended for quantitative purposes. In order to 

obtain more reliable data further measurements are necessary. 

 

4.14. 11
B(0)

11
B 

Several authors have measured cross sections for alpha backscattering from 
11

B. Available 

publications have been collected, and if not already included in IBANDL, the data have been 

taken from EXFOR or the articles have been submitted to the IAEA for digitization. In one 

case the data available at IBANDL (file b1aa0b.r33) [4.84] turned out to be incorrect, because 

a mistake was made in the data conversion from the centre-of-mass system to the laboratory 

system. A complete list can be found in Table 4.9 below. 

The available data at 165°─170° are shown in Fig. 4.52. An expansion of the low energy part 

below 3.4 MeV is shown in Fig. 4.53. The curves have a similar shape, but the differences are 

up to 30%. More experimental data are necessary.
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FIG. 4.52. Comparison of experimental data from Liu et al. [4.86] and McIntyre [4.82] for 
11

B(0)
11

B at 165° and 170.5° scattering angle. 

 

 
 

FIG. 4.53. Comparison of experimental data from Liu et al. [4.86] and McIntyre [4.82] for 
11

B(0)
11

B at 165° and 170.5° scattering angle below 3.4 MeV.
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Recommended data 

The existing cross-section data for 
11

B()
11

B are very scarce and are only in qualitative 

agreement with deviations up to 30%. None of the data sets can be recommended for 

quantitative purposes, and further measurements are necessary in order to obtain more reliable 

data. 

 

4.15. 12
C(0)

12
C 

Comparison of data sets in IBANDL with the data of the original references showed some 

discrepancies which are reported in Table 4.10. It was found that only part of the data from 

the original publications had been digitized and transferred to the IBANDL database. For 

instance, IBANDL contains data from [4.87] but only for 106.7º although the original 

publication reports cross sections for three other lab angles 124º, 136º and 160º. Data for all 

angles have been digitized and are available in the EXFOR database in R33 format. 

 

TABLE 4.10. COMPARISON BETWEEN DATA FROM ORIGINAL PUBLICATIONS AND 

DATA PUBLISHED IN IBANDL 

Angle 

Lab 

Energy (keV) Author IBANDL Action 

170º 4100─7640 [4.88] Data included    Cross section at 5.5 MeV was 

missing  

Corrected in R33 file and 

uploaded to IBANDL 

172º 4035─4635 [4.89] Data included    

165º 1810─9052 [4.90]  Data included  

170.5º 1564─4976 [4.91]  Data included  

106.7º 2500─4800 [4.87]  Data included  

124º 2500─4800 [4.87] Data not included   

136º 2500─4800 [4.87] Data not included   

160º 2500─4800 [4.87] Data not included  

170º 5000─9000 [4.92] Data included  

149º 4000─13300 [4.93] Data included  

143.9º 4000─13300 [4.93] Data not included  

136.7º 4000─13300 [4.93] Data not included  

125.1º 4000─13300 [4.93] Data not included  

113.9º 4000─13300 [4.93] Data not included  

106.8º 4000─13300 [4.93] Data not included  

166.6º 640─1170 

1910─3980 

[4.94] Data included Digitized data available in 

IBANDL but from    640 –

1170 keV and from 1910 

─3980 keV 

133.3º 2500─4000 [4.94] Data included  

107.2º 2500─4000 [4.94] Data not included  

167º 3800─7600 [4.95] Data included  

134.3º 3800─7600 [4.95] Data not included  

125.2º 3800─7600 [4.95] Data not included  
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TABLE 4.10. (CONT’D) 

Angle 

Lab 

Energy (keV) Author IBANDL Action 

104.8º 3800─7600 [4.95] Data not included  

165° 9000─11700 [4.101] Data not included  

107° 3540─3630 [4.102] Data not included  

136° 3540─3630 [4.102] Data not included  

152° 3540─3630 [4.102] Data not included  

35 angles 

from 22° 

to 163° 

1460─6560 [4.103] Data not included Original data not available 

27° ─167° 

in steps of 

5°.  

5000 

and 6000 

[4.96] Data not included Original publication not available 

170° 5000─9000 [4.92] Data not included Data are given as ratio-to-

Rutherford 

 

165° 5900─7100 [4.97] Data not included Original publication not available 

Data are given as ratio-to-

Rutherford 

 

167° 5040─6000 [4.98] Data included Original publication not available 

170° 5412─5964 [4.99] Data not included Data in original publication are 

given as ratio-to-Rutherford 

169° 6400─7900 [4.100] Data included  

165° 9000─11700 [4.101] Data not included  

107° 3540─3630 [4.102] Data not included  

136° 3540─3630 [4.102] Data not included  

152° 3540─3630 [4.102] Data not included  

35 angles 

from 22° 

to 163° 

1460─6560 [4.103] Data not included Original data not available 

 

Ref. [4.87]: In the original publication data are only reported in graphical form. Authors 

report measurements with alphas in the energy range from 2.5 to 4.8 MeV. Differential cross 

sections were measured at the c.m. angles 70.1º, 90º, 99.3º, 109.9º, 125.3º, 140.3º, 149.5º and 

166.6º. If we assume that only backscattering angles greater than 100º are of importance for 

the IBA community, and convert c.m. to lab angles, the cross sections reported in the original 

publications are available for 160º, 136º, 124º and 106.7º in the energy range from 2.5 to 4.8 

MeV. Cross sections values are reported in the c.m. frame of reference. However, in IBANDL 

only data for 106.7º are tabulated and are in agreement with data from original publication.  

Ref. [4.93]: In the original publication data are reported only in graphical form. Data are 

reported for c.m. angles from 30.6º up to 158.8º and laboratory energies from 4 to 13.3 MeV. 

Again, we are interested only in backscattering angles greater than 100º since they are the 

most important for IBA. Cross-section curves are plotted for 125.3º, 131.4º, 140.8º, 149.4º, 

155º and 158.8º in the c.m. that corresponds to 106.8º, 113.9º, 125.1º, 136.7º, 143.9º and 149º 

in the lab frame, respectively. However, in IBANDL only data for 149º are tabulated.  
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Ref. [4.94]: In the original publication data are reported only in graphical form. Data are 

reported for c.m. angles from 92º, 125.5º, 147.2º and 171º that correspond to 73.7º, 107.2º, 

133.3º and 166.6º lab angles. For 171º c.m. (166.6º lab), differential cross sections in the c.m. 

system are measured from 600–4000 keV. In IBANDL data are published for energies from 

640–1170 keV and from 1910─3980 keV. For 147.2º c.m. (133.3º lab) digitized data are 

available in IBANDL from 2.5 to 4 MeV. This file is in agreement with data from the original 

publication.  

Ref. [4.95]: In the original publication data are presented only in graphical form. C.M.. cross 

sections are presented for c.m. angles 171.2º, 147.9º, 140.8º, 123.2º and 90.0º that correspond 

to lab angles of 166.9º, 134.3º, 125.2º, 104.1º and 72º. Assuming only backscattering angles 

greater than 100º are important for the IBA community, we focus on cross-section data for 

167°, 134.3º, 125.2º and 104.1º. For 167° data can be found in IBANDL and are in agreement 

with the original data.  

There are three data sets in EXFOR [4.96], [4.92] and [4.97] and one in IBANDL [4.98] for 
12

C(,)
12

C cross sections that cannot be compared with data from original publications  

because the original publications are not available. In [4.96] authors have measured 

differential cross sections at two energies 5 and 6 MeV for scattering angles from 27° to 167° 

in steps of 5°. R33 files are available for downloading for angles > 100°. In [4.92] the cross-

section ratio to Rutherford is reported for energies from 5─9 MeV and 170°. In [4.97] the 

same is reported for energies from 5.9 to 7.1 MeV and 165°. 

R33 files of data from Ref. [4.99], [4.100] and [4.101] have been compared and have been 

found to be in agreement with data from the original publications. 

Authors from ref. [4.102] reported cross sections for four lab angles 92°, 107°, 136° and 152°.  

In ref. [4.103] authors report angular distributions of cross sections for 35 angles in the range 

from lab=22°─163°. Angular distributions have been obtained at 51 energies in the energy 

range from 1.466 to 6.558 MeV. It was not possible to check all original data because they are 

part of a PhD thesis (Plaga, R., Diploma thesis, University of Münster, 1986). Part of the data 

was checked in Ref. [4.103] for some energies and it was found that those data are in 

agreement with EXFOR generated R33 files.  

Comparison of published data for different scattering angles 

Around 135º, there are only three data sets that can be compared. Data from [4.104] and 

[4.94] are in good agreement up to 3500 keV as can be seen from Fig. 4.54. For energies 

higher than 3500 keV discrepancies between all three data sets exist.  

Around 150º there are data from [4.93] for 149º, from [105] for 150º and from [4.103] for 

148°. Data overlap in the region where a strong resonance exists. As can be seen from Fig. 

4.55, two sets of data differ in both resonance position and intensity. 

Around 165º there are 5 data sets available. Agreement between experimental points from 

[4.95], [4.103] and [4.90] is good for the resonance at ~ 4250 keV. A difference in the 

resonance position between data sets is about 10 keV as can be seen from Fig. 4.56. Data also 

differ in the height of the resonance.  

Around 170 there are 6 data sets available in IBANDL. For 4275 keV three data sets can be 

compared, as can be seen from the magnified part of Fig. 4.57. Data from ref. [4.91] and 

[4.89] are in agreement concerning height as well as position of the 4275 keV resonance. 
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FIG. 4.54. Four sets of data from Refs [4.93], [4.94], [4.104] and [4.103] for 
12

C(0)
12

C at angles 

around 135º. 

 

 

 
 

FIG. 4.55. Three sets of data for 
12

C(,) differential cross sections from Refs [4.93], [4.104] and 

[4.103] at angles around 150º. 
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FIG. 4.56. Available data sets for 
12

C(,) differential cross sections around 165º published in 

IBANDL. 

 

 

 
 

FIG. 4.57. Available data sets for 
12

C(,) differential cross sections around 170º published in 

IBANDL. 
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Recommended data 

An evaluated cross section exists in SigmaCalc for energies from 1.7 to 7.2 MeV and all 

angles. This evaluated cross section is recommended for all quantitative analysis. 

 

4.16. 14
N(α,α0)

14
N 

Table 4.11 shows the list of data sets available in IBANDL. All cross-section data are shown in 

Figs. 4.58–4.61 in graphical form. In the graphs both the energy and the cross section are given in 

the laboratory frame of reference, with energy units in MeV and cross-section units in mb/sr.  

 

 
TABLE 4.11. LIST OF DATA SETS AVAILABLE IN IBANDL 

 

 

 

 

 

 

 

 

 

  

Nº Reaction Lab. Scattering Angle  (°) Energy Range (keV) Reference 

1 N(α,α0)N 171.0
o
 7480─8180 [4.105] 

2 N(α,α0)N  171.0
o
 8980─9780 [4.105] 

3 N(α,α0)N  167.2
o
 2010─3840 [4.106] 

4 N(α,α0)N  167.0
o
 4550─6570 [4.107] 

5 N(α,α0)N  167.0
o
 7090─9070 [4.107] 

6 N(α,α0)N  167.0
o
 8700─9000 [4.107] 

7 N(α,α0)N  166.0
o
 920─1420 [4.108] 

8 N(α,α0)N  166.0
o
 1400─1920 [4.108] 

9 N(α,α0)N  166.0
o
 1900─2240 [4.108] 

10 N(α,α0)N  165.0
o
 1990─9060 [4.109] 

11 N(α,α0)N  163.7
o
 2680─4700 [4.110] 

12 N(α,α0)N  150.0
o
 3140─3770 [4.111]  

13 N(α,α0)N  109.5º 2010─3840 [4.106] 

14 N(α,α0)N  127.5º 2010─3840 [4.106] 

15 N(α,α0)N  167.2º 2010─3840 [4.106] 

16 N(α,α0)N 
 

172.0º 5200─7500 [4.112] 

17 N(α,α0)N  177.0º 9090─9590 [4.113] 

18 N(α,α0)N 
 

167.0º 5080─5970 [4.98] 

19 N(α,α0)N 
 

165.0º 3420─5990 [4.114] 

20 N(α,α0)N 
 

118.0º 2544─3927 [4.115] 

21 N(α,α0)N 
 

150.0º 2544─3927 [4.115] 

22 N(α,α0)N 
 

165.0º 2544─3927 [4.115] 
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FIG. 4.58. Cross section for the N(,0)N reaction measured at low energy by Silverstein et al. 

[4.108] at  =166º. a, b and c are the cross section values; d is the corresponding Rutherford cross 

section. 
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FIG. 4.59. Cross section for the N(,0)N reaction at scattering angles in the 109.5º─150º range, 

measured for energies up to 4 MeV: (a) cross section values measured at 150º by Jiang et al. [4.111]; 

(b) cross section values measured at 127.5º by Herring et al. [4.106]; (c) cross section values 

measured at 109.5º by Herring et al. [4.106]; (d) cross section values measured at 118º by              

Gurbich et al. [4.115]; (e) Rutherford cross section at the same scattering angles as the Herring data.  
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FIG. 4.60. Cross section for the N(,0)N reaction at scattering angles in the 163.7º─177º range, 

measured for energies up to 9.75 MeV. (a) cross section values measured by Feng et al. at 165º 

[4.109]; (b) cross section values measured by Kashy et al. at 163.7º [4.110]; (c) cross section values 

measured by Foster et al. at 167º - data set # 6- [4.107]; (d) cross section values measured by    

Foster et al at. 167º - data set # 4 and #5- [4.107]; (e) cross section values measured by Herring et al. 

at 167.2º [4.106];( f) cross section values measured by Wettland et al. at 167º [4.98]; (g) cross section 

values measured by Terwagne et al. at 165º [4.114]; (h) cross section values measured by        

Gurbich et al. at 165º [4.115];( i) cross section values measured by Qiu et al at. 177º [4.113]; (j) 

cross section values measured by Berky et al. at 171º [4.105]; (k) cross section values measured by 

Artigalas et al. at 172º  [4.112]. 
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FIG. 4.61. (a) Detail of figure 4.60 in the 2─6 MeV energy range. (b) Detail of figure 4.60 in the       

6─10 MeV energy range. Graph legend is the same as in Fig. 4.60. 
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Looking at Figs 4.58 – 4.61 it becomes clear that up to ~2.5 MeV the cross section is very close 

to Rutherford. Above 2.5 MeV, the cross section shows many strong resonances. The measured 

data reveal several discrepancies. In the following, the data sets are compared and the most 

consistent data sets in a certain energy and angular range are recommended for IBA use. 

Considering the 163─167º angular range and the 2.5─3.8 MeV energy range the Terwagne 

[4.114], Kashy [4.110], Herring [4.106] and Gurbich [4.115] data show the greatest consistency, 

with the exception of the resonances around 3.70 and 3.57 MeV. According to Terwagne et. al., 

the intensity of the 3.70 MeV resonance is significantly lower in the Terwagne data due to 

increased energy loss in their (thicker) target and due to the subtraction of the 
14

N(,p0)
17

O 

contribution. Its position also appears to be shifted to higher energies in the Terwagne and Kashy 

data, when compared with the Feng, Herring and Gurbich data. The 3.57 MeV resonance does not 

even appear in the Terwagne data and its position and intensity varies in all the other data sets 

(Kashy, Feng, Herring and Gurbich), with the Feng (3.569 MeV) and Gurbich (3.566 MeV) data 

being in closer agreement. Looking at all the data sets in this energy and angular range, the 

Gurbich [4.115] data are the most corroborated by other measurements and should be preferred 

for IBA use. They should also be given greater relevance in a future evaluation. 

Considering the 163─167º angular range and the 3.8─4.5 MeV energy range, three data sets exist: 

Terwagne [4.114], Feng [4.109] and Kashy [4.110]. As regards intensity, the Feng and Kashy 

data agree very well, although in the 2.5─3.8 MeV energy range, the Kashy data are ~30 keV 

shifted towards higher energies. The energy position of the resonances in the Terwagne data is 

closer to Feng’s but, as discussed above, the fine structure of the resonances is lost. Thus, the 

preferred data set in this energy range are the Feng [4.109] data. 

Considering the 163─167º angular range and the 4.5─ 6.5 MeV energy range, four data sets exist: 

Terwagne [4.114], Feng [4.109], Foster [4.107] and Wettland [4.98]. The Feng and Foster data 

agree quite well in the resonance regions although Foster’s data are too low in the plateaus (it is 

the lowest of the four data sets). The resonances in the Terwagne data are again “smoothed” due 

to the effect discussed previously. In the case of Wettlands’ data, the energy step is too coarse to 

permit the observation of some resonant structures. Thus, the preferred data set in this energy 

range are the Feng [4.109] data.  

Considering the 163─167º angular range and the 6.5─9.5 MeV energy range, only two data sets 

exist: Feng’s [4.109] and Foster’s [4.107]. The intensity of the cross section agrees well in both 

data sets, but, unaccountably, Foster’s data are ~50 keV shifted to higher energies, whereas, in the 

4.5─6.5 MeV energy range, the resonances’ energy position agreed well in the two data sets. 

Moreover, this energy shift decreases with increasing beam energy, until the resonance position at 

8.87 MeV coincides. Given the fact that the energy position of the resonances in Feng’s data is 

reproduced by other measurements at lower energies, Feng’s data [4.109] are recommended for 

use in this energy interval. 

Existing data at other scattering angles are too sparse and taken at scattering angles too far 

apart to perform an analysis similar to the one above.  

 

Recommended data 

An evaluated cross section exists in SigmaCalc for energies from 1.6 to 4.6 MeV and all 

angles. If available, this evaluated cross section is recommended for all quantitative analysis. 

Table 4.12 summarizes the recommendations for the use of experimental data. The evaluated 

cross section was compared with the recommended experimental cross sections in table 4.12. 

In the 2.5─3.8 MeV range the evaluated cross section reproduces quite closely the Gurbich 
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data [4.115], both at 165º and 118º scattering angle, with the notable exception of the 

resonance at 2.766 MeV, which is much sharper and intense in the evaluated file than in any 

of the measured data, recommended or otherwise. Such difference is usually related to the 

limited energy resolution of the experiments, since it is quite a narrow resonance. In the 

3.8─4.5 MeV energy range and for scattering angles in the 163─167º range, the evaluated 

cross section closely follows the Kashy data [4.110], which means that the resonances appear 

~30 keV shifted towards higher energies when compared with the recommend Feng data set 

[4.109]. The evaluated data are an important tool for the IBA analyst, especially when no 

experimental data exist at a particular scattering angle. 
 

TABLE 4.12.  RECOMMENDED EXPERIMENTAL CROSS SECTIONS FOR THE N(,0)N 

REACTION FOR IBA ANALYSIS 

Energy Range (MeV) Scattering Angle Range Recommended Data 

2.5─3.8 163─167º [4.115] 

3.8─ 4.5 163─167º [4.109] 

4.5─ 6.5   163─167º [4.109] 

6.5─ 9.5   163─167º [4.109] 

 

 

4.17. D(
4
He,D)

4
He AND T(

4
He,T)

4
He 

In previous works, several authors have measured the forward recoil cross sections for 

D(
4
He,D)

4
He and T(

4
He,T)

4
He [4.116, 4.117, 4.118, 4.119, 4.120, 4.121, 4.122]. The energy 

range covers 1─3 MeV and 9─11 MeV. The scattering angles are 10°, 20°, 25°, 30°, 35° and 

40° for D(
4
He,D)

4
He, and 30° for T(

4
He,T)

4
He. But some disagreement among their results 

exists. The discrepancy mainly comes from the samples and measuring methods. For the 

measurement of the D(
4
He,D)

4
He cross section, Kellock [4.117] employed samples of 60 nm 

deuterated polystyrene (C8D8)n, and used two detectors to allow the simultaneous collection of 

ERD and RBS spectra. Hence the deuterium differential cross section can be determined from 
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
        (4.1) 

where )( *EC is the backscattering differential cross section for carbon at 170
0
 and *E is the 

mean laboratory energy of incident He
+
 ions within the film.  and D  are the respective 

solid angles of the detectors at 170º and D . The above equation is independent of the amount 

of collected charge. The main error of the cross section comes from  , and A if the ratio of 

C to D is exact. However, the loss of deuterium (about 1%) due to the ion beam bombardment 

during each run of 20 µC is also a source of error. 

Quillet [4.118] used deuterated polystyrene (C8D8)n to measure the deuterium differential 

cross section for helium energies ranging from 1─2.6 MeV at recoil angles of 10°, 20° and 

30°. The cross sections were determined from the formula 
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When using a movable detector to measure the RBS spectrum for a Bi implanted silicon 

reference sample with known dose as well as the ERDA spectrum, the solid angles   in 

equation (4.2) vanishes. Thus, the total error originated from other uncertainties and was from 

4 to 7%.  

In 1986, Besenbacher [4.119] used a target consisting of a self-supporting 400 Å Au film, 

upon which 100 Å Ti was evaporated in a D atmosphere to form a TiD0.8 layer. The 

D(
4
He,D)

4
He recoil yield was measured relative to the pHeD ),(3  nuclear reaction. The 

3
He+D cross section determined by Möller and Besenbacher [4.123] has an absolute accuracy 

of %4  for c.m. energies less than 500 keV. Since the detector solid angle is constant during 

the rotation around the center line, the laboratory cross section can be easily obtained from the 

nuclear reaction cross section as follows: 
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where the last factor is the solid angle centre-of-mass to laboratory system conversion factor 

for the 
3
He+D reaction. When the above statistical uncertainty of Y and Q is 2─3%, the 

absolute accuracy of the cross section is %5 , which is almost the same as that alleged by 

Kellock [4.117]. 

Sawicki [4.120] used the same measuring principle as Besenbacher [4.119] in order to 

measure the cross section for T(
4
He,T)

 4
He forward scattering. However, he employed two 

kinds of targets, i.e. a tritium–titanium target prepared by absorption of evaporated Ti in a T 

atmosphere and a tritium–silicon target fabricated by implantation. It was found that the Si-T 

target was much more stable than the Ti-T target. With the quoted accuracy of the cross 

section for the T(d,)n reaction of 2% and all statistical uncertainties originating from Y and 

Q of typically %4 , the total error is not larger than 10%. 

In recent measurements of cross sections for the D(
4
He,D)

4
He and T(

4
He,T)

4
He forward 

scattering, J.F. Browning et al. [4.121,4.122] used the original formula to calculate the cross 

section in the energy range of 911 MeV, i.e. equation (4.2). However, because they employed 

special methods to measure each item in the formula separately, i.e., N was measured by 

thermal desorption, Q by a chopper system and  by using a 
238

Pu  source, the error of N, Q 

and   can be controlled in  2.0,  2.0 and  1.0%, respectively. So the overall uncertainty in 

the measured cross section is 3.2%. 

For measuring the D(
4
He,D)

4
He cross section, the various experimental data show some 

discrepancies in the absolute values both within and outside of the resonance region. Fig. 4.62 

shows a comparison of the experimental data at several angles. The work by Besenbacher 

[4.119] is the most complete, having been done over a wide range of energies and angles. 

Below the resonance energy, Besenbacher’s values are in agreement with Kellock’s [4.117] 

results. However, in the resonance region there is a systematic disagreement in the magnitude 

of the cross section, which apparently could be explained by a constant offset of ~2° in the 

detector angle. Kellock’s results are closer to Quillet’s data [4.118] in the resonance region. 
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Besenbacher [4.119] quotes his angular precision to be ± 2°, which would explain the 

discrepancy with Kellock’s work. The strong dependency on the detector angle is nonetheless 

noteworthy, and indicates the need for special angular precision when working in the 

resonance region. 

 

  

 

 

 

 

FIG. 4.62. Comparison of the D(
4
He,D)

4
He recoil cross section at different recoil angles. 

Recommended data 

For the D(
4
He,D)

4
He recoil cross section the data sets by Besenbacher [4.119], Quillet [4.118] 

and Kellog [4.117] agree within 10─15% at energies below about 2 MeV at recoil angles 

from 10° ─ 30°. Within the resonance region (from about 2.0 to 2.3 MeV) Besenbacher’s data 

show disagreement with the data from Quillet and Kellog and seem to suffer from a 

systematic error in the recoil angle. The data sets from Quillet and Kellog show qualitative 

agreement for the cross section in the resonance region, but with a small shift of the position 

of the resonance and a difference of about 5─10% in the peak values. 

 

4.18. D(
3
He,p)

4
He AND 

3
He(d,p)

4
He 

The experimental data for the total cross section of the D(
3
He,p)

4
He and 

3
He(d,p)

4
He reaction 

show large discrepancies, both with respect to the absolute cross-section values and the 

position of the resonance, as can be seen in Fig. 4.63–4.65. The low energy data of Jarvis 

[4.124] are totally off, see Fig. 4.63. The data of Freier [4.125] are larger than all other data at 

the position of the resonance, see Fig. 4.64.  
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The more recent data by Möller and Besenbacher [4.123] have an accuracy of about 5%. The 

data by Kunz [4.126] and by Möller/Besenbacher [4.123] indicate an identical position of the 

resonance, but their absolute cross-section values disagree.  

The total cross section was evaluated in [4.127] using R-matrix theory, the result of this 

evaluation is shown in Figs. 4.63–4.65 as solid line. However, because this evaluation was 

based on R-matrix calculations performed already in 1979, only experimental data taken 

before this year were taken into account, and the data by Möller and Besenbacher [4.123] and 

Krauss et al. [4.128] were not included. As can be seen in Fig. 4.63 and Fig. 4.65, the R-

matrix result is in good agreement with the data by Krauss et al. [4.128], but systematically 

lower than the Möller and Besenbacher data [4.123] at the position of the resonance. Bosch 

and Hale suppose their evaluation to be correct to at least 10%, with the maximum uncertainty 

occurring near the peak of the resonance [4.127]. The parameterizations by Peres [4.129] and 

Duane [4.130] (dashed and dotted lines in Figs. 4.63–4.65) show larger inaccuracies in 

comparison to the experimental data, and their use is not recommended.  

As it was shown by several authors [4.131, 4.126, 4.132], the angular distribution of the 

differential cross section is almost isotropic in the centre-of-mass system at incident deuteron 

energies below about 1 MeV (corresponding to incident 
3
He energies below about 1.5 MeV), 

see Figs. 4.66 and 4.67. The deviation from isotropic is below about 2%. Therefore, in this 

energy range the differential cross section can be obtained at any laboratory angle by using 

the total cross section (for example from the evaluation of Bosch and Hale [4.127] or by using 

experimental data from Möller and Besenbacher [4.123]), dividing it by 4 in the centre-of-

mass system, and then converting the cross section to the laboratory system. 

At higher energies experimental differential cross-section data have to be used. Alimov et al. 

[4.133] determined the differential D(
3
He,p)

4
He reaction cross section at a laboratory angle of 

135° for 
3
He energies between 0.5 and 6 MeV [4.133]. The relative accuracy of the individual 

Alimov data points is about 3.5%. The absolute cross-section values were obtained by fitting 

the measured values to the Möller and Besenbacher values [4.123] in the energy range 0.55–

1.2 MeV, where the absolute accuracy is about 4%. 
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FIG. 4.63. S values for the D(

3
He,p)

4
He reaction as a function of the centre-of-mass energy for 

energies below 200 keV. The solid line is the result of the R-matrix evaluation from [4.128]. Figure 

taken from [4.127]. 

 

 
 

FIG. 4.64. S values for the D(
3
He,p)

4
He reaction as a function of the centre-of-mass energy. The solid 

line is the result of the R-matrix evaluation from [4.127]. Figure taken from [4.127]. 
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FIG. 4.65. S values for the D(
3
He,p)

4
He reaction as a function of the centre-of-mass energy. The solid 

line is the result of the R-matrix evaluation from [4.127]. Figure taken from [4.127]. 
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FIG. 4.66. Centre-of-mass angular distribution of protons created from the 
3
He(d,p) reaction at 

different deuteron energies. Figure reproduced courtesy of American Physical Society [4.131]. 
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FIG. 4.67. Centre-of-mass angular distribution of protons created from the 
3
He(d,p) reaction at 

different deuteron energies. Figure reproduced courtesy of American Physical Society [4.132]. 
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FIG. 4.68. Differential cross section of the D(
3
He,p)

4
He nuclear reaction at an angle of 135° in the 

laboratory system. Dots: experimental data from [4.133]. Solid line to guide the eyes. Dashed line: 

differential cross section from the fit function of Möller and Besenbacher [4.123] to the total cross 

section, assuming angular independence in the centre-of-mass system. 

 

Recommended data 

The total cross section of the D(
3
He,p)

4
He and 

3
He(d,p)

4
He reaction was evaluated using the 

R-matrix theory by Bosch and Hale [4.127] with an absolute accuracy of about 10%, and 

precise experimental data for the total cross section with an accuracy of about 5% were 

provided by Möller and Besenbacher [4.123]. [4.127] and [4.123] show reasonable 

agreement. The differential cross section can be obtained from the total cross section by 

assuming angular independence in the centre-of-mass system at incident deuteron energies 

below about 1 MeV, corresponding to incident 
3
He energies below about 1.5 MeV. This 

introduces an additional error below about 2%. For higher energies Alimov provided reliable 

cross-section data for the D(
3
He,p) reaction up to 6 MeV at a reaction angle of 135° [4.133]. 

 

4.19. 12
C(d,p)

13
C 

No significant problems for the 
12

C(d,p)
13

C cross section were found. Recent results obtained 

by Kokkoris et al. [4.145] are in reasonable agreement with the data acquired many years ago. 

Thanks to Kokkoris’ detailed measurements, the cross section for 
12

C+d is known both for the 

transitions to the ground and to excited states in a sufficiently wide interval of angles. The 

quality of the available experimental data is illustrated by Fig. 4.69, where different data sets 

are compared for 165. Some uncertainty is seen in the peak locations and in the magnitude of 

the broad peak near 1200 keV. A substantial discrepancy is observed only in the energy 

region above 1900 keV indicated by a circle. It is worth noting that for the 1200 keV peak the 

data obtained by Kashy et al. [4.140] and Balin et al. [4.142] are in excellent agreement (the 

absolute value reported by Balin et al. is 102  6.7 mb/sr) whereas Kokkoris’ points lie a little 

bit lower. The data by Phillips et al. [4.141] reproduced in the LA-2014 report are erroneously 

normalized (see Fig. 4.70) by a factor of about 2. 
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FIG. 4.69. Comparison of different experimental data for 

12
C(d,p0)

13
C at 165°. 

 

 
FIG. 4.70. Comparison of different experimental data for 

12
C(d,p0)

13
C at 150°. 

 

Special efforts were applied for the absolute calibration of the 
12

C(d,p0)
13

C cross section at the 

900─1000 keV plateau. The obtained results along with Jiang’s tabulated data [4.137] are 
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compared in Table 4.13. Again, the agreement between the values reported by different 

authors is good. 

 
 

TABLE 4.13. ABSOLUTE VALUES FOR THE 
12

C(d,p0)
13

C CROSS SECTION AT 150 

Energy, keV Cross section (mb/sr) Target Reference 

968 29.51.2 Polystyrene [4.118] 

970 27.91.4 Frozen gas [4.135] 

970 25.50.8 Frozen CO2  [4.136] 

969 29.251.2 C/Glass [4.137] 

 

Only scarce information is available for the cross sections of the reaction leading to excited 

states of the residual nucleus. In order to make a comparison, excitation functions for the 
12

C(d,p1)
13

C reaction were derived from the angular distributions presented in [4.138] (see 

Figs. 4.71–4.73). As can be seen from these figures, some discrepancy is observed in the 

1700─1800 keV energy region for 145 and 150 and good agreement is observed for 165. It 

should be noted that the cross-section behaviour in the vicinity of the sharp resonance at an 

energy slightly below 1500 keV was measured in insufficient detail. 

 

 

FIG. 4.71. Excitation function for the 
12

C(d,p1)
13

C reaction at 145°. 
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FIG. 4.72. Excitation function for the 
12

C(d,p1)
13

C reaction at 150°. 

 

FIG. 4.73. Excitation function for the 
12

C(d,p1)
13

C reaction around 165°. 
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FIG. 4.74. Comparison of Kashy et al data [4.140] at 165 as compiled in EXFOR and IBANDL. 

Cumulative information on the studied cross sections is presented in Table 4.14. The 

comparison of different compilations of Kashy’s data [4.140] for 165 (EXFOR vs IBANDL) 

as shown in Fig. 4.74 demonstrates good agreement. Nevertheless, a decision should be made 

which of the data sets should be accepted if the data bases have identical data for the same 

paper. 
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Recommended data 

An evaluated cross section exists in SigmaCalc for the 
12

C(d,p0)
13

C reaction at energies from 

0.9 to 1.9 MeV and all angles. This evaluated cross section is recommended for all 

quantitative analysis. 

 

4.20. 12
C(

3
He,p)

14
N 

The 
12

C(
3
He,p)

14
N reaction can be used for the detection of 

12
C if the simultaneous detection 

of deuterium by the D(
3
He,p) reaction is required or if the use of a deuterium beam and the 

reaction 
12

C(d,p)
13

C is not possible due to radiation protection reasons. The reactions 
12

C(
3
He,p0,1,2)

14
N have Q values that are high enough for the protons from these reactions to 

be visible even in detectors with thick absorber foils, while protons from higher excited states 

require thinner absorber foils.  

Available cross-section data for the different reactions are listed in Tables 4.15 to 4.19. The 

available IBANDL files were compared with the original publications. The data from [4.146] 

in the file c2hp0c.r33 were stored with only 2 digits, although they were given with 3 digits in 

the original publication. This resulted in a difference of about 1% between the published data 

and IBANDL. A corrected file was supplied to IBANDL. Most other files have been digitized 

from the published graphs, and no visible differences were found between the IBANDL files 

and the original publications. The data from [4.147] at 76° and from [4.148] at 30° and 7° are 

not in IBANDL, but can be found in EXFOR. Due to the forward reaction angle they are only 

of limited use for IBA. The data from [4.147] for the 
12

C(
3
He,p3)

14
N and 

12
C(

3
He,p4)

14
N 

reactions at 76° and 159.4° are also missing in IBANDL. However, these data are also only of 

limited use in IBA. 

 

 
TABLE 4.15. AVAILABLE CROSS-SECTION DATA FOR THE 

12
C(

3
He,p0)

14
N REACTION 

Reference Reaction 

 angle 

Energy range 

(keV) 

Presentation IBANDL file 

[4.147] 159.4° 1770 – 5360  Graph c2hp0b.r33 

[4.148] 150° 2010 – 5010  Graph c2hp0i.r33 

[4.148] 120° 2020 – 4950  Graph c2hp0h.r33 

[4.149] 90° 1600 – 3000  Numeric, from author c2hp0d.r33 

[4.150] 90° 1940 – 2810  Graph c2hp0a.r33 

[4.148] 90° 2010 – 5010  Graph c2hp0g.r33 

[4.146] 90° 2100 – 2420  Table c2hp0c.r33 

[4.147] 76° 1780 – 5400  Graph ─ 

[4.148] 60° 2000 – 5010  Graph c2hp0f.r33 

[4.148] 30° 2000 – 5000  Graph ─ 

[4.148] 7° 2000 – 5000  Graph ─ 
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TABLE 4.16. AVAILABLE CROSS-SECTION DATA FOR THE 
12

C(
3
He,p1)

14
N REACTION 

Reference Reaction 

 angle 

Energy range 

(keV) 

Presentation IBANDL file 

[4.149] 177.2 1960 – 2940  Numeric, from author C2hp1c.r33 

[4.147] 159.4° 1770 – 5360  Graph c2hp1a.r33 

[4.148] 150° 2010 – 5010  Graph c2hp1i.r33 

[4.148] 120° 2020 – 4950  Graph c2hp1h.r33 

[4.149] 90° 1600 – 3000  Numeric, from author c2hp1d.r33 

[4.150] 90° 1940 – 2810  Graph c2hp1b.r33 

[4.148] 90° 2010 – 5010  Graph c2hp1g.r33 

[4.146] 90° 2100 – 2420  Table c2hp1e.r33 

[4.147] 76° 1780 – 5400  Graph ─ 

[4.148] 60° 2000 – 5010  Graph c2hp1f.r33 

[4.148] 30° 2000 – 5000  Graph ─ 

[4.148] 7° 2000 – 5000  Graph ─ 

 

TABLE 4.17. AVAILABLE CROSS-SECTION DATA FOR THE 
12

C(
3
He,p2)

14
N REACTION 

Reference Reaction 

 angle 

Energy range 

(keV) 

Presentation IBANDL file  

[4.149] 177.2 1960 – 2940  Numeric, from author C2hp2c.r33 

[4.147] 159.4° 1780 – 5390  Graph c2hp2a.r33 

[4.148] 150° 2000 – 5000  Graph c2hp2h.r33 

[4.148] 120° 2190 – 4990  Graph c2hp2g.r33 

[4.149] 90° 1600 – 3000  Numeric, from author c2hp2d.r33 

[4.150] 90° 1200 – 2880  Graph c2hp2b.r33 

[4.146] 90° 2100 – 2420  Table c2hp2e.r33 

[4.147] 76° 1780 – 5400  Graph ─ 

[4.149] 60° 2990 – 4980  Graph c2hp2f.r33 

[4.149] 30° 2000 – 5000  Graph ─ 

[4.149] 7° 2400 – 5000  Graph ─ 



 

131 

 

 

TABLE 4.18. AVAILABLE CROSS-SECTION DATA FOR THE 
12

C(
3
He,p3)

14
N REACTION 

Reference Reaction 

 angle 

Energy range 

(keV) 

Presentation IBANDL file  

[4.147] 159.4° 1780 – 5390  Graph ─ 

[4.149] 90° 1600 – 3000  Numeric, from author c2hp3a.r33 

[4.147] 76° 1780 – 5400  Graph ─ 

 

TABLE 4.19. AVAILABLE CROSS-SECTION DATA FOR THE 
12

C(
3
He,p4)

14
N REACTION 

Reference Reaction 

 angle 

Energy range 

(keV) 

Presentation IBANDL file  

[4.147] 159.4° 1780 – 5390  Graph ─ 

[4.149] 90° 1600 – 3000  Numeric, from author c2hp4a.r33 

[4.147] 76° 1780 – 5400  Graph ─ 

 

The different data at a reaction angle of 90° are compared in Fig.4.75–4.77. The data from 

Tong et al. [4.146] and Terwagne et al. [4.149] are always in perfect agreement. However, 

because these data have been at least partly measured by the same group, the question remains 

whether these data sets are subject to identical systematic errors. The agreement between 

Tong [4.146], Terwagne [4.149], Bromley et al. [4.150] and Johnston et al. [4.148] is poor, 

both for the absolute cross-section values and for the energies of the resonances. The data by 

Bromley and Johnston are not too different, but disagree with Tong and Terwagne. The only 

exception are the data for the 
12

C(
3
He,p2)

14
N reaction, where Tong, Terwagne and Bromley 

lie closer together. It was speculated by Terwagne et al. [4.149] that the discrepancy with 

respect to the data of Bromley et al [4.150] was due to an inaccurate accelerator energy 

calibration by the latter. However, no proof was given for this speculation. Moreover, the data 

of Bromley et al [4.150] and Johnston et al [4.148] agree for the energies of the resonances, so 

that this speculation seems unjustified.  

The cross-section data at angles in the range 150–160° from Kuan [4.147] and Johnston 

[4.148] are shown in Figs 4.78–4.80. The general trend of the curves is similar, but the 

quantitative agreement is poor. 
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FIG. 4.75. Differential cross sections for the reaction 
12

C(
 3
He,p0)

14
N at a reaction angle of 90°. 

 

 

FIG. 4.76. Differential cross sections for the reaction 
12

C(
 3
He,p1)

14
N at a reaction angle of 90°. 
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FIG. 4.77. Differential cross sections for the reaction 
12

C(
 3
He,p2)

14
N at a reaction angle of 90°. 

 

 

FIG. 4.78. Differential cross sections for the reaction 
12

C
 
(

 3
He,p0)

14
N at reaction angles from  

150° to 160°. 
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FIG. 4.79. Differential cross sections for the reaction 
12

C(
 3

He,p1)
14

N at reaction angles from 

150-160°. 

 

 

FIG. 4.80. Differential cross sections for the reaction 
12

C(
 3

He,p2)
14

N at reaction angles from 

150°-160°. 
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Recommended data 

Due to the large discrepancies of the different measurements, a recommendation cannot be 

given and additional measurements are necessary in order to resolve the open questions. 

4.21. 16
O(d,p)

17
O AND 

16
O(d,)

14
N 

The 
16

O(d,p1)
17

O reaction is known to be very popular for oxygen analysis [4.151]. A 

relatively wide plateau in the 800─900 keV energy region provides favourable conditions for 

IBA and so the cross section in this region was measured in a number of works. Most of the 

results were obtained at 150 (see Fig. 4.81) and therefore additional measurements are 

needed in a wider interval of angles. 

 

 
FIG. 4.81. Experimental data available for the 

16
O(d,p1)

17
O reaction in the energy range from 700 to 

1200 keV at 150°. Solid points represent the data. 

 

An ambiguity should be noted concerning the 
16

O(d,p1)
17

O cross section obtained by Amsel et 

al. and presented by the authors in graphical form in four original publications [4.152,4.153, 

4.154,4.155]. There is every indication that the data are the same in all the figures. Strangely 

enough none of the papers contains a description of the cross-section measurements. 

Therefore nothing is known about the experimental conditions at which the data were 

obtained. The scattering angle is 165 in the laboratory frame in the figures in all the papers 

except for [4.152] where the scattering angle is not indicated at all. However, it is the figure 

from [4.152] which is reproduced in the handbooks [4.156,4.157], the cross section being 

attributed to an angle of 150. This angle is mentioned in the paper [4.152], but on another 

occasion. 

There are at least two papers [4.153, 4.158] where Amsel et al. demonstrate the application of 

the 
16

O(d,p1)
17

O cross section to particular studies, with the experimental set-up being 

presented in the figures. The detector is fixed at 165 in both cases. Amsel’s data [4.155] are 

compared in Fig. 4.82 with the data sets obtained for 150 [4.159] and 16415 [4.160] and 
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the agreement is much better for the 16415 case in the plateau region. The decrease of the 

cross section with increasing angle for backward angles corresponds to the angular 

distribution shown in Fig. 4.83. 

 

 
 
FIG. 4.82. Comparison of Amsel’s data with results obtained for for the 

16
O(d,p1)

17
O reaction at 150° 

and 165°. 

 

 
 

FIG. 4.83. Angular distribution for the 
16

O(d,p1)
17

O reaction at 900 keV [4.169]. 
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Summing up, it seems likely that the angle in the handbooks [4.156,4.157] was assigned to 

the data by mistake. However, Amsel tends to believe that the correct number for the 

scattering angle is 150 [4.161]. His reasons are derived from speculations about the 

preferable experimental conditions for application of the reaction rather than grounded on 

some notes or reminiscences concerning the cross-section measurements. 

 

Special efforts were applied for absolute calibration of the 
16

O(d,p1)
17

O cross section in Refs. 

[4.118,4.136,4.162,4.163]. The obtained results along with the absolute data from [4.159] and 

[4.164] published in tabular form are compared in Table 4.20. 
 

 

TABLE 4.20. ABSOLUTE VALUES FOR THE 
16

O(d,p1)
17

O CROSS SECTION 

 

 

 

 

 

 

 

  

 

 

 
 

 

 

All the results, except for [4.164], are in a good agreement. As is seen from Table 4.20, the 

peak in the cross section [4.164] is shifted by 7 keV and the values are lower both at the 

plateau and for the peak. The peak to plateau ratio is 2.82 in [4.164] versus 2.57 in average for 

the other works. 

At higher energies the data were measured at various angles and a comparison is difficult 

(Fig. 4.84). The significant difference between the data from [4.165] (150) and [4.166] 

(142.2) near 1.6 MeV in Fig. 4.84 can be caused by the cross-section resonance behaviour. 

Only scarce information is available for the 
16

O(d,p0)
17

O and 
16

O(d,0)
14

N cross sections. The 

comparison between the 
16

O(d,p0)
17

O data from [4.165] and [4.166] demonstrates a 

reasonable agreement (Fig. 4.85). Cumulative information on the studied cross sections is 

presented in Table 4.21. Some ambiguity should be mentioned concerning Ref. [4.160]. The 

conversion of the angle from the laboratory system into the centre-of-mass one depends on 

the energy. So it is impossible to assign the same c.m. angle to all points of the excitation 

function as it is done in the paper. There is no indication whether the correct c.m. angle was 

applied in the conversion of the measured yields into the cross section. It is worth noting that 

the dependence of the angle conversion rate on energy is actually small. 

 

Energy (keV) Cross section (mb/sr) Target Reference 

857 5.30.4 Ta2O5 [4.118] 

903 5.070.15 Al2O3 [4.159] 

972 13.60.4 Ta2O5 [4.163] 

972 13.30.4 Ta2O5 [4.136] 

972 13.20.3 Ta2O5 [4.162] 

857 

969 

974 

979 

4.280.11 

11.220.45 

11.530.46 

12.050.48 

SiO2 [4.164] 
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FIG. 4.84. Comparison of different data for the 
16

O(d,p1)
17

O reaction in a wide energy range. The 

excitation function of [4.167] was constructed from angular distributions. 

 

 

FIG. 4.85. Comparison of different data for the 
16

O(d,p0)
17

O reaction.
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Recommended data 

An evaluated cross section exists in SigmaCalc for the 
16

O(d,p0)
17

O reaction at energies from 

0.5 to 1.8 MeV and all angles. This evaluated cross section is recommended for all 

quantitative analysis. 
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5. EVALUATION 

5.1.  GENERAL 

The evaluation of cross sections for any particular reaction consists in the elaboration of the 

most accurate possible cross sections through incorporation of the all relevant experimental 

data in the framework of nuclear physics theory. These data include not only measured 

scattering cross sections but also other information such as nuclear spectroscopy information 

on the positions, spin and parity of the nuclear energy levels. The evaluation procedure 

consists of the following, generally established steps (Fig. 5.1). Firstly, a search of the 

literature and of nuclear data bases is made to compile relevant experimental data. Data 

published only as graphs are digitized. Then, data from different sources are compared, and 

the reported experimental conditions and errors assigned to the data are examined. Based on 

this, the apparently reliable experimental points are critically selected. Free parameters of the 

theoretical model, which involve appropriate physics for the given scattering process, are 

then fitted in the limits of reasonable physical constraints. The model calculations are finally 

used to produce the optimal theoretical differential cross section. Thus, the data measured 

under different experimental conditions at different scattering angles become incorporated 

into the framework of the unified theoretical approach. The final stage is to compare the 

calculated curves to the experimental points and analyze the revealed discrepancies. In 

dubious cases the measurement performed with a standard sample (benchmark) followed by 

spectrum simulation can help to clarify the reality. If no explanation for the revealed 

disagreements can be found, then a new measurement of the critical points should be made. 

The outcome of the evaluation is that the required excitation functions may be calculated for 

any scattering angle with a reliability exceeding that for any individual measurement. 

Theoretical and methodological issues of the evaluation can be found in [5.1]. 

  

Critical Analysis 

Data Compilation 

Theoretical Calculations 

Analysis of Discrepancies 

Cross Section 

Measurements 

Benchmark 

Experiments 

Data Dissemination 

FIG. 5.1. Evaluation scheme. Reproduced courtesy of Elsevier [5.1]. 
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5.2. THEORY 

According to quantum mechanics the differential cross section for elastic scattering at the 

center mass angle  is determined through an amplitude of the divergent wave f() as 
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d
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The f() function can be expressed through partial wave phase shifts l, which are functions 

of the wave number k. For a spinless charged projectile the relation for the scattering 

amplitude is 
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are elements of the scattering matrix, Pl (cos) are Legendre polynomials, 

fC() and l are amplitude and phase shifts of the Coulomb scattering respectively. Explicitly 

the cross section for elastic scattering for spinless particles on spinless nuclei is given by 
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where  is the Sommerfeld parameter v/2Zze . 

For protons the cross section is 
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the scattering amplitudes A() and B()  being defined by the following relations  
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     (5.5) 

where Pl
1(cos )  are associated Legendre polynomials, Sl

 and Sl
  are scattering matrix 

elements for different spin orientation.  

The only unknowns in the cross-section relations are the l and as soon as they are 

determined the cross section can be calculated. There are different phenomenological 

approaches to the determination of the phase shifts from experimental data. They can be 

found (i) by direct fitting the cross section relations (phase-shift analysis), (ii) through 

resolving Schrödinger equations for partial waves, with parameters of the nuclear potential 

being free, and (iii) in the framework of the R-matrix theory [5.2] by adjusting compound 

nucleus level parameters and boundary conditions. 
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Since the l values depend on energy, the phase-shift analysis (i) is impractical for the 

evaluation. In case (ii) the nucleus is represented by means of a potential well, described by 

only a few parameters with slight if any at all dependence on energy. The potential is real if 

elastic scattering is the only channel and complex if absorption takes place (optical model). In 

the general case the potential is of the form   

 

)()()()()( rUriUrUrUrU soIRC  ,                                                            (5.6)

  

where UC, UR, UI, and Uso stand for Coulomb, central real, imaginary, and spin-orbit potential 

respectively. The cross section calculated with this model is smooth with rather broad 

resonances observed only at energies when conditions for standing waves to form in the 

nucleus potential well are fulfilled. Narrow resonances which commonly influence the cross 

section for light and medium-heavy nuclei are not reproduced in the framework of the 

potential model. One of the ways to take resonance scattering into account is to add Breit-

Wigner resonance terms to the diagonal elements of the scattering matrix. Then, for protons 

the element of scattering matrix has the form  
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where   ll i  is the off-resonance nuclear phase shift and the quantities E0, , and p are 

the energy, total width and partial elastic width, respectively. The subscript l is the relative 

angular momentum of the proton and the target in units of  . The plus sign refers to the case 

when J = l + ½ and the minus sign to the case when J = l – ½. The quantity p is a resonance 

phase shift. 

 

In most cases of charged-particle low energy scattering the contribution of the reaction 

channels is negligible and so the imaginary potential is close to zero. The calculated cross 

section is extremely sensitive to the potential parameters as is illustrated in Fig. 5.2. It is 

worth noting that the differential cross section is as a rule insensitive to the spin-orbit 

potential which influences mainly polarization data. In the low energy region this is not the 

case. Because of the spin-orbit interaction the single-particle resonances split with respect to 

the total angular momentum as is shown in Fig. 5.3. 
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When narrow resonances dominate in the cross section, the R-matrix theory is most adequate 

and method (iii) was applied in such cases in the present work. In order to take into account 

single-particle resonances in a more physical way than just adding them to the R matrix, the 

phase shifts calculated in framework of potential model were substituted for hard sphere ones 

normally used. 

For the analysis of the experimental data on the (d,p)  reactions in the deuteron energy range 

below 10 MeV, the distorted wave approximation or the approximation of coupled channels 

is usually applied. The theory of scattering for the compound systems with particle transfer is 

extremely complicated since it includes the many-body problem. For the characterization of 

the direct mechanisms of reactions which include transfers, the following assumptions are 

usually made. At the first stage, the interaction of the complex projectile with a mean field of 

the nucleus is considered and this process is interpreted in the framework of the two-particle 

optical potential, the excitation of the target nuclei being neglected. It is also assumed that the 
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ingoing and outgoing particles are of the simple structure of a molecular type that includes a 

skeleton and a fragment and both components do not excite during scattering. At the second 

stage, the process of the transfer of the fragment as a whole to (or from) a nucleus occurs and, 

to account for this stage, different approximations are used. All the information concerning 

the second stage of the scattering is contained in the form factor which is essentially 

dependent on the approximations made. At the third stage, the process of elastic scattering of 

the created new systems is considered and it is again interpreted in the framework of the 

optical potential. The factorization of the amplitude, i.e. its presentation as a product of the 

kinematical and spectroscopic factors which accounts for single-particle properties of the 

nucleus, is possible only provided that the target nucleus states are not excited at the first and 

the third stages.  

In the case the interaction of deuterons with nuclei goes via a resonance at energy RE  with 

spin RI  and orbital momentum RL , the amplitude of the resonance process can be written as 
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Here R RI L

R  is a total resonance width, 
a a A

l j I
  is an entrance resonance width, 

b b Bl j I is an exit 

resonance width, i  denotes a phase. For several isolated resonances the amplitude is 
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5.3.  THE EVALUATED CROSS SECTIONS 

5.3.1. Alpha-proton 

The alpha-proton cross section has been studied intensively. Based on different sets of 

experimental data the R-matrix parameterization of the cross section was produced in [5.3]. 

(5.8) 
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The analysis reported in [5.4] and more recent measurements [5.5] also supported the results 

obtained in [5.3]. However, later it was found that the parameterization [5.3] did not 

reproduce the cross section adequately in the region of the broad maximum at EHe~8.8 MeV, 

and so a new search for parameters was performed [5.6]. The cross section retrieved with 

these parameters was assumed to be evaluated. As can be seen in Fig. 5.4, a significant 

discrepancy between data sets is observed in the region of the cross-section minimum. 

Consequently, its real value in this region is rather uncertain. It is worth noting that the 

dependence of the cross section on angle is not strong in the minimum whereas in the vicinity 

of the 8.8 MeV maximum the cross section varies by ~5% per degree around 30°. At an 

energy lower than ~1 MeV the cross section is close to Rutherford. The evaluated cross 

section is based on the 469 data points measured at different angles with both protons and 

alphas as projectiles. To calculate the cross sections for kinematically reversed reactions 
1
H(,p)

4
He and 

4
He(p,p)

4
He the identity of the direct and inverse processes in the centre of 

mass frame of reference is utilized. 

 

 

 

 

 

 

 

 

 

 

 

5.3.2. Carbon 

The evaluation of the cross section for proton elastic scattering in the energy range from 0.2 

to 3.5 MeV was described in [5.21]. Later it was extended up to 4.5 MeV. The evaluated 

cross section for the scattering angle of 170° and the corresponding experimental data are 

presented in Fig. 5.5.  
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data (dots). Reproduced courtesy of Elsevier [5.106]. 
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As is shown in Fig. 5.5, the cross section is non-Rutherford in a whole energy range. The 

comparison of the obtained results with posterior measurements was made in 

[5.28,5.29,5.30]. The reliability of the theoretical cross sections was proved in all the cases. 

The singular result of [5.23] for the cross section in the peak at Ep ≈ 1.734 MeV (see Fig. 5.5) 

was not confirmed by the experiments and analysis [5.29]. The only significant difference 

reported in [5.30] was the position of the strong narrow resonance which was placed in the 

calculations at 1734 keV whereas in the last work it was found at 1726 keV. The position of 

this resonance used in the calculations is the adopted one taken from the compilation of F. 

Ajzenberg-Selove [5.31].  

The evaluation of alpha elastic scattering is described in [5.32]. The energy range from 

Coulomb scattering up to 8 MeV is covered (Figs. 5.6–5.7).  

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 5.6. The same as in Fig. 5.4 for 
12

C(α,α0)
12

C in the energy range 2.5─4.0  MeV. Reproduced 

courtesy of Elsevier [5.32]. 

 

FIG. 5.5. The same as in Fig. 5.4 for 
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C. Reproduced courtesy of Elsevier [5.106]. 
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With the exception of normalization, a fair agreement is generally observed between the 

available sets of experimental data. The posterior measurements for +C scattering cross 

sections were performed at five scattering angles (30, 45, 60, 135 and 150 degrees) in the 

energy range from 2.5 to 4.8 MeV [5.41]. The results are in satisfactory agreement with the 

theoretical calculations. The calculations show that the resonance cross section at E=4.26 

MeV has strong angular dependence. Its maximal value reached at 180exceeds the 

Rutherford cross section by a factor of 145 whereas the anomaly in the cross section 

completely vanishes at 136.1 (149c.m.) where the Legendre polynomial of the forth 

order is equal to zero. 

The available data for the elastic scattering of deuterons were analyzed in terms of the optical 

model and resonance reaction mechanism. The deuteron optical potential from [5.42] was 

used. The evaluated cross section is compared with the available experimental data [5.43, 

5.44] for the scattering angle of 165° in Fig. 5.8. 

The results for the 
12

C(d,p0)
13

C cross section are shown in Fig. 5.9. There, some 

discrepancies in the experimental data can be seen, especially in the vicinity of resonances. 
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5.3.3. Nitrogen 

For proton elastic scattering a satisfactory overall agreement is observed for most of the 

available experimental data. However, discrepancies in normalization, peak positions, and 

peak heights are often far beyond assigned experimental errors. The evaluated cross section 

in the energy range up to 3.5 MeV [5.50] is compared with experimental data for the 

scattering angle ~150° in Fig. 5.10.  

 

The measured height of the resonance at 1742 keV (the resonance width ~3.5 keV) is reduced 

due to the insufficient energy resolution. As far as significant discrepancies exist between 

different sets of the experimental data theory in principle cannot reproduce all the data 

simultaneously. The evaluated curve gives the best possible cross sections that can be 

obtained by the analysis of the existing experimental points. The extension of the evaluation 

on the energy range up to 5 MeV [5.55] is shown in Fig. 5.11. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. The same as in Fig. 4 for 
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in the energy range 0.63.4 MeV.  

 

1.0 1.5 2.0 2.5 3.0

50

100

150

200

250

300

350

  

 

d

/d


, 
m

b
/s

r

TAU56 152
o

FER59 155
o

HAG57 154
o

JIA05 152
o

 Evaluated 152
o

Energy, MeV

14
N(p,p

0
)

14
N

[5.51] 152° 

[5.52] 155° 

[5.53] 154° 

[5.54] 152° 
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The comparison of the evaluated curve with the available experimental data for alpha elastic 

scattering at 165° is presented in Fig. 5.12 for the energy range from 2.5 to 4.6 MeV. The 

calculations show that the resonance structure located around 3 MeV influences the cross 

section even at rather low energy resulting in the deviation from Rutherford of about 3% at 

2.0 MeV. It should be noted that in most of the measurements the fine structure of the cross 

section is not adequately reproduced. 

 

 

 

 

 

 

 

5.3.4. Oxygen 

The evaluation of the proton elastic scattering cross section is described in [5.62]. The 

theoretical curve is shown together with the experimental results in Fig. 5.13. The 

comparison with posterior measurements [5.30] showed an excellent agreement. 
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In the case of elastic scattering of alphas the most important for practice is the resonance at 

~3.04 MeV. The cross section in the vicinity of this resonance was measured many times and 

different values in the range from 3.032 to 3.045 were reported for its location. The 

theoretical curve for 170 shown in Fig. 5.14 is close to the available experimental points and 

the only problem is the uncertainty of the resonance parameters. This problem cannot be 

overcome theoretically and so new precise measurements are needed. A strong angular 

dependence of the cross section at the resonance energy should be noted. 

 

 

 

 

 

 

 

 

 

5.3.5.  Fluorine 

The experimental data for proton elastic scattering are in poor agreement (see Fig. 5.15). The 

evaluation was to a great extent based on the structure data for the compound nucleus 
20

Ne. 

The theoretical curves for the scattering angles in the interval 159°─165° are 

indistinguishable and so the difference between the data sets cannot be attributed to the cross 

section angular dependence. 

 

Fig. 13. The same as in Fig. 4 for 
16

O(p,p0)
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O. 
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FIG. 5.13. The same as in Fig. 5.4 for 
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O. Reproduced courtesy of Elsevier [5.106]. 

 

Fig. 14. The same as in Fig. 4 for 
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5.3.6.  Neon 

The experimental differential cross sections for elastic scattering of protons were found in 

two papers only [5.74 5.75]. Gas of natural abundance (90.92% of 
20

Ne) was used in both 

cases. The available data sets are in reasonable agreement though it is evident that the cross-

section structure was partly missed in [5.75] due to insufficient energy resolution. The results 

of the evaluation are shown in Fig. 5.16. 

 

 

 

 

 

 

 

5.3.7.  Sodium 

The cross section for the elastic scattering of protons was measured in [5.70,5.76,5.77]. It is 

of complicated structure with many strong narrow resonances (see Fig. 5.17). The points 

measured in [5.70] are in obvious disagreement with the other two sets of the data and so they 

were discarded in the evaluation. The results of the evaluation are shown in Fig. 5.17 

showing some inconsistencies between the data sets [5.76] and [5.77] exceeding the effect of 

slightly different scattering angles. Additional measurements are needed in order to resolve 

the observed discrepancies. 

 

Fig. 15. The same as in Fig. 4 for 
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FIG. 5.15. The same as in Fig. 5.4 for 
19

F(p,p0)
19

F. Reproduced courtesy of Elsevier [5.106]. 
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FIG. 5.16. The same as in Fig. 5.4 for Ne(p,p0)Ne. Reproduced courtesy of Elsevier [5.106]. 

 



 

163 

 

 

 

 

 

 

 

 

 

5.3.8.  Magnesium 

The evaluated differential cross sections [5.78] are compared with the available experimental 

data for proton elastic scattering from 
24

Mg [5.79] and from natural magnesium (78.99% of 
24

Mg) [5.80,5.81] in Fig. 5.18. The cross section for natural magnesium was calculated as a 

sum of the cross sections for its three stable isotopes weighted by the relative abundance. A 

significant contribution of the proton resonance scattering from 
26

Mg to the results obtained 

for natural magnesium was revealed. The benchmark experiment performed with a thick 

uniform natural magnesium target (see [5.78]) supported the results of the evaluation. 

For alpha elastic scattering the evaluated curve is close to the data from [5.82, 5.83] whereas 

in the more recent measurements [5.84] the cross section structure is completely missed 

(Fig. 5.19). 

 

 

 

 

 

 

 

 

 

Fig. 18. The same as in Fig. 4 for Mg(p,p0)Mg. A solid line is for 

natural magnesium, a dash one shows the calculated cross-

section for 
26

Mg. 
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FIG. 5.18. The same as in Fig. 5.4 for Mg(p,p0)Mg. The solid line is for natural magnesium, the 

dashed one shows the calculated cross section for 
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Mg. Reproduced courtesy of Elsevier [5.106]. 
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5.3.9.  Aluminum 

The proton elastic cross section has a lot of narrow resonances in the whole energy range of 

IBA interests. A typical width of the resonances is 1 to 10 keV. In order to obtain the detailed 

excitation function, the results of the high resolution proton resonance measurements 

published in [5.85] were used. In Fig. 5.20 the theory results are compared with the 

experimental data [5.86, 5.87]. The benchmark experiment reported in [5.88] confirmed both 

the consistency of the theoretical cross sections with the results of posterior measurements, 

and the necessity of the detailed knowledge of the cross section fine structure for the 

adequate simulation of backscattering spectra. 

 

 

 

 

 

 

 

 

5.3.10.  Silicon 

The cross section for natural silicon (92.2% of 
28

Si, 4.7% of 
29

Si, and 3.1% of 
30

Si) was 

calculated as a sum of the cross sections for its three stable isotopes weighted by the relative 

abundance. The evaluation was described in [5.89]. The additional work to resolve 

discrepancies between theoretical and experimental data confirmed the results of the 

Fig. 19. The same as in Fig. 4 for Mg(,0)Mg. 
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evaluation [5.90]. The comparison with posterior measurements was reported in [5.30]. The 

results of the evaluation along with the experimental data are shown in Fig. 5.21. It is worth 

noting that the contribution of the minor silicon isotopes to the total cross section is 

significant when the 
28

Si cross section is small. For instance, the 
29

Si and 
30

Si isotopes give in 

sum about a half of the observed cross section for 170 excitation function at the center of the 

broad dip near 2.8 MeV.  

 

 

 

 

 

 

 

5.3.11.  Phosphorus  

The cross section for the elastic scattering of protons was measured in [5.92,5.93]. The 

resonance fine structure was investigated in [5.94]. Significant discrepancies are observed in 

the results of the measurements [5.92,5.93]. The data [5.92] show some dip at a proton 

energy of about 1.3 MeV whereas the data [5.93] reveal a bump centered at approximately 

1.75 MeV. Besides, the results [5.93] are on average higher than Rutherford cross section 

whereas the points measured in [5.92] oscillate around Rutherford cross section at low 

energy. There are all reasons to believe that the cross section for proton elastic scattering 

from phosphorus should, on average, follow the Rutherford formula in the studied energy 

range. On the other hand, the information on resonance parameters taken from the NuDat 2.5 

data base (http://www.nndc.bnl.gov/nudat2/), shows that some of the resonances are 

extremely narrow and so they could not be adequately reproduced in the measurements. In 

addition, no indication on the origin of the dip at 1.3 MeV or of the bump at 1.75 MeV was 

found in the nuclear structure data. The evaluated curve shown in Fig. 5.22 gives a theoretical 

prediction of the cross section behavior differing from the one derived from the experimental 

data.  

 

 

 

 

 

Fig. 21. The same as in Fig. 4 for Si(p,p0)Si. 
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FIG. 5.21. The same as in Fig. 5.4 for Si(p,p0)Si. Reproduced courtesy of Elsevier [5.106]. 
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5.3.12.  Sulfur 

The evaluated cross section is presented in Fig. 5.23. The results reported in [5.95] are 

reproduced fairly well. More recent measurements performed in the energy range of 1.5–2.7 

MeV [5.80] are in a good agreement with the calculations. 

 

 

 

 

 

 

 

 

5.3.13.  Argon 

Broad anomalies were observed in the experimental data for proton elastic scattering [5.96, 

5.97,5.98] in the energy range from 1.72 to 2.75 MeV. The fine structure of the anomalies 

seen in the evaluated curve in Fig. 5.24 is based on the resonance parameters taken from the 

NuDat 2.5 data base. The evaluated curve closely reproduces the results of the high resolution 

measurements [5.99] made for the structure located around ~1.9 MeV (see Fig. 5.25). It 

should be noted that measured at sparse points, data [5.97,5.98,5.99] are inconsistent with the 

cross section even when it is averaged (see Fig. 5.25). 

 

 

Fig. 22. The same as in Fig. 4 for 
31

P(p,p0)
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P. The 

Rutherford cross-section is shown by a dashed line. 
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5.3.14.  Potassium 

For potassium only one work was found [5.100] where the results of the cross section 

measurement for proton elastic scattering were presented in arbitrary units. In the process of 

the evaluation these data were normalized against theory. Some of the resonance parameters 

were taken from the NuDat 2.5 data base. Since the data [5.100] reveal a much more 

complicated structure than can be accounted for by the resonances listed in NuDat 2.5, 

additional resonances were added to improve the description of experimental data. As far as 

experimental data are available for one single angle the spin and parity values assigned to the 

added resonances may be incorrect.  

Consequently the results of the evaluation are reliable in the vicinity of the scattering angle of 

168°, for which experimental data were obtained. The results of the calculations are shown in 

Fig. 5.26. 
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FIG. 5.26. The same as in Fig. 5.4 for K(p,p0)K. The Rutherford cross section is shown by a 

dashed line. Reproduced courtesy of Elsevier [5.106]. 

 

 

FIG. 5.24. The same as in Fig. 5.4 for 
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Fig. 24. The same as in Fig. 4 for Ar(p,p0)Ar. 
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5.3.15.  Calcium 

The theoretical differential cross section for elastic scattering of protons is in a good 

agreement with the experimental data [5.101,5.102] (see Fig. 5.27). The resonance 

parameters for the calculations were taken from the NuDat 2.5 data base. No physical reasons 

were found for the cross section to exceed the Rutherford value by 9% at 1800 keV as 

obtained in [5.101]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.3.16.  Titanium 

The cross section for elastic scattering of protons from natural titanium is calculated as a sum 

of the cross sections for its stable isotopes weighted by the relative abundance. The 

evaluation (see Fig. 5.28) is based mainly on the work [5.103] where a table of the resonance 

parameters for Ti-48 is published. Only potential scattering (no resonances) was taken into 

account for minor titanium isotopes. The data [5.86] give an average cross section with no 

resonance structure. Some points at which the cross section was measured in [5.104] 

corresponded to the resonance energies and so the obtained excitation function has significant 

fluctuations. However, these fluctuations do not reproduce the actual resonance structure. The 

benchmark [5.105] demonstrated that the use of the cross section [5.104] in the simulation 

resulted in poor agreement with measured spectra. 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 27. The same as in Fig. 4 for Ca(p,p0)Ca. 
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FIG. 5.27. The same as in Fig. 5.4 for Ca(p,p0)Ca. Reproduced courtesy of Elsevier [5.106]. 

 

Fig. 28. The same as in Fig. 4 for Ti(p,p0)Ti. 
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FIG. 5.28. The same as in Fig. 5.4 for Ti(p,p0)Ti. Reproduced courtesy of Elsevier [5.106]. 
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5.4. CONCLUSIONS 

The evaluation provides the best possible cross sections on the basis of the theoretical 

analysis of the available experimental information. The evaluated cross sections can be 

retrieved for any scattering angle from the web site SigmaCalc (http://www-

nds.iaea.org/sigmacalc/). They are also integrated into the web site IBANDL (http://www-

nds.iaea.org/ibandl) where a comparison of the available experimental data with evaluation 

results can be easily made.  

NOTE: The results and discussions included in this chapter have been published for the most 

part in [5.106]. 
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6. BENCHMARKING CROSS-SECTION DATA 

6.1. INTRODUCTION 

The purpose of establishing high quality scattering cross sections for ion beam 

analysis is to be able to accurately analyse given samples. Accurate analysis is 

indispensable for every application depending on reliable metrology. That is, it 

pervades all modern thin film technology, and many other fields besides.   

This section on benchmarking is intended to establish the present outside limits of 

verifiable knowledge of these scattering cross sections. If something is true, then it is 

true however you look at it. Benchmarking is a way of independently demonstrating 

the validity of specific parameters. One measurement of a quantity can be affected by 

an unknown bias: only when the quantity is re-measured using different and 

independent methods can we start to be sure that any unknown bias is not important. 

In the summary presented to the Hyderabad IBA conference [6.1], it was pointed out 

that benchmarking is very valuable in establishing the validity of a set of cross 

sections. Cross sections are almost always measured using thin film samples: such 

measurements are difficult and errors can easily creep in. Benchmark experiments 

take the measured cross sections (which may also be evaluated) and apply them to the 

simulation of spectra from well known (usually thick) samples, thus demonstrating 

how internally consistent the cross-section data are.   

The problem of correctly simulating the spectrum in the presence of resonances in the 

scattering cross-section function, where these resonances may be very sharp, has been 

solved explicitly [6.2]. This problem is not trivial: the different simulation codes are 

not equivalent and can give significantly different results (for an evaluation see [6.3]). 

The value of benchmarks can be highlighted, as one example of many possible ones, 

by the 
24

Mg(p,p0) reaction for which there is an exceptionally strong and sharp 

resonance at 1483 keV [6.4]. Such sharp resonances in the scattering cross sections 

are not possible to measure explicitly, since the thin film used for the measurements 

must have some thickness over which the resonance is averaged. Even though this 

Mg(p,p) reaction had been evaluated, the nuclear data used to determine the height 

and width of the resonance left these parameters unknown in significant respects. In 

this case the benchmark measurements could both establish reasonable values for 

these resonance parameters, and also demonstrate that even such sharp resonances 

could be simulated correctly. 

Benchmark experiments have been implicitly defined in the literature. [6.5] has: “The 

final stage is to compare the calculated curves to the experimental points and analyze 

the revealed discrepancies. In dubious cases the measurement performed with a 

standard sample (benchmark) followed by spectrum simulation can help to clarify the 

reality.” [6.1] has: “In addition to the cross section measurements benchmark 

experiments consisting of measuring charged particle spectra from well characterized 

uniform thick targets are also planned within the CRP.” This latter paper includes a 

comment on the use of inversion techniques (including Bayesian inference) to obtain 

cross sections directly from bulk sample spectra. Here we treat measurements using 

those techniques as effectively benchmarking experiments since “well characterized 
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uniform thick targets” are used, and the cross sections derived automatically fit the 

thick target spectra. 

 Methods 6.1.1.

Several benchmarking methods are reported here. Most obviously, evaluated EBS 

cross-sections can simply be applied to the simulation of bulk spectra. If the 

simulation fits then the cross-section is valid. The difficulty in this case is in assigning 

the region of validity and the uncertainties with reasonable confidence.  

Then, series of simulations for different beam energies can be made of a thin film 

sample, and (say) the film thickness can be derived which should of course be 

constant over the series. This is another way of checking the absolute value of the 

cross-section at different energies and was used for Mg. 

A variant of this is shown in the case of depth profiling by PIGE, where the gamma 

yield from a known thin film is calculated directly from the differential cross sections.  

The fact that the correct film thickness is extracted (that is, the observed excitation is 

reproduced by the calculation) demonstrates the validity of the cross sections.  We 

include PIGE results for protons on Al, even though the remit of this CRP is for 

particle scattering, since this is a very complicated case where the gamma rays often 

carry important complementary information. 

A different and rather intricate possibility is the case where the cross-sections are 

extracted from bulk sample spectra by an inverse method, using Bayesian Inference 

techniques (BI).  This can be demonstrated to work surprisingly well where the cross-

section function is not too discontinuous. The method used for extracting the cross-

section function automatically gives statistically robust estimates of the uncertainty 

for every point in the function. Such indirectly measured data always constitute an 

independent cross-section data-set; however, they are also interpreted as a benchmark 

for other cross-section data-sets, as we show below for C, N, Si (several of these 

results are reproduced from [6.6]: in turn some of these are published in [6.7] using an 

improved algorithm published in [6.8]). 

Results similar to those of the BI method can also be obtained more simply, although 

a realistic value of the uncertainty is not easy to determine. Given an estimate of the 

cross-section function, each spectrum can be inverted to a depth profile point-by-

point. Then for each point, a correction to the cross-section function can be 

calculated. Results using this method are presented for Li and F.   

Both of the Bayesian Inference and the point-by-point methods depend on the 

simultaneous evaluation of thick sample spectra collected at different beam energies. 

Whenever these or similar methods are used it is essential to use an absolute detector 

electronics calibration, where the spectra are interpreted on the basis of the actual 

energy deposited in the active region of the detector rather than the energy of the 

particle leaving the sample: that is, with the pulse height defect correction [6.9]. 

Finally, the questions arise: firstly, can the simulations be calculated correctly; and 

secondly, can (and in what circumstances can) cross-sections with many sharp 

resonances be simplified for practical purposes? This latter is desirable since correct 

calculation from highly structured cross-section functions (such as the Ti(p,p) 
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reaction) is extremely time consuming. We will show that present codes can indeed 

calculate correctly, although some tricky technical questions remain and further 

development is expected. However, most codes still use approximations that 

noticeably distort simulations (see [6.3] for details). We will also show some 

preliminary work suggesting that reasonable approximations to very highly structured 

cross-section functions may be available, although it is still not yet clear how to make 

these approximations reliably. 

 Estimation of Uncertainties in the Beam Energy 6.1.2.

In the new edition of the IBA Handbook there are Tables (Tables 15.2, 15.3, 15.4 of 

[6.10]) of accelerator calibration points which significantly extend (and correct) the 

previous (1995) edition. A few (secondary) points from EBS resonances are included.  

Here we present further information. There are also two reference points for the 
27

Al(p,)
28

Si reaction, with a better reference for the standard 992 keV reaction than 

appears in the Handbook. 

EBS spectra are interesting because, unlike RBS spectra, the spectrum tells you what 

the beam energy was. This is always useful as a check, and is often very valuable. We 

therefore present here a Table of resonances whose positions are validated. Even 

when a cross-section function is evaluated, and can be calculated by SigmaCalc, it is 

not easy to assign uncertainties from the evaluation. But a benchmark experiment can 

directly put uncertainties independently determined from the energy response of the 

system, noting that positions of edges in the spectra can be obtained with far greater 

precision than the experimental energy resolution [6.11]. 

A careful analysis of the energy uncertainty in pulse-height-defect-corrected sets of 

data over an energy range (see Section 6.11 below) shows that when this is done 

correctly an energy uncertainty of 0.2% can be assigned. Clearly, nuclear 

spectroscopy can do far better than this, but in the absence of evaluated uncertainties 

for values obtained by spectroscopy even this relatively large uncertainty may often 

be valuable. 

We propose that in the absence of more detailed information, and where a benchmark 

experiment has been completed on evaluated (SigmaCalc) cross sections over an 

energy range, the evaluated (SigmaCalc) resonance energies are assigned a 0.2% 

uncertainty as an outside limit. 
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TABLE 6.1. RESONANCE ENERGIES 

Energy Reaction Full-Width 

Half-Maximum 

Reference 

value uncertainty    

keV keV  keV  

991.90 0.04 
27

Al(p,γ)
28

Si 0.1 [6.12] 

1799.75 0.09 
27

Al(p,γ)
28

Si  [6.13] 

823 2 
24

Mg(p,p)
24

Mg  [6.4] interpreted here 

1483 3 
24

Mg(p,p)
24

Mg 0.3 [6.4] interpreted here 

1630 3 
24

Mg(p,p)
24

Mg  [6.4] interpreted here 

1058 2 
14

N(p,p)
14

N 9 [6.7] interpreted here 

1550 3 
14

N(p,p)
14

N 80 [6.7] interpreted here 

1742 3 
14

N(p,p)
14

N 19 [6.7], interpreted here 

2348 5 
14

N(p,p)
14

N 26 [6.14] 

3198 7 
14

N(p,p)
14

N 7 [6.14] 

1734 3 
12

C(p,p)
12

C  [6.7], interpreted here 
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FIG. 6.1. ( Fig. 12 in [6.6]) EBS cross sections derived from LiF bulk samples, data points 

from point-by-point inversion of spectra (blue); compare with cross sections from IBANDL 

[6.15] (green line): (a) data 140
0 

(blue), [6.15] 145.3
0 

(green), (b) data 160
0
(blue), [6.15] 

165
0 
(green). 

 

Li and F cross sections were extracted simultaneously by the point-by-point inverse 

technique applied to EBS spectra from single crystal LiF samples amorphised with a 

high fluence 300 keV Ar implant for two angles and 15 energies between 999─2200 

keV.  The F data is discussed below.  Fig. 6.1 shows the extracted cross sections for 

Li, together with the (1 estimates of uncertainty per point that come naturally from 

the method.  The new data extends the cross-section function down to the Rutherford 

region and broadly confirms Malmberg's 1956 data [6.15], except in the detail of the 
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2100 keV resonance, and except for the extra structure that appears to be there around 

1600 keV. 

The large resonance at about 2100 keV (30 times Rutherford even at 140
0
 scattering 

angle) even makes the Li signal in LiNbO3 visible, as shown in Fig. 6.2.  

Unfortunately, even for these very large cross sections, the signal: background ratio is 

poor for the Li signal; in Fig.2a for example the 1 counting statistics uncertainty for 

the surface Li signal is only 5%. This experiment is low sensitivity: it certainly cannot 

discriminate Ramos data from [6.15] data at 2100 keV. However, it should be pointed 

out that the advantage of LiNbO3 is that it has a very well defined stoichiometry, and 

an excellent surface quality. Perhaps these measurements could be repeated at higher 

precision? 

 

 

 

FIG. 6.2. (Figs.14b and 14e in [6.6])  Proton EBS spectra, with simulations, from lithium 

niobate (LiNbO3) sample at 140
0
 scattering angle. Similar spectra are available at 160

0
 and 

at other energies between 1950─2200 keV. (a)  2000 keV, (b) 2150 keV. 

 

6.3. BORON  

 10
B(p,p)

10
B & 

11
B(p,p)

11
B  6.3.1.

For the benchmark test measurements of the elastic scattering cross-sections of 

protons on 
10

B and 
11

B a thick target of high-purity B4C was used (only surface 

contaminations of N and O at trace levels were found). The elastic backscattering 

measurements were performed with the 1.7 MV Tandetron accelerator of IMM in 

Bologna. Proton beams of 2.250  2 MeV and 2.600  3 MeV with a 2  1 mm
2
 

cross-section were used. The sample was mounted normal to the beam in an 

electrically insulated scattering chamber acting as a Faraday cup with and estimated 

uncertainty in the charge.solid-angle product of 2% [6.16]. Backscattered protons 

were collected by a ion-implanted Si detector (25 mm
2
 area. 300 m thickness) 

having 13 keV FWHM energy resolution and a dead-layer equivalent thickness of 

250·10
15

 Si/cm2. The detector was collimated by a circular aperture of 5.05 mm 

diameter set at 100.5 mm from the target. Scattering angles of 165°, 160°, 155° and 

120° (with uncertainties estimated at 0.2) were chosen to match available 

experimental data.   

The proton beam current was 9 nA in order to have negligible dead time corrections; 

all the measurements were allowed to run until integrating a beam charge of 10 C.  

The electronic gain of the detection system was determined from 2 MeV proton 

spectra of a thin (40·10
15

 at/cm
2
) Pb-doped BiSCCO film, containing Bi, Pb, Sr, Cu, 

Ca and O, deposited on a carbon substrate. The pulse height defect correction was 
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applied, except for the effect of the non-ionising (nuclear) energy loss. The resulting 

uncertainty in the electronic gain (i.e. keV/channel) is below 1%. 

In the following figures the comparisons between the experimental spectra and the 

results of simulations using SIMNRAv6.05 with SRIM2003 stopping powers are 

shown, for the different scattering angles and proton beam energies. In the simulations 

the following 
10

B(p,p)
10

B cross-section data were compared with the benchmark 

spectra: Chiari et al. [6.17] at all measured angles, Overley & Whaling [6.18] at 155° 

and 120°.   The following 
11

B(p,p)
11

B cross-section data were compared: Chiari et al. 

[6.17] again at all measured angles, Mayer et al. [6.19] at 165°, Segel et al. [6.20] at 

160°, Symons & Treacey [6.21] at 155° and Mashkarov et al. [6.22] at 120°. The 

evaluated SigmaCalc cross-section for 
12

C(p,p)
12

C was used in all the simulations. 

From this benchmark experiment it turns out that 
10

B(p,p)
10

B and 
11

B(p,p)
11

B cross-

section data taken from the large measurements series done by Chiari et al. [6.17] are 

underestimated by a single systematic factor consistent with an error in the 

determination of the thickness of the target used for the cross-section measurements. 

This factor has a value of 1.1890  0.0012,  obtained from a overall fit of the 

simulated spectra to the experimental ones and using a single multiplicative factor for 

the partial spectra of both isotopes of  B as free parameter,   with the uncertainty from 

counting statistics.  

The combined uncertainty of the benchmark spectrum height is about 3% (dominated 

by 2% for the charge.solid-angle product and 1% for the gain), where the combined 

uncertainty of the simulation itself is dominated by the uncertainty in the stopping 

power (~4%). The cross-section data in [6.17] have a declared combined uncertainty 

about 5%. 

Both the absolute 
11

B(p,p)
11

B cross-section values measured by Mayer et al. [6.19] 

and the 
10

B(p,p)
10

B cross-section data from Overley & Whaling [6.18] are in good 

agreement with the corrected data from Chiari et al [6.17]. Spectra simulated from the 

other datasets (Segel et al. [6.20], Symons & Treacy [6.21] and Mashkarov et al. 

[6.22]), do not reproduce the benchmark spectra. 

In conclusion, we recommend the corrected Chiari et al. dataset. 
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FIG. 6.3. Comparison between experimental and simulated spectra of B4C target.  The partial 

spectrum of C is shown as dash-dot line. Open squares represent experimental data, while 

SIMNRA simulations are shown as lines. a) Simulation using p+
10,11

B elastic scattering cross-

section values from [6.17]. b) Simulation using cross-section data for : (165°) 
10

B(p,p)
10

B 

from [6.17] and for 
11

B(p,p)
11

B from [6.19]  ; (160°) 
10

B(p,p)
10

B from [6.17] and for 
11

B(p,p)
11

B from [6.20] ; (155°) 
10

B(p,p)
10

B from [6.18] and for 
11

B(p,p)
11

B from [6.21] (no 

data below 2.2 MeV) ; (120°) 
10

B(p,p)
10

B from [6.18] and for 
11

B(p,p)
11

B from [6.22]. c) same 

as a) but with the cross-section values scaled up by 19% (see text for details).  
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 10
B(d,p2)

11
B & 

11
B(d,)

9
Be 6.3.2.

 

 

FIG. 6.4. Experimental NRA spectrum of a high purity B4C target taken at 140
0
 and 

deuterium energy of 1200 keV, along with the simulation, combining cross sections 

determined in the present work for the 
11

B(d,α0)
9
Be reaction, along with data from IBANDL 

[6.23] for the 
10

B(d,p2)
11

B reaction. Reproduced courtesy of Elsevier [6.24]. 

 

Boron is frequently analysed by NRA since it is a light element important in many 

materials. However, natural B has 20% 
10

B, so the situation can rapidly get very 

complicated. The Q value for the 
10

B(d,p) reaction is 9.23 MeV and that for 
11

B(d,) 

is 8.03 MeV. However, the fast protons from the d,p0 reaction have strong 

interferences with 
16

O(d,p1) when O is present in the sample (the 
16

O(d,p1) reaction is 

much more likely than the 
16

O(d,p0) one). Although Q for 
11

B(p,)
8
Be is 8.59 MeV, 

these p, reactions generate complicated spectra with many possible interferences. 

Therefore d-NRA gives useful possibilities.   

Cross sections were measured directly with a thin film B target, and the benchmark 

made on an unpolished B4C thick target.  The part of the spectrum corresponding to 

alphas from the 
11

B(d,) reaction also had the proton signal from the 
10

B(d,p2) 

reaction.  The cross-section data was obtained for deuterium energies between 900 

and 1200 keV (and a range of detector angles). Thus, the fit in Fig. 6.4 does not 

extend to the low energy part of the spectrum. 

 

However, the accessible part of the data is well fitted by the simulation, even though 

the counting statistics are rather poor. This may be misleading, since the calculated 

data appears to be normalised to the measured data. No independently determined 

Q× factor is demonstrated. Thus, apparently the absolute value of the cross-section 

functions seems not to be benchmarked. 
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6.4. CARBON  

 12
C(p,p)

12
C 6.4.1.
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FIG. 6.5. (Fig. 8 in [6.6], compare Fig. 2 of [6.7]) Comparison of C(p,p0)C cross section at 

160º scattering angle using Bayesian inference, with SigmaCalc and literature from IBANDL. 

(a) SigmaCalc (this line is sometimes obscured by the other lines). (b) ±1 sigma variations on 

the average value calculated by the Bayesian algorithm. (c) point by point cross sections 

calculated by transforming the yield at each channel into a cross-section value. 

(d) experimental values from IBANDL [6.25]. SigmaCalc goes through all of these points. 

 

This is an exercise using the well-known and evaluated C(p,p) cross sections to 

validate the use of the Bayesian method of inverting the spectra of bulk samples to 

generate the scattering cross-section function.  The sample was an AlN thin film (with 

(645  17).10
15

 N/cm
2
) on a vitreous carbon substrate with (43.7  0.5).10

15
 Au/cm

2
 for 

an internal standard for  × Q, and spectra at four angles and some 60 energies were 

taken in the range 600─2500 keV.   

This sample was used for determining the N(p,p) cross sections discussed in the next 

section, but the data from the thick carbon substrate was also used to re-validate the C 

cross sections. Of course, the SigmaCalc cross sections for C(p,p) are already well 

validated ([6.26] contains latest information), but this cross section is extraordinarily 

important and the new Bayesian inversion is not only a welcome confirmation of the 

SigmaCalc evaluated data,  but also supplies evaluated uncertainties for this data set.  

It is therefore worth reporting. 
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 12
C(p,p)

12
C   6.4.2.

For the benchmark test measurements of the elastic scattering cross-sections of 

protons on C in the high proton energy range (3-4.5 MeV), a thick target of polished 

Sigradur glassy carbon was used. The elastic backscattering measurements were 

performed with the 3 MV Tandetron accelerator of LABEC in Florence. Proton 

beams of different energies (2600  3, 3000  3, 3600  4, 4100  4 and 4500  5 

keV) with a 1.2  1.8 mm
2
 cross-section were used. The sample was mounted at 

normal incidence in the scattering chamber. Backscattered protons were collected by a 

Si PIN diode (100 mm
2
 area. 300 m thickness) having 16 keV FWHM energy 

resolution and a dead-layer equivalent thickness of 1500·10
15

 Si/cm2. The detector 

was collimated by a rectangular aperture 3 mm width  6 mm set at 61 mm from the 

target. The measurements were performed placing the detector in IBM geometry at 

the fixed angle of 150° (estimated uncertainty  0.2°). The proton beam current was 

about 2-3 nA in order to have almost negligible dead time corrections (< 5%); all the 

measurements were allowed to run for 600 seconds. The accuracy of the measurement 

of the charge - solid angle product (± 3.0%) was checked by irradiating at different 

energies an Ag reference standard (1.2 mg/cm
2
 thick). 

The electronic gain of the detection system was determined from the energies and the 

positions of elastic and inelastic scattering peaks obtained from 3.6 MeV and 4.5 

MeV proton spectra of a thin LiF target (30 g/cm
2
) evaporated on a C film.  The 

pulse height defect correction was applied, except for the effect of the non-ionising 

(nuclear) energy loss. The resulting uncertainty in the electronic gain (i.e. 

keV/channel) is below  1%. 

In the Fig. 6.6 the comparisons between the experimental spectra and the results of 

simulations using SIMNRAv6.05 with SRIM2003 stopping powers are shown, for the 

different proton beam energies. In the simulations the following C(p,p)C cross-section 

data were verified: SigmaCalc, Caciolli et al. [6.27] for the measurement at 3.60, 4.10 

and 4.50 MeV, Jackson et al. [6.28] for the measurement at 3.60 and 4.10 MeV, and 

Reich et al. [6.29] for the measurement at 4.50 MeV alone. Note that data from [6.28] 

and [6.29] refer to a slightly different scattering angle, 146.2° and 146.8°, respectively 

(with a 3% change between 146° and 150°). For the cross-section values of p+
13

C 

elastic scattering the only available data from Kashy et al. [6.30] were used, even if 

referring to a different scattering angle (namely 163.8°). In the simulation of the thick 

target spectra pile-up effects were calculated using the model proposed in [6.31] and 

implemented in SIMNRA. 
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FIG. 6.6. Comparison between experimental and simulated spectra of a glassy C thick sample 

at 150° and different proton energies: 2.60, 3.00, 3.60, 4.10 and 4.50 MeV. Open squares 

represent experimental data, while SIMNRA simulations are shown as lines. a) Simulation 

using p+12C elastic scattering cross-section values calculated with SigmaCalc. b) Simulation 

using cross-section data from [6.28] at 146.2°. c) Simulation using cross-section data from 

[6.27]. d) Simulation using cross-section data from [6.29] at 146.8° (no data below 4.1 MeV). 

From this benchmark experiment it turns out that simulations using the 
12

C(p,p)
12

C 

cross-section data calculated with SigmaCalc are in good agreement with 

experimental data within the overall estimated accuracy of  5.5% for these 

benchmark test measurements. The agreement is valid not only for proton energies 

below 3 MeV - as it has been confirmed by many other different experiments – but 

also at higher energies. Actually, the SigmaCalc cross-section data are indeed 

evaluated data up to 3 MeV energy, while for higher proton beam energies they are 

just extrapolated. 
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On the contrary, cross-section data from Reich et al. [6.29] and Caciolli et al. [6.27] 

appear to be overestimated by 15% and 8-20%, respectively (the maximum 

disagreement in the data of Caciolli is for energies above 4 MeV); these factors are 

greater than the quoted experimental uncertainties of  3.8% and  3.5%, 

respectively. 

Finally, simulated spectra using the cross-section values taken from Jackson et al. 

[6.28] are in agreement with the experimental data within 5-6%, a fairly good 

agreement indeed, taking into account that the estimated uncertainties in the original 

paper are  5%. 

6.5. NITROGEN 

 N(p,p)N  6.5.1.
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FIG. 6.7.  (Figs.10a and 10d in [6.6])  EBS spectra of a 2.6 μm TiN film on vitreous carbon.   

The TiN had composition (Ti, N, O) = (47.6, 47.6, 4.8) mol% with some C contamination.  

There was (72.21.4).10
15

 Au/cm
2
 for an internal standard of xQ.  Partial spectra are shown 

(see insets) for N, O and C, where the dotted blue lines are calculated from SigmaCalc [6.14] 

(a) 1718 keV, =140º; (d) 1788 keV, =160º. 

 

Proton spectra were acquired at 140º scattering angle (movable detector) and 160º 

scattering angle (fixed detector) for 29 different beam energies in the 1030 keV─2370 

keV interval.  The movable detector angle was determined directly from the EBS C 
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signal, which is extremely sensitive to scattering angle. The spectra were interpreted 

using SigmaCalc cross sections for O and C. 

All the data were consistent with the new (2007) SigmaCalc values for N(p,p) 

reported in [6.14]. Since this is a well characterised “thick” film sample (2.6 m is 

quite thick), these measurements are equivalent to a benchmark experiment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIG. 6.8. (Fig.4 in [6.32]) Comparison between experimental and simulated spectra of BN 

target at 150° and two proton energies: (a) 3.24 MeV and (b) 4.50 MeV. Solid line is 

SIMNRA simulation and circles represent experimental data. B(p,p) data for 3.24 MeV is 

downloaded from IBANDL [6.33]. B(p,p) data are not available above 3.3 MeV. Reproduced 

courtesy of AIP Publishing [6.32]. 

A benchmark experiment was also attempted using a BN target ([6.32]: see Fig.6.6). 

For this, elastic cross sections for both 
10

B and 
11

B are needed, and downloaded from 

IBANDL, but are available only up to 3.3 MeV. This experiment must be regarded so 

far as indicative, but encouraging. 
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FIG. 6.9. Bayesian Inference extraction of 
14

N(p,p)
14

N elastic cross sections (double red line 

showing ± σ uncertainties) using an AlN/C sample, together with direct thin film 

measurements, SigmaCalc [6.14], and selected data from IBANDL (Hagedorn 1957 [6.34], 

Bashkin 1959 [6.35], Havranek 1991[6.36]) (a)  full energy range measured,  (b) detail. 

Reproduced courtesy of Elsevier [6.7]. 

Figure 6.9 shows data extracted by Bayesian Inference from the same AlN/C sample 

shown in Fig. 6.5 and reported in [6.7].  The Bayesian inference was done twice under 

different conditions for the C and N signals for technical reasons.  The data were 

approximately consistent with SigmaCalc [6.14]. Since this is a well characterised 

thick film sample, these measurements are equivalent to a benchmark experiment. 

This experiment does suggest that the Bashkin data [6.35] mis-assigns the 1.55 MeV 

resonance energy and overestimates the cross section at 1.65 MeV by maybe 20%.  
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6.6.  FLUORINE  

 

 

FIG. 6.10. (Fig.11 in [6.6]) EBS cross sections derived from LiF bulk samples, data points 

from point-by-point inversion of spectra shown in red (a), SigmaCalc is black line (b), and 

literature values from IBANDL. (a) 140º scattering angle, compare (c) =137.75º Ouichaoui 

1985 [6.37], (d) =145º Caracciolo 1974 [6.38]; (b) 160º scattering angle, compare (c) 

=165º Jesus 2001 [6.39],  (d) =159.8º Dearnaley 1956 [6.40],  (e) =158.7º Webb 1955 

[6.41]. 

This data, deriving from the F signal above the Li edge measured at 15 energies at 

two angles on bulk LiF samples, was obtained by inverting all 30 spectra in turn to 

obtain the scattering cross-section function. The uncertainties are relatively large 

since (p,p') reactions were also present, since the LiF had substantial luminescence 

under the ion beam (ionoluminescence), and since very low beam currents were 

required due to the sensitivity of the sample to the beam. 
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In this work the Bayesian Inference step was not taken: only the raw cross-section 

inversion is shown. These data, being derived from thick film spectra, are equivalent 

to a benchmark, and are in agreement with the evaluated SigmaCalc cross sections up 

to 1.8 MeV, and also tend to confirm the data from Jesus et al [6.39] up to 2.1 MeV.  

6.7.  SODIUM 

For the benchmark test measurements of the elastic scattering cross-sections of 

protons on Na a thick target of commercial glass (Ca 4%, Si 30%, Na 11%, O 55%) 

coated with thin Ti (75 nm) and Au (145 nm) layers was used. The target composition 

has been determined by several IBA measurements: RBS with 2 MeV alpha particles 

and 10 MeV 
12

C ions, and PIXE with 3 MeV protons. The elastic backscattering 

measurements were performed with the 3 MV Tandetron accelerator of LABEC in 

Florence. Proton beams of different energies (3.20, 2.90, 2.50 and 1.47 MeV) with a 2 

 2 mm
2
 cross-section were used. The sample was mounted at normal incidence in the 

scattering chamber. Backscattered protons were collected by a Si PIN diode (100 mm
2
 

area. 300 m thickness) having 17 keV FWHM energy resolution and a dead-layer 

equivalent thickness of 1500·10
15

 Si/cm2. The detector was collimated by a 

rectangular aperture 3 mm width  6 mm set at 61 mm from the target. The 

measurements were performed placing the detector in IBM geometry at the fixed 

angle of 150°. The proton beam current was about 5 nA in order to have almost 

negligible dead time corrections (< 5%); all the measurements were allowed to run for 

600–900 seconds. The Au layer acted as internal normalization standard for the 

charge - solid angle product. 

In Fig. 6.11 the comparisons between the experimental spectra and the results of 

simulations using SIMNRAv6.05 with SRIM2003 stopping powers are shown, for the 

different proton beam energies. In the simulations the following Na(p,p)Na cross-

section data were verified: Caciolli et al. [6.42] for the measurement at 3.20, 2.90 and 

2.50 MeV, and SigmaCalc for the measurement at 1.47 MeV. The cross-section 

values for the elastic scattering of protons on the other target elements were calculated 

using SigmaCalc; for proton beam energies where no evaluated data exist the 

measured cross-section values were downloaded from IBANDL, as in the case of 

p+Si [6.43] and p+Ti [6.44]. For the measurement with 1.47 MeV protons the p+Ca 

and p+Ti elastic scattering cross-sections were assumed to be Rutherford. 

The overall agreement between experimental and simulated spectra is good, although 

some discrepancies occur for Ca signal in the spectrum measured at 3.2 MeV proton 

energy due to the lack of evaluated or measured cross-section data in this energy 

range (the Rutherford value was assumed). The reliability of the measured and the 

evaluated p+Na elastic scattering cross-section data is thus verified. 
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FIG. 6.11. (partly redrawn from Fig. 4 of [6.42]) Comparison between experimental and 

simulated spectra of Au/Ti/glass sample containing Na at 150° and different proton energies: 

3.20, 2.90, 2.50 and 1.47 MeV. Open squares represent experimental data, while SIMNRA 

simulations are shown as lines. The Au signals (in some cases the O signals as well) are not 

shown purposely to better detail the spectra region around Na signal. 
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6.8. ALUMINIUM   

 27
Al(p,p)

27
Al 6.8.1.

 

FIG. 6.12. The RBS spectrum simulated from the measured cross sections. Squares – 

measured spectrum, solid line – simulated spectrum using SIMNRA [6.46], dotted line – 

simulated spectrum using NDF [6.8], dashed line – Rutherford cross sections. Reproduced 

courtesy of Elsevier [6.45]. 

Figure 6.12 shows the benchmark bulk spectrum measurement with simulations using 

the measured cross sections reported in [6.45]. The Al(p,p) reaction is extraordinarily 

complicated,  with a fine structure containing a very large number of resonances (22 

main ones between 900 and 1800 keV, many of these multiple but with an average 

cross section which is still close to Rutherford: see the evaluation in [6.47] and Fig. 

6.13). Clearly the main structure of the backscattering spectrum is reproduced well in 

both Figs 6.12 and 6.13, showing that even though the measured cross sections 

smeared out all the details of the fine structure, nevertheless they appear adequate for 

the purposes of this relatively low resolution EBS. The results do not change 

significantly if different stopping power data are used.   

There is satisfactory agreement for the high energy part of the spectra but at lower 

energies simulated and experimental spectra disagree even more than in [6.47]. The 

simulations used both codes (SIMNRA and NDF) capable of simulating this 

challenging case. However, as discussed in [6.48], NDF is designed to simulate from 

the real cross-section function, and therefore will add the broadening of the 

experimental cross-section function to the simulation; but SIMNRA does not 
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convolute beam energy broadening into the effective cross section at each depth.  

Thus, where measured (and therefore broadened) cross sections are used, NDF will 

show smooth sharp features, whereas SIMNRA simulations may look more similar to 

the data. 

We believe that at least part of the disagreement must come from the unknown 

contributions of cross sections for 
27

Al(p,p1), 
27

Al(p,p2), 
27

Al(p,a0) and 
27

Al(p,a1) 

reactions. There are measurements of these cross sections below 3 MeV but no 

attempt is made to account for them either in these simulations, or in those of [6.47] 

(Fig. 6.13) which also show the same effect. These other exit channels also explain 

why the same part of the excitation function provides satisfactory simulation for 4.2 

MeV and fails to do so for 5.0 MeV.  

A part of the disagreement must also be due to the incomplete knowledge of the fine 

resonant structure. For the low energy part of the spectra multiple and slit scattering 

can also contribute.  

 

FIG. 6.13. Measured data with simulations. Solid line – SigmaCalc cross section, dotted 

and dashed lines – various cross sections from literature. Reproduced courtesy of Elsevier 

[6.47]. 
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 27
Al(p,)

28
Si 6.8.2.

 

 

 

 

 

 

 

FIG. 6.14. Resonant PIGE depth profiling of free-standing 600 nm Al foil, with simulated 

curve from direct integration of the differential cross section. Reproduced courtesy of 

Elsevier [6.49]. 

In view of the importance of PIGE for the analysis of Al, these cross-section data are 

included here, even though it is not backscattering data since a proton beam used for 

EBS will also necessarily generate the gammas. 

Fig. 6.14 shows the result of simulating the total yield in a large gamma detector with 

a known efficiency and geometrical correction from an Al foil whose thickness was 

measured directly with 1100 keV 
27

Al(d,d)
27

Al RBS. 
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 27
Al(d,p')

28
Al  6.8.3.

FIG. 6.15. (cf. Fig.11 in [6.49]) Measured data (circles) with simulations (line) [6.50]. 

Reproduced courtesy of Elsevier [6.49]. 

Fig. 6.15 shows the measured spectrum for this set of reactions on a thick target 

together with a SIMNRA simulation based on the measured cross sections. The 

maximum proton energy in Fig. 6.15 is about 6.3 MeV (Q = 5.5 MeV). The 

simulation incorporates all the IBANDL data ([6.49] and [6.51]). 

This benchmark confirms IBANDL data up to 1.95 MeV D energy at 1─3% 

precision. Unfortunately there is no benchmark for the absolute values of the cross 

sections.  
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6.9. SILICON 

 nat
Si(p,p)

nat
Si  6.9.1.

 

 

 

 

 

 

 

 

 

FIG. 6.16. (Fig.9 in [6.6]) Si(p,p0)Si cross sections calculated by transforming the yield at 

each channel (point-by-point) into a cross section value: red line "b" is SigmaCalc. (a) 125º 

scattering angle, 31 data sets. (b) 140º scattering angle: 29 data sets. (c) 160º scattering 

angle: 31 data sets.  

 

For this thick target experiment (equivalent to a benchmark), the sample was a Si 

wafer implanted with (26.6  0.6).10
15

 W/cm
2
 at 150 keV. The implant provides an 

internal standard for  × Q and also amorphises the Si thus avoiding channelling 

effects. 

The stopping powers used were SRIM 2003. The demonstrable validity of SigmaCalc 

also shows that the SRIM03 stopping powers are valid over this energy range. 
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6.10. TITANIUM: 
nat

Ti(p,p)  

 

FIG. 6.17. 2484 keV H EBS with low resolution detector (ΔE=30 keV) with various 

simulations using NDFv9.2m. (a) Data with NDF simulation from SigmaCalc for ΔE=30 keV 

(red) and ΔE=10 keV (blue). (b) SigmaCalc cross sections together with measurements by 

Rauhala (1989) [6.53] and Hu (2004) [6.54] downloaded from IBANDL. (c) Data with 

simulations from Rauhala and Hu data, shown as red and blue lines respectively in (b) and 

(c). Reproduced courtesy of Elsevier [6.52]. 
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Preliminary measurements using a rather poor detector were made on a polished bulk 

Ti sample for energies from 1400─2500 keV and compared to simulations from cross 

sections based on [6.55] evaluated by A.F.Gurbich (Fig. 6.17). All the EBS spectra 

were analysed with the same absolute electronics calibration, that is, with the pulse 

height defect correction.  The Ti cross section is another example where there is an 

extraordinary number of extremely sharp resonances, in this case mostly rather weak. 

The spectra do not depart very far from Rutherford in most of the energy range. 

Such a strong resonant structure is extremely time consuming to calculate, and two 

questions arise: can the simulations be done correctly in such a challenging case, and 

is there any way to simplify the cross-section function with operationally the same 

result. 

The first question cannot be convincingly answered in this low resolution experiment, 

and further high resolution measurements are planned, using a magnetic spectrometer. 

The second question is technically difficult: it is not at all obvious how to smooth the 

cross-section function in such a way as to locally conserve area. For standard EBS, 

with FWHM resolutions larger than 10 keV, perhaps a "simpler" cross section could 

be obtained by convoluting the calculated cross section with a Gaussian with around 

2─3 keV FWHM. The convolution would need to be done carefully in order to 

preserve the total area. Fewer points in the cross section curve would be necessary. A 

25 point FFT smoothing did not preserve the total area locally, so, although results 

were acceptable, they were not perfect in terms of reproducing the simulated curves 

with the full cross section. 

The limitations of smoothing can be seen in Fig. 6.17c. Here, two experimental cross-

section curves are used, neither of which show any resonances because of the 

thickness of the targets and the coarseness of the energy steps. Curiously, for all the 

energies, except the highest one shown in the figure, the simulations from a grossly 

simplified cross-section function fitted the data reasonably well. Only for the highest 

energy there is a large deviation. It should be noted however that this low resolution 

experiment is not a very stringent test of this idea. 
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6.11. MAGNESIUM 

 

 

FIG. 6.18. Data and simulations for a bulk Mg sample near the (a) 823, (b) 1483 and (c) 1630 keV 

resonances. Scattering angle 172.8
0
. Oxygen contamination is visible. Resonance shapes are fitted 

excellently, including the sharp 1483 keV resonance near the surface (b) and buried deep (c). 

Reproduced courtesy of Elsevier [6.4]. 

 

 

 

 

FIG. 6.19. Apparent Mg content of multilayer (thin film) Au/Mg/C sample (Mg = 958 TFU), 

normalised to the substrate carbon signal and assuming SigmaCalc cross sections. Mg(p,p) is 

Rutherford at 700 keV.  The ordinate is in units of 10
15

 atoms/cm
2
 (TFU). ± 2% uncertainty bars are 

shown. Reproduced courtesy of Elsevier [6.4]. 
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FIG. 6.20. 1483 keV resonance for evaluated (SigmaCalc, actual and folded) and experimental data 

from IBANDL [6.56] representation. Reproduced courtesy of Elsevier [6.4]. 

 

Gurbich and Jeynes [6.4] presented an evaluation of the Mg(p,p) reaction,  together with a 

benchmark using both bulk and thin film samples. A series of EBS spectra were obtained at 

seven energies between 600 and 1800 keV and analysed using a uniform absolute detection 

electronics calibration, that is, correcting for the detector pulse height defect [6.9]. Bulk 

spectra are shown in Fig. 6.18, and processed results from the thin film sample shown in 

Fig. 6.19.  

The absolute electronics calibration means that the energies of the three detected resonances 

are directly comparable over the dataset with a combined uncertainty better than 0.2% given 

by the relative uncertainty in the beam energy (much better than 0.1%), the uncertainty in the 

position of the Mg edge (better than about 0.1 channel or 0.1%, see [6.11]), and the 

uncertainty of the electronic gain (0.1%).  This weak limit on the uncertainty of the resonance 

energies is useful where other information is not available. In particular it means that the 

SigmaCalc energies are consistent (to the uncertainty of the data in Fig. 6.18) with the 

independently determined machine energies over the whole data range. 

In Fig. 6.19 the apparent thin film thickness is shown for all the energies at which EBS data is 

taken. Of course, the film is the same so the thickness should be constant, which it is to about 

2% (4% for 1.8 MeV). The benchmark therefore confirms that the absolute SigmaCalc cross 

sections are correct (with an uncertainty of about 2%). This benchmark had the specific 

purpose of determining the validity of the published cross-section measurements just above 

the first resonance at 823 keV, which being about 4% higher than SigmaCalc were not 

consistent with it.   

Figure 6.20 shows how direct cross-section measurements using thin films necessarily distort 

fine structure at resonances. Here the extraordinarily sharp and strong resonance at 1484 keV, 

whose parameters are determined from nuclear data, is convoluted (folded) with the energy 

loss in the thickness of the thin film used in the cited literature, resulting in the observed 

cross-section function. This figure is shown because there was initially some doubt about the 

nuclear parameters, but they were confirmed by the benchmark experiment, which shows this 

same resonance is fitted excellently (Fig. 6.18).   
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6.12. CONCLUSIONS 

We have shown benchmarking experiments for a number of cases.  Clearly, this is a work 

that will never be finished: many species remain to be evaluated and then benchmarked, and 

it is already known that the range of validity of existing evaluations could profitably be 

increased.   

And there is likely to be a future need of enhanced accuracy.  The accuracy of neither the 

absolute value of cross-sections nor the absolute positions of the resonances has yet been 

established unequivocally in most cases, even for evaluated resonances.  The uncertainty of 

the results of evaluations is not easy to establish from the evaluation process, and probably 

must be established externally through well designed benchmarking experiments.  We have 

here given a Table of resonance energies that can reasonably be assigned a definite 

uncertainty, and we anticipate that this Table will be extended greatly in the future. 

In the many cases for which evaluated data is not available, benchmarks can give an 

indispensible corroboration of the validity of the data that do exist.  However benchmarks are 

the most valuable on evaluated data, since it is only such data that are well understood, and 

since it is only well understood techniques that can be used for fundamentally traceable 

analysis.   

We here list the conclusions for each nucleus studied. 

1. Lithium: 
nat

Li(p,p)
nat

Li.  Data from a bulk LiF target was inverted using the point-by-point 

inversion (PPI) method.  This can be interpreted as equivalent to a benchmark for the 

[6.15] data (from IBANDL) in the energy region 1.3-2.4 MeV.  The [6.15] data does not 

show extra structure in the cross-section function at the two resonances near 1.6 and 2.1 

MeV.  LiF is beam sensitive, ionoluminescent, and contains light elements that give 

interfering NRA signals so is not an ideal benchmarking material.  A second benchmark 

was attempted using LiNbO3, but the sensitivity was too low to be useful. 

2. Boron: 
10

B(p,p)
10

B & 
11

B(p,p)
11

B.  EBS data at 2.25 and 2.6 MeV from a B4C target 

benchmarks the extensive cross-section measurements of [6.17] at 4 scattering angles.  

Apart from a normalisation constant consistent with a thickness error on the thin film 

sample used for the cross-section measurement, the data of [6.17] is validated at 4%. 

3. Boron: 
10

B(d,p2)
11

B & 
11

B(d,)
9
Be.  NRA on B using the d, reaction will always also 

involve the interfering d.p2 reaction.  The measured cross-sections for both of these 

reactions [6.23] was benchmarked on a B4C thick target in the measured energy range 

(0.9–1.2 MeV).  This energy range is not wide enough to reproduce the spectrum, but 

otherwise the result looks satisfactory.  However, the absolute values of the cross-section 

functions appear not to be benchmarked. 

4. Carbon: 
12

C(p,p)
12

C.  The evaluated (SigmaCalc) carbon EBS cross-sections were 

compared with the results obtained using the Bayesian Inference (BI) technique 

(equivalent to a benchmark) on a bulk vitreous carbon sample in the energy range 0.8–2.4 

MeV,  with 60 separate energies and 4 angles.  The evaluated cross-sections (SigmaCalc) 

fell within 1 of the BI results over all this range.  The same evaluated (SigmaCalc) 

cross-section function was benchmarked separately on a glassy carbon bulk target at 150 

and energies up to 4.5 MeV and found consistent to the experimental accuracy of 5.5%. 
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5. Nitrogen: N(p,p)N.   This experiment used a BI analysis of data from the same AlN/C 

sample as for the 
12

C(p,p)
12

C experiment (above).  The BI analysis, equivalent to a 

benchmark experiment, suggests that the [6.34] data mis-assigns the 1.55 MeV resonance 

energy and overestimates the cross-section at 1.65 MeV by maybe 20%.  An independent 

benchmark experiment was also carried out on a TiN/C sample (in the slightly smaller 

energy range 1.03–2.37 MeV) which was consistent in detail with the first experiment.  A 

benchmark of cross-sections measured in the energy interval up to 4.5 MeV was also 

attempted using a BN sample.  This was encouraging but not conclusive, since cross-

sections for B were available only up to 3.3 MeV, and those are not evaluated. 

6. Fluorine: 
19

F(p,p)
19

F.  The same sample and data-set was used as for Li (above),  again 

with point-by-point extraction of the cross-sections interpreted as a benchmark for 

SigmaCalc (up to 1.8 MeV) and [6.38] to 2.1 MeV.  This data is entirely consistent with 

SigmaCalc, but suggests that [6.38] is underestimated by about 25%. 

7.  Sodium: 
nat

Na(p,p)
nat

Na. The benchmark was made with the data from Caciolli et al. 

[6.42] for the measurement at 3.20, 2.90 and 2.50 MeV, and SigmaCalc for the 

measurement at 1.47 MeV using a glass sample containing 11at% Na.  The reliability of 

the measured and the evaluated EBS data was roughly verified.  

8. Aluminium: 
27

Al(p,p)
27

Al.  Benchmarking Al EBS cross-sections is difficult since there 

are many competing NRA reactions which have not so far been taken into account.  The 

EBS cross-section function is exceptionally complicated, and considerable work has gone 

to demonstrate that the SigmaCalc cross-sections (to 1.8 MeV) and the new cross-section 

measurements to 5 MeV [6.45] are consistent with thick film data.  But it is not yet 

known how to interpret these spectra in detail. 

9. Aluminium: 
27

Al(p,)
28

Si. The thick target excitation function for 9 – 11 MeV  rays and  

beam energies between 0.98 – 1.9 MeV was measured and benchmarked on a foil whose 

thickness (600 nm) was independently measured. The measured and simulated film 

thicknesses matched to about 2%, and the ratio of the simulated maximum yield (at 1 

MeV) and the yield at high beam energy (1035 keV) matches experiment at about 4%. 

10. Aluminium: 
27

Al(d,p')
28

Al.  IBANDL data for the four proton groups p0,1, p2,3, p4, p5,6 has 

been benchmarked at 1-3% precision to 1.95 MeV D energy. There is no benchmark for 

the absolute value of the cross-sections. 

11. Silicon: 
nat

Si(p,p)
nat

Si.  SigmaCalc has been validated to 2.2 MeV incident proton energy 

using an amorphised Si wafer and three scattering angles at 31 energies.  The point-by-

point method was used to invert the bulk sample spectra.  Realistic uncertainties cannot 

be obtained from this data-set. 

12. Titanium: 
nat

Ti(p,p)
nat

Ti.  The Ti EBS cross-section function is similar to the Al one in its 

very high number of extremely sharp resonances.  Preliminary experiments (at low 

resolution) show that spectra can be adequately simulated from the SigmaCalc evaluation 

with an advanced code, although this is time-consuming.  Planned high resolution 

experiments will test the calculation capability of this code.  An outstanding problem is 

whether this complex cross-section function can be adequately simplified so that the 

simulation of spectra can be speeded up.  This work has demonstrated that a sparse data-

set can certainly distort the simulated spectrum. 

13. Magnesium: 
nat

Mg(p,p)
nat

Mg.  The SigmaCalc evaluation is validated at 2% to 1.5 MeV 

and 4% to 1.8 MeV.  The benchmark also confirmed the parameters of the strong and 

sharp 1483 keV resonance, with is correctly simulated by an advanced code. 
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We have here described a variety of valid ways to complete a benchmarking exercise.  The 

analytical community should be alive to these various possibilities, and in future take every 

opportunity to publish any well-found data that can act as a benchmark and increase our 

confidence in our scattering cross-section database. 

Finally, we should point out that it is not yet clear what is the best way to formalise our 

knowledge of the various different uncertainties applicable to any particular reaction cross-

section. This is an important topic that should be taken up by a future Coordinated Research 

Project at the same time that such a CRP revisits this database. 
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7.  CONCLUSIONS              

During the time of the implementation of the Coordinated Research Project (CRP) on Ion 

Beam Analysis (IBA) from 2005 to 2010, a large number of scattering cross sections were 

measured. Data existing in the literature were compiled and assessed, thus facilitating 

recommendations of elastic scattering cross sections for most wanted elements at selected 

scattering angles and moderate beam energies. Many cross sections have also been 

evaluated on the basis of nuclear physics models, allowing differential cross sections at any 

scattering angle to be calculated through the on-line calculator SigmaCalc. 

Whereas IBANDL has virtually become the main source of cross-section data for IBA, some 

relevant data files have been compiled and stored independently only in EXFOR 

(http://www-nds.iaea.org/exfor/). The EXFOR format and database is used for many more 

data types than needed by the IBA community and was therefore developed to be extremely 

versatile. However, for over a decade the R33 format has been the accepted format for the 

communication and compilation of IBA cross-section data. For this reason, an additional 

option has been developed to facilitate retrieval of data from EXFOR. With this new option, 

EXFOR data are automatically recognized as relevant to IBA applications and are converted 

to the R33 format by a simple press of a button. Thus all the relevant EXFOR files can be 

easily imported into IBANDL. 

There are a number of different IBA methods based either on the registration of elastically-

scattered particles or the products of nuclear reactions. For all methods applied, a reliable 

source of cross-section data is needed except for Rutherford backscattering for which the 

cross section can be calculated according to the known formula. The requirements of 

analytical work favour the use of only those reactions for which adequate information already 

exists, irrespective of the actual needs. As far as IBA needs go, including differential cross 

sections for proton and 
4
He non-Rutherford elastic scattering, and nuclear reactions for p, d, 

and 
3
He with energy E < 5.0 MeV interacting with A  40 nuclei, and in view of the number 

of possible exit reaction channels, it appears that the number of required data is tremendous. 

The work carried out in the framework of this CRP could only meet part of these 

requirements. Besides, there are still problems with some cross sections of primary 

importance to IBA applications (e.g. for elastic scattering of protons from boron, and alphas 

from silicon). Benchmarks for cross-section validation were only used in a limited number of 

cases as the evaluation still needs to be done for many cross sections. 

After five years of significant efforts, IBANDL has been enriched with the results of the 

measurements, assessments, benchmarks and evaluations described in this report. 

Nonetheless, IBANDL remains an unfinished project since differential cross-section 

measurements and theoretical evaluations are a vast field of research and questions of 

accuracy, benchmarking experiments and use of alternate reactions including PIGE for light-

element depth profiling need further investigation and remain to be solved by the coordinated 

efforts of the scientific community. The main output of this CRP is the IBANDL database. 

Its maintenance and upkeep is of utmost interest to the IBA community with the ultimate goal 

to finally cover all nuclear data needs of the IBA community. 
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