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The operational useful lifetime of semiconductor 
electronic devices working in harsh radiation 
environments is limited by the structural 
defects induced by exposure to ionizing 
radiation. This has immediate consequences 
for their use in high radiation environments, 
for example in nuclear facilities, satellites, 
radiotherapy, medical diagnostics, security and 
other industries. This publication establishes 
a standardized procedure to quantify the 
radiation hardness of semiconductor devices 
in a way that is independent of the irradiation 
parameters and biasing conditions of the 
device. The established parameters reflect the 
cross-sections of additional free charge carrier 
trapping induced by the damaging radiation, 
normalized to the predicted concentration of 
vacancies generated by the same radiation. 
The effectiveness of the approach is validated 
through different types of ion beam irradiation, 
characterizations and materials used. The work 
leads towards approaches to predict radiation 
induced effects on device performance for more 
complex electronic structures.
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FOREWORD

Electronic devices containing semiconductor materials are used in harsh 
radiation environments in many fields of research and technology. High energy 
physics facilities, remote control systems in nuclear reactors, radiotherapy 
facilities and the aerospace sector are among the most significant areas where 
electronic devices are exposed to high levels of detrimental ionizing radiation. 

The long term operating performance, reliability and lifetime of these 
electronic materials and devices are strictly related to their resistance to various 
types and levels of ionizing radiation, which induces a progressive degradation of 
their performance. The evaluation of the materials’ radiation hardness (i.e. their 
resistance to accumulated damage caused by ionizing radiation) is crucial for the 
effective design of electronic devices. Therefore, reliable and widely applicable 
test methodologies suitable for determining radiation hardness (i.e. the measure 
of the non-vulnerability or of the resistance of the material to an accumulated 
level of radiation damage in a variety of experimental conditions) are needed to 
facilitate the optimal synthesis of materials for the design of electronic devices.

Ion accelerator based techniques provide insight into the phenomena 
underlying the formation of defects induced by energetic particles in 
semiconductor materials and their effects on the electronic features of the device. 
Because of the potential of these techniques, the IAEA implemented a coordinated 
research project from 2011 to 2016 entitled ‘Utilization of Ion Accelerators for 
Studying and Modelling of Radiation Induced Defects in Semiconductors and 
Insulators’ to investigate the mechanisms underlying the performance degradation 
of semiconductor devices induced by ionizing radiation. The objective of the 
project was to use accelerator based ion irradiation and analytical techniques 
to gain a deeper understanding of how different types of radiation influence the 
electronic properties of materials and devices, leading to an improved knowledge 
of radiation hardness and to the engineering of ‘radiation harder’ devices.

Research stimulated by the project resulted in publications in scientific 
journals, educational and scientific software packages, and a number of new 
collaborations among the participating research groups. The most significant 
outcomes of this project were the development of a protocol for existing 
experimental characterization techniques used to investigate radiation effects in 
semiconductor devices and the development of a relevant theoretical approach to 
interpret the experimental data.

This publication provides comprehensive guidelines for the assessment of 
the radiation hardness of semiconductor devices, including a detailed description 
of the experimental procedures, the theoretical model and the limits of its 
application, and data analysis techniques. 



The intended audience includes professionals and technologists who wish 
to apply standardized practices in ion beam functional analysis of semiconductor 
materials. Solid state physicists and engineers involved in the design of electronic 
devices for use in harsh radiation environments might also benefit from using the 
theoretical model to obtain better predictions of the operating performance and 
lifetime of such devices. 

The IAEA is grateful to E. Vittone of the University of Torino and 
all the other experts who contributed to this publication. The IAEA officer 
responsible for this publication was A. Simon of the Division of Physical and 
Chemical Sciences.

EDITORIAL NOTE

Although great care has been taken to maintain the accuracy of information contained 
in this publication, neither the IAEA nor its Member States assume any responsibility for 
consequences which may arise from its use.

This publication does not address questions of responsibility, legal or otherwise, for acts 
or omissions on the part of any person.

Guidance provided here, describing good practices, represents expert opinion but does 
not constitute recommendations made on the basis of a consensus of Member States.

The use of particular designations of countries or territories does not imply any 
judgement by the publisher, the IAEA, as to the legal status of such countries or territories, of 
their authorities and institutions or of the delimitation of their boundaries.

The mention of names of specific companies or products (whether or not indicated as 
registered) does not imply any intention to infringe proprietary rights, nor should it be construed 
as an endorsement or recommendation on the part of the IAEA.

The IAEA has no responsibility for the persistence or accuracy of URLs for external or 
third party Internet web sites referred to in this book and does not guarantee that any content 
on such web sites is, or will remain, accurate or appropriate.
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1. INTRODUCTION

1.1. BACKGROUND 

The operational lifetime of semiconductor devices working in harsh 
radiation environments is limited by the structural defects induced by the exposure 
to ionizing radiation. The long term accumulation of these defects can lead to a 
significant degradation of the devices’ electronic performance. Therefore, a deep 
understanding of the types of defect formed and of their effects on the electronic 
properties of materials is of paramount importance for the development of new 
devices with improved radiation hardness. 

Intensive studies have been carried out in different industrial contexts and 
by international scientific collaborations [1–3]. However, these tests are often 
tailored to specific problems (e.g. the certification procedure of devices for space 
applications) and their results are difficult to generalize to different devices and 
different irradiation conditions. Several studies have shown that the effects of 
different radiations could be correlated to the non-ionizing energy loss (NIEL) 
value [4–6], which has been found to be useful for characterizing displacement 
damage effects in electronic materials. The NIEL approach takes into account the 
creation of structural defects (vacancies) but does not consider their effect on the 
electrical properties of the semiconductor, whereas the degradation of the overall 
performance of the device depends on both the amount of radiation damage and 
on its operating conditions. 

The radiation damage in a semiconductor device can be quantified by 
various physical observables, such as the power output, conductivity, lifetime 
and the charge collection efficiency (CCE), depending on the type of device. As 
an example [7, 8], Fig. 1 shows the performance degradation of a silicon diode 
expressed through the CCE. The left panel of Fig. 1 illustrates that the observed 
CCE degradation for damage introduced by the same ion type and energy depends 
on the bias conditions, whereas the right hand side of Fig. 1 demonstrates that for 
fixed applied bias voltage (i.e. fixed operating conditions), the CCE reduction 
with increasing fluence depends on the ion type and energy. 

The need to develop a standardized procedure for the quantification of 
the radiation hardness of semiconductors that does not depend on operational 
parameters or irradiation details was addressed by IAEA’s Coordinated 
Research Project F11016 (CRP F11016; 2011–2016), entitled Utilization of 
Ion Accelerators for Studying and Modelling of Radiation Induced Defects in 
Semiconductors and Insulators, which involved 14 institutions from 13 countries 
worldwide. CRP F11016 focused on semiconductor diodes and solid state 
ionization chambers, which can be used as detectors for ionizing radiation, 
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including energetic ions. They represent examples of semiconductor devices with 
a simple geometry that are expected to undergo radiation induced modifications 
and damage implicit to their operation. In particular, the signal amplitude of these 
detectors is proportional to their CCE. 

The following two main reasons motivated the choice of CCE as the most 
suitable physical observable to study radiation induced modification of the 
electronic properties of materials:

 — The very high sensitivity of the CCE measurement to radiation damage, 
even at very low damage levels;

 — The capability to use megaelectronvolt energy ions both as damaging and as 
probing tools on the same irradiation spot.

The permanent modifications of material properties analysed in this 
publication concern only modifications that manifest themselves in the 
electronic features of the material (i.e. mainly the increase of defect density 
and the subsequent decrease of carrier lifetime). They occur at a low level of 
damage, that is, they do not involve other effects such as changes in the transport 
(i.e. mobility) of charge carriers or in electrostatics (i.e. effective doping), which 
are typical for high level damage. Moreover, temporary changes (e.g. the creation 
of shallow traps, which can annihilate after annealing at room temperature) are 
not discussed in this publication.

For the cases studied, it has been proved that accurate knowledge of the 
electronic properties of a junction diode (i.e. electrode geometry, charge carrier 

2

FIG. 1. Left: charge collection efficiency (CCE) degradation of a silicon diode at different 
bias voltages as a function of the fluence of 2 MeV He ions. Data from Refs [7, 8]. Right: CCE 
degradation of a silicon diode in full depletion conditions as a function of the fluence of ions 
with different masses and energies, probed by 1.4 MeV He. Data from Ref. [7].



diffusion and drift mobilities, steady state charge carrier concentrations, dopant 
profiles and free charge carrier lifetimes) is sufficient to predict the CCE for all 
applied electric potentials and any type of probing beam used to generate the free 
charge carriers that are responsible for the signal. 

For this publication, E. Vittone of the University of Torino integrated some 
of the research results published by the partners of CRP F11016, supported by 
additional material, to provide an exhaustive description of the experimental 
protocol, the theoretical model and the relevant limits of application, the data 
analysis procedure, and the physical observables that can be effectively measured 
and be used to assess the radiation hardness of semiconductor devices.

1.2. OBJECTIVE

In the development of guidelines for quantifying the radiation damage of 
semiconductor materials to predict their lifetime, the underlying principle is the 
measurement of the degradation of the charge collection efficiency as a function 
of ion beam induced radiation damage. The new, robust model presented here 
combines electrostatics with ion–matter interactions. This leads to the definition 
of a material parameter quantifying radiation hardness that is independent of the 
damaging beam and device geometry. The key novelty of this work is that this 
parameter enables the prediction of possible device performance degradation 
for previously untested operating and irradiation conditions. This work is 
expected to advance the understanding, and thus prediction, of the long term 
operating performance, reliability and lifetime of electronic devices under harsh 
radiation environments.

The objective of this publication is to establish material parameters that 
reflect semiconductor radiation hardness by predicting CCE degradation as a 
function of accumulated structural radiation damage. 

In addition, the model detailed within this publication enables the 
prediction of the reduction in charge carrier lifetime, and hence the CCE, of 
ion beam damaged diodes for any damaging ion beam (DIB; i.e. any species, 
energy and fluence), using the electron and hole capture coefficients αe,h within 
the range of parameters that fulfil the assumptions made in the model. Previously 
this had to be established in separate experiments for every ion type, energy and 
operational parameter.

Guidance provided here, describing good practices, represents expert 
opinion but does not constitute recommendations made on the basis of a 
consensus of Member States.

3



1.3. STRUCTURE

This report provides comprehensive guidelines for the determination 
of standardized parameters. Sections 2 and 3 introduce relevant concepts 
for semiconductor detector characterization and ion–matter interactions, 
respectively. Section 4 presents the experimental method, which is based on the 
ion beam induced charge (IBIC) technique [9]. The method can detect charge 
induced by the motion of free charge carriers generated by each ion within a 
rarefied (a few thousand ions per second) focused ion beam, illustrating that the 
technique is well suited in this context. The same experimental geometry, and 
frequently the same ions, are used both to damage the material under investigation 
and to detect the effects of the damage through the reduced signal produced by 
each subsequent ion. In addition, it is demonstrated that the analytical potential 
of this experimental method is further enhanced by the possibility of measuring 
the CCE degradation for different bias conditions of the diodes under study. 
The experimental technique and results of measurements for different ions and 
energies are presented for two different devices in Section 4. Section 5 details the 
robust theoretical formalism used for the modelling of IBIC experiments, which 
leads to the determination of αe,h. It builds on the fundamentals of electrostatics 
outlined in Section 2 and integrates the ionization and non-ionization ion energy 
loss in solids [10] (see Section 3). The refined theoretical model developed in 
CRP F11016 also incorporates the theory of charge induction in semiconductors 
[11, 12] and the electron–hole generation–recombination Shockley–Read–Hall 
model [13] to fully exploit the wealth of information contained in the CCE 
degradation curves obtained in different experimental conditions. Section 6 
provides the summary and outlook. Detailed practical information with specific 
examples is given in Sections 2–6 on the experimental, theoretical and modelling 
steps to support knowledge transfer and implementation of the guidelines 
provided in this publication. The appendices provide details on the devices under 
study, the model and the simulation methods.

1.4. SCOPE 

There are many publications in the literature that either compare CCE 
degradation (and hence some form of radiation hardness) in different semiconductors 
damaged with the same ionizing radiation energy and species (i.e. ion, electron 
or photon beams) or compare the performance degradation of one type of device 
(typically semiconductor radiation detector diodes) in different radiation fields; for 
examples (which are not related to CRP F11016 member groups), see Refs [14, 15].
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There are two material properties that are predominantly used to quantitatively 
compare the quality of semiconductor bulk materials that is responsible for signal 
amplitude (and its degradation) in radiation detectors; these are the free charge carrier 
drift mobility μe,h for electrons (μe) and holes (μh) and the corresponding free 
electron and hole lifetimes τe,h. These will be discussed in more detail in Section 2. 

Low level radiation damage reduces the lifetimes of free charge carriers. 
This work interprets this reduction in terms of the parameters αe,h (αe for electrons 
and αh for holes), which include both the capture cross-sections of traps generated 
by ion damage and the yield of electrically active traps generated by a single 
vacancy (the k factor), whose profile is predicted using SRIM1 (Stopping and 
Range of Ions in Matter) Monte Carlo simulations [16].

This approach has the benefit of using a quantifiable measure of radiation 
hardness (within the range of parameters that fulfil the assumptions made in the 
model detailed in Section 5.2), αe,h, which is independent of the following: 

 — The ion species, energy and fluence used to induce the damage; 
 — The conditions used to probe the degradation of the performance of the 
semiconductor diode. 

This report provides guidelines for determining αe,h using planar diode 
semiconductor devices, which emerged from CRP F11016 as a development of the 
methodology proposed in Ref. [17] and Refs [7, 18], refined in both its experimental 
and theoretical aspects. The methodology relies on the validity of several 
assumptions, which constrain the device geometry and uniformity as well as the 
choice of experimental parameters, require sufficiently high quality charge transport 
calculations in the pristine (i.e. undamaged) materials and impose limitations on the 
mobility of the created defects. These assumptions are summarized in Appendix I.

The effectiveness of the guidelines was assessed and the interpretative model 
was validated through different types of ion beam irradiation and characterization. 
Most of the experimental data presented in this publication were acquired using a 
commercial silicon diode as a reference semiconducting material [8, 19, 20]. After 
the methodology was validated on silicon diodes, it was successfully applied to 
study radiation effects on other materials of high technological interest and with the 
potential of high radiation tolerance. These have been published elsewhere — see, 
for example, Refs [21, 22] for silicon carbide and Ref. [23] for diamond. An 
introduction to the methodology and some of the key results were published in a 
series of scientific papers in a special issue of Nuclear Instruments and Methods in 
Physics Research B [24].

1 Available at www.srim.org
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2. MODELLING OF 
ELECTROSTATICS AND INDUCED CHARGE

The physical observable that is investigated to determine the radiation 
damage in a semiconductor device is the CCE. The electrostatics of the device 
provides basic information for the evaluation of the CCE and is the focus of this 
section. The other inputs needed to model the radiation damage effects are the 
vacancy and ionization profiles of the ions, which are discussed in Section 3. 
In this section, the induced charge due to the motion of elementary charges 
within the device is described. Under the influence of an electric field, these 
charge carriers (electrons and holes) are driven to flow in opposite directions. An 
electric current occurring in a region within an electric field induces a current at 
the electrodes. The integral in time of the induced current provides the induced 
charge, which corresponds to the CCE if normalized by the amount of charge 
generated by ionization by the incident ion. 

2.1. POISSON AND CONTINUITY EQUATIONS IN THREE 
DIMENSIONS 

The fundamentals of charge transport of a semiconductor device are 
described by the continuity and Poisson equations; the change over time t in 
the carrier densities n (for electrons) and p (for holes) is the difference between 
the incoming and outgoing current fluxes plus the generation (Ge,h) and 
recombination (Re,h) rates for the respective charge carriers. The continuity and 
Poisson equations are as follows:   

∂
∂

= ∇ ⋅ ∇ −( ) − +

∂
∂

= ∇ ⋅ ∇ −( ) − +










n
t

D n n R G

p
t

D p p R G

e e e e

h h h h

v

v
 (1)   

∇ = −∇ ⋅ = − = −
− + −( )

2ϕ
ρ
ε ε

E
q N N p n

D A  (2)

where ve (vh) is the drift velocity of the electrons (holes), De (Dh) is the diffusion 
coefficient of the electrons (holes), ND (NA) is the donor (acceptor) concentration, 
φ is the electrostatic potential, E is the electric field, q is the electron charge and ε 
is the dielectric permittivity of the material.
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The solution of this system of differential equations provides the electron (n) 
and hole (p) concentrations, and hence the current density (Je,h), the electrostatic 
potential and the electric field as functions of the semiconductor doping (ND,A), 
of the carrier recombination mechanisms (described by Re,h), of the transport 
parameters (i.e. mobility μe,h and diffusivity De,h), of the applied bias voltage and, 
in general, of the boundary and initial conditions.

2.2. DETERMINATION OF THE DOPANT CONCENTRATION 
PROFILE

The position dependent dopant concentration profiles within the dimensions 
of the device are used as inputs for the determination of the electrostatics of the 
diode, as seen in Eqs (1, 2), and subsequently for the evaluation of the charge 
carrier transport (mobility and lifetime) parameters. Some planar radiation 
detector devices are made of near intrinsic, highly resistive bulk material (in 
particular diamond, but also CdTe and CdZnTe). In those cases, the electric 
field profile and the charge transport parameters can be considered to be 
independent of their position. Full depletion is reached at all bias voltages used 
(i.e. the capacitance does not change with applied bias), which can simplify the 
analysis. However, in many diodes, these simplifications are not valid, and the 
capacitance–voltage (C–V) characterization is the commonly used technique to 
evaluate the doping profile of a diode. The technique relies on the fact that the 
depletion width W of a reverse biased space charge region of a semiconductor 
junction depends on the applied voltage [25]. Assuming a diode with parallel 
plane electrodes and a one side abrupt p–n junction, the relationship between 
the donor profile in the n-type region and the depletion width W is given by the 
following expression:   

N W

q A
C
V

D
d

d

( ) =
( )−

2

2

2

ε

 (3)

where C is the capacitance of the junction and W is defined as follows:   

W A
C

=
ε  (4)

According to Eq. (3), it is very important that the area (A) of the active 
region of the device is measured precisely for an accurate calculation of the 
doping profile.
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The procedure adopted for the calculation of the doping profile in the 
n-type region of the device under study, hereafter referred to as DUS1, through 
Eqs (3, 4), is shown step by step in Fig. 2. It is worth noting that both the electrical 
measurements and the IBIC measurement were carried out at room temperature.

 The doping profile of the bulk is determined by fitting the almost linear 
curve 1/C2–V in Fig. 2. DUS1 is a commercial silicon p–i–n photodiode 
(Hamamatsu S1223) that is commonly used in ion beam analysis laboratories 
[1, 17], and its features and method of handling in the measurements are given in 
Appendix II. Results for a second type of device — an n-type float zone silicon 
detector, named DUS2 — are also presented in this publication. The features of 
DUS2, as well as its C–V characterization for estimating its dopant concentration 
using the proposed procedure, are presented in Appendix III.

An alternative method to evaluate the doping profile is the spreading 
resistance (SR) technique [25]. Unlike C–V characterization, the SR method is a 
destructive technique and, therefore, is not generally used. Moreover, the conversion 
of measured SR data to a doping concentration profile depends very much on the 
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FIG. 2. Top left: capacitance–voltage curve of DUS1. Top right: depletion layer extension 
versus bias voltage, calculated from Eq. (4). Bottom left: 1/C2 versus bias voltage. Bottom right: 
doping profile calculated from Eq. (3), assuming an electrode area of 13.8 mm2. The origin 
of the horizontal axis corresponds to the position of the junction (courtesy of Ž. Pastuović, 
Australian Nuclear Science and Technology Organisation).



algorithm. However, the SR method provides profiles of any combination of layers 
(in this case, of both the p- and n-type regions) with a very high resolution and no 
depth limitation. SR measurements are commercially available and can be used to 
verify profiles obtained from C–V characterization. Figure 3 shows the doping 
profiles of the two regions of DUS1 evaluated by the SR technique. The SR profile 
in the n-type region corresponds to the donor concentration profile, if an effective 
area of 13.8 mm2 is assumed.

2.3. ELECTROSTATICS IN ONE DIMENSION UNDER STEADY 
STATE CONDITIONS

As mentioned in Section 1, the model presented in this publication is based 
on an accurate knowledge of the device’s electrostatics, induced by a constant bias 
applied to the electrodes. This means that steady state conditions can be considered 
(Assumption I). For the case of a semiconductor device of thickness d with a planar 
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FIG. 3. Acceptor (left) and donor (right) concentration profiles of DUS1 from a spreading 
resistance measurement (courtesy of G. Vizkelethy, Sandia National Laboratories). The inset 
(right) shows a comparison between the donor doping profiles evaluated by the spreading 
resistance (black markers) and capacitatnce–voltage (red markers) techniques, assuming an 
effective electrode area of 13.8 mm2.



geometry, the problem can be further simplified by restricting the analysis of the 
electrostatics to only one dimension (Assumption II). This assumption applies when 
considering perpendicular irradiation of the front contact electrode and assuming that 
the trajectories of the high energy ion projectiles (megaelectronvolt energy range) in 
a material are nearly straight lines [20].  Under these two assumptions, the continuity 
and Poisson equations become as follows:   
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∂
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Equation (5) gives the electric field profiles at each point of the device for 
different bias voltages. The drift velocity profiles ve,h are determined from the electric 
field profiles. It is assumed that the terminal at x = d is grounded, the bias voltage V 
is applied at x = 0, (Assumption III) and the contacts are ohmic (Assumption IV). It 
is further assumed that the device is fully depleted, hence d = W. Then, the relevant 
boundary equations are the following:   
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 (8)   

where n0 and p0 are the carrier concentrations in thermal equilibrium conditions. 
The built-in potential Vbi is given by the following equation:   

V x d x
k T
q

p x n x d
nbi

B

i

ln= =( ) − =( ) = =( ) =( )







ϕ ϕ 0

0
0 0

2
 (9)

where ni is the intrinsic charge carrier concentration, kB is the Boltzmann constant 
and T is the temperature. 
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To solve the system Eq. (5), it is convenient to adopt the following functions:   
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with φth = kBT/q.   

The relevant continuity and Poisson equations can then be written as follows:   
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with the following boundary conditions:   
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Figure 4 shows the electrostatic potential and the electric field profiles of 
DUS1 at different bias voltages. The carrier drift velocity profiles, ve,h = μe,hE, 
shown in Fig. 5, were obtained using an expression widely used for calculating 
carrier mobility in silicon, which incorporates the ionized impurity concentration 
[26, 27]; see Appendix IV for details.
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2.4. QUASI-STEADY-STATE CONDITIONS 

In most applications, semiconductor devices operate in a quasi-steady-state 
mode in which the excess charge produced by radiation interactions does not 
significantly perturb the electric field within the detector (Assumption V). 
Consequently, the continuity equations can be decoupled from the Poisson equation. 
These assumptions are routinely employed in the analysis of semiconductor 
detectors [28–30] and also used here as stated. Further, the electron and hole 
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FIG. 4. Electrical features of DUS1. Left: electrostatic potential. Right: electric field profile.

FIG. 5. Electron and hole drift velocity profiles at different bias voltages for DUS1.



continuity equations can be decoupled and the generation–recombination terms 
can be linearized (Assumption VI). The linearization of the recombination term is 
expressed as follows:   

R n

R p

e

e
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h

=

=
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 (15)

This approximation is valid when (i) the excess carrier concentration is small 
compared to the number of available trapping and recombination centres and (ii) 
the de-trapping time is small compared to the transit time. In this case, the rate of 
removal of carriers is proportional to the carrier concentration. Assumption V and 
Assumption VI lead to the following spatial–temporal equation for the concentration 
of excess carriers within the semiconductor:   
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 (16)

where n* and p* represent the excess electron and hole concentrations, respectively.

The initial condition for the problem is the following:     

n x t*
, =( ) =0 0 (17)

where x d∈[ ]0,  is the integration domain (i.e. the set of points within the 
semiconductor).

For the mapping of charge pulses, the generation term is selected to be an 
impulse of the unit charge at x0 (i.e. Ge = Gh = G = δ(x – x0)δ(t)), where δ is the 
Dirac delta function.

The parameters of the excess carrier equation, including the mobility, vary 
with position and electric field. Similarly, the free carrier lifetime in silicon is 
also space dependent and often described using empirical expressions. In this 
work, the formulation of Ref. [27] was adopted (see Appendix IV).
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2.5. MODELLING OF THE INDUCED CHARGE 

The current induced in the electrodes by the motion of charge carriers 
can be estimated using the weighting potential method and the formulation 
proposed in Ref. [31], which is an extension of the well known Shockley–Ramo 
theorem [32, 33]. Using this method, the charge induced on an individual 
electrode connected to a common circuit can be determined [34]. Here, the 
analysis is confined to cases in which the electrode potential is not influenced 
by charge motion, which is consistent with the assumptions used to decouple the 
semiconductor equations. 

The total charge Q induced at the sensing electrode at time t is the sum of 
the charges Qe and Qh generated at a certain position x0 by the motion of electrons 
and holes, and is given by the following expression:   

Q t Q t Q t q t x n v p v E
V

dt

( ) ( ) ( )
* *= + = − ′ +( ) ∂

∂∫∫e h e h
d d

00

 (18)

The spatial–temporal evolution of n* and p* can be calculated by 
solving the electron (hole) continuity equations with initial conditions 
n(x, t = 0) = p(x, t = 0) = δ(x – x0). Details on the theory leading to Eq. (18) 
are given in numerous publications (e.g. Refs [20, 35, 36]). It is important to 
understand that the decoupling of the electron and hole contributions in Eq. (18) 
implies not only the negligible interaction of electrons and holes, but also the 
linear superposition of the electron–hole recombination and trapping processes. 

The term E E V+ = ∂ ∂ is the Gunn weighting field, defined as the partial 
derivative of the applied electric field E with respect to the bias voltage V 
applied to the sensing electrode while the voltage is kept constant on all the other 
electrodes. The Gunn weighting potential, ϕ ϕ+ = ∂ ∂V , is similarly defined. The 
calculation of these terms can be effectively carried out by solving the following 
differential equations, which are extracted from the continuity and Poisson 
equations (i.e. Eqs (11, 12)):    
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with the following assumptions:   
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The boundary conditions are easily derived from Eqs (13, 14).     
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The profiles of the Gunn weighting potential, ϕ ϕ+ = ∂ ∂V , and the Gunn 
weighting field, E E V+ = ∂ ∂ , for DUS1 at different bias voltages are shown in 
Fig. 6. Also plotted in the same figure are the electric field and potential shown in 
Fig. 4 for comparison with the Gunn equivalent parameter.

FIG. 6. Electrical profiles of DUS1. Top left: electrostatic potential; top right: electric field; 
bottom left: Gunn potential; bottom right: Gunn electric field. 
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It is also worth noting that the capacitance of the diode using Gauss’s law 
and the Gunn weighting field can be easily evaluated as follows:    
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if complete depletion is assumed.
With Assumption II, the following equation is obtained:   
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where qT is the total space charge within the depletion region W (which is a 
function of the applied bias voltage, V) and c is the capacitance per unit area. 

Therefore, the measured capacitance (C) is related to the Gunn weighting 
field by the following expression:    

C V A E W V E( ) = − { }+ +ε ( ( )) ( )0  (26)

where A is the area of the electrodes.

Figure 7 shows a comparison of the experimental C–V characteristics 
of DUS1 with the curve calculated using Eq. (26). Figure 7 shows excellent 
agreement of the experimental data with the simulated data obtained by solving 
Eqs (11, 12) and Eqs (19, 20) and using the doping profile extracted from SR 
profiling. The area A of the electrode was set to 13.8 mm2.

The total charge Q — and therefore the CCE, defined as Q/Q0 — can 
be modelled using two approaches: (i) by numerically solving the adjoint 
equations of semiconductors as described in Section 2.6 and (ii) by using a 
semianalytical expression, which can be easily applied without the use of any 
finite element method code.
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FIG. 7. Capacitance–voltage characteristics of DUS1. Red markers: experimental data; solid 
line: capacitance calculated with Eq. (26).

2.6. THE ADJOINT EQUATION METHOD FOR DETERMINING THE 
INDUCED CHARGE

When it comes to modelling radiation induced effects, the time dependent 
non-linear carrier concentration equations need to be solved for each point within the 
detector. An efficient method to evaluate the induced charge is based on the solution 
of the adjoint continuity equation, which can be constructed from Eq. (18), since it 
involves only linear operators (see Refs [20, 29, 30] and references therein). 

If the free carrier generation terms are defined in the following manner:   
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then Eq. (26) corresponds to the Green function of the continuity equations for 
the two carrier types. 

As a result, it is possible to calculate the electron and hole contributions to 
the induced signal charge by solving the continuity equations, expressed using 
the adjoint form described in Ref. [37], as follows:   
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Within Assumption II, these equations become the following:   
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The solution of these adjoint equations yields spatial and temporal maps 
of the charge induced at the sensing electrode as a consequence of the motion of 
free electrons and holes generated in x d∈[ ]0, , as follows:   

Q x t Q x t Q x t q n x t p x t, , , , ,( ) = ( ) + ( ) = ( ) + ( ) 
+ +

e h
 (30)

In many applications, the physical observable is the total induced charge. 
Therefore, Eq. (30) can be considered further in steady state conditions, 
expressed as follows:   
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with the following homogeneous boundary conditions:   
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used to obtain the electron and hole contributions to the total induced charge 
profiles. Figure 8 shows the electron and hole contributions to the induced charge, 
as evaluated by solving Eq. (31) for DUS1 with an applied reverse bias voltage 
of 50 V. The electrostatic transport and Gunn field profiles are as depicted in 
Figs 4–6 and the carrier lifetimes are given by Eq. (15); the numerical parameters 
used in the mobility and lifetime models are reported in Appendix IV. 
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Because the lifetime of free carriers far exceeds their drift time, almost all 
the free carriers generated inside the depletion region are collected. This explains 
the fact that the plateaux extends throughout the depletion region and coincides 
with the region that has a non-zero Gunn weighting potential. Outside the depletion 
region (i.e. in the neutral region where no electric field occurs), the n+ profile is 
null because hardly any electrons (the majority carriers) enter the depletion region 
owing to the opposite electric field. On the other hand, the hole contribution follows 
a typical exponential profile, which is due to hole injection into the depletion region 
by diffusion, resulting in an induced signal described by Eq. (30) [20].

In summary, starting with elementary electrostatics, a formalism has been 
developed for determining the induced charge generated by an elementary charge 
moving within the semiconductor. The adjoint equation method is a time saving and 
powerful procedure that can be used to calculate the charge induced at the sensing 
electrode by the motion of free charges generated inside a semiconductor device. It 
is not limited by the geometry of the device; however, more complex structures may 
require numerical approaches to establish the necessary parameters. Some examples 
of existing software that can be used for this purpose are included in Appendix V. The 
complete formalism of the CCE data analysis, including the effects of ion–matter 
interaction, will be elaborated in Sections 3 and 5. 
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FIG. 8. Electron (n+) and hole (p+) adjoint concentrations of DUS1 for an applied bias voltage 
of 50 V. The shaded region indicates the depletion layer.



3. ENERGETIC ION–MATTER INTERACTIONS 

3.1. INTERACTION MECHANISMS 

There are two dominant interaction mechanisms responsible for energy loss 
of an energetic ion as it travels through matter within the energy range that are 
relevant for this publication. These are: (a) Coulomb interactions of the charged 
ions with the electrons in the material [38] and (b) elastic collisions between 
the ion and the atoms in the material (leading to Rutherford backscattering, for 
example [39]). These are conventionally referred to as electronic and nuclear 
energy loss, respectively. 

3.1.1. Electronic energy loss and charge carrier generation

Electronic energy loss is the dominant interaction mechanism at high 
(megaelectronvolt range and above) ion energies. During each electronic 
interaction, the ion can lose only a small fraction of its overall energy2 and, 
hence, many interactions will take place until the ion has lost sufficient energy 
for nuclear stopping to become significant. The energy transferred to the electron 
either results in its excitation to a higher energy level within the band structure 
of the atom, molecule or solid, or it can be sufficient to eject the electron from its 
atom, thus leading to ionization. The resultant electron can also have sufficient 
energy to cause further excitations and ionizations through Coulomb interactions 
with the surrounding matter; such energetic electrons are sometimes called delta 
rays. Their range is normally short (compared to the ion range)3 and the ionization 
volume can be considered as a cylinder with a diameter of a few nanometres 
around the incident ion track [9]. 

The above processes are responsible for the generation of free charge 
carriers within a semiconductor material under ion irradiation. Thus, free charge 
carriers are expected to be created all along the ion track until the electronic 
stopping contribution to the ion energy loss can be considered negligible. 

2 An ion has a much higher mass than an electron, and the energy transferred in a 
collision between an ion and an electron, Etrans, is limited by the momentum conservation 
condition, so that Etrans ≤ 4(me/mion)Eion, where mion and me are the mass of the ion and the 
electron, respectively, and Eion is the energy of the ion before the collision.

3 Highly energetic electrons can also be the product of interactions of other types of 
ionizing radiation — i.e. high energy charged particle beams (e.g. electrons, muons), X rays and 
γ rays — with matter. Hence, the effects of these types of radiation on matter are very similar to 
the processes induced by the electronic stopping of ion beams.

20



3.1.2. Nuclear energy loss and radiation damage

Nuclear energy loss dominates at low ion energies (below 100 keV) for 
heavy ions and is hence most significant towards the end of the ions’ track into 
the target. Similarly to electronic stopping, many elastic atomic collisions will 
usually take place before the initial ion has lost all its energy and comes to rest 
(neglecting its thermal energy and, hence, velocity). The energy and momentum 
transfer between the ion and the target atoms can lead to the displacement of 
the target ion from its initial position if the energy transferred is larger than 
the displacement energy, which needs to be exceeded in order for the atom to 
leave its position. In crystalline solids, this will produce an interstitial vacancy 
complex, referred to as a Frenkel pair [40]. Thermal energies may be sufficient 
for the vacancy interstitial pair to recombine, or for individual point defects 
to migrate and combine with other pre-existing defects to form more complex 
defect structures within the material. These processes are often not well 
understood, even in well controlled and established materials such as silicon [41]. 
These defects cause additional electronic states to be created within the band 
structure of the material, which can act as charge carrier traps and, hence, modify 
the free charge carrier drift lifetimes. Additionally, if the number of defects 
introduced is sufficiently large, they may also influence additional electronic 
properties, including scattering mechanisms for charge transport, which can 
influence the charge carrier drift mobility as well as the effective doping profile. 
Ion beam induced radiation damage and its associated effects on the electronic 
properties are concentrated at the end of the ion track, where nuclear stopping 
contributes the most.

Hence, it is expected that radiation damage relates to the energy deposited 
by the ion beam through processes associated with nuclear stopping. This is 
reflected in the concept that the damage introduced by different particle species 
and energies can be quantitatively compared if the non-ionizing energy loss 
(NIEL) for each scenario [4–6] can be estimated. For more details on the NIEL 
calculations and their underlying assumptions, see Ref. [42]. 

3.2. ION BEAM TRACK PARAMETERS 

The exact details of each individual scattering event of an ion along its track 
are impossible to predict accurately, and thus the energy loss, energy deposition, 
ion positions and vacancies created by an ion beam in a target are quoted as the 
average values for many ions. This leads to the use of the characteristic parameters 
of the linear stopping power, the ion beam range and its energy straggling, which 
are discussed in detail in Sections 3.2.1–3.2.3. These parameters are determined 
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from the mass and energy (and hence velocity) of the ion. The charge state of the 
incident ion beam on a thick solid target rarely plays a significant role, as the ions 
will pick up or lose electrons as they travel through matter, depending on their 
velocity. Therefore, if the same isotope beam with a different charge state but the 
same energy (i.e. velocity) is used, the charge state of the ions within the target 
will become the same for all ions after the beam has travelled through the initial 
sections of the target. At the end of its track, the ion will pick up electrons from 
the target and neutralize [38].

In the following sections, it is assumed that a monoenergetic ion 
beam with initially negligible beam diameter in the y–z plane of a standard 
Cartesian coordinate system is perpendicularly incident onto a target at the 
(y = 0, z = 0) position. 

3.2.1. Linear stopping power

In this case, the energy loss per ion per distance travelled into the target 
(x direction) is known as the linear stopping power −dE/dx, which has an 
electronic and a nuclear stopping component and is often written as follows [43]:   
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3.2.2. Straggling 

Owing to the probabilistic nature of the processes described, the energy 
distribution of the beam will broaden as the beam travels through a material, as 
some ions may lose slightly more energy than others while travelling the same 
distance in the x direction. The width of the energy distribution will increase, 
which is described as ‘energy straggling’. In parallel, ions will also be scattered 
away from the origin of the y–z plane along the x axis, although their average 
position will remain in line with the initial beam direction (i.e. along the x axis). 
The broadening of the distribution of ions within the y–z plane is referred 
to as ‘lateral straggling’, whereas the spread of ions along the x axis is called 
‘longitudinal straggling’ [38]. 

3.2.3. Ion range 

The ion range for a particular beam energy and ion species is defined as the 
depth along the x axis where half of the ions have stopped within the material. If 
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the linear energy loss and straggling values (as a function of energy) are known, 
then these can be used to evaluate the ion range [38].

3.3. CALCULATION OF CARRIER AND DAMAGE GENERATION 
PROFILES USING MONTE CARLO SIMULATIONS 

As discussed in Section 3, the charge carrier generation profile within a 
semiconductor as a function of depth can be approximated by the electronic energy 
deposition by the incident ion beam into the target, whereas the damage profile can 
be approximated using the nuclear stopping power related to the NIEL. 

Monte Carlo simulations are used to evaluate both these aspects of the 
interaction of ions with matter. These simulations often use the binary collision 
approximation to provide a representative sample of ion trajectories that allows the 
prediction of the energy deposition, ion implantation and displacement, as well as the 
resulting vacancy and interstitial profiles. Commonly used Monte Carlo simulation 
software used for the energy and ion species of interest to this work are SRIM [10] 
and MARLOWE [44, 45]. For more details on these codes, see Refs [16, 46]. The 
work presented in this publication is limited to ion irradiations, and SRIM was 
adopted as one of the main tools, as it is freely accessible for non-commercial 
purposes and easy to use. It is possible that the concepts used in this work can be 
expanded to a broader range of codes and radiation types (e.g. photons, neutrons, 
high energy electrons), but this is beyond the scope of this publication.

SRIM allows the user to specify the ion species (energy and isotope) and 
incidence angle of the incident beam, as well as the composition of the target, which 
can be made up of multiple and composite layers; default values are provided for a 
wide range of material constants (e.g. density, average mass number of the element, 
binding energy, displacement energy, surface binding energy) [16]. Note that the 
simulation assumes that the target is amorphous; the effects of lattice geometry — in 
particular channelling — are not taken into account. Hence, if channelling occurs 
during the damaging or probing ion beam (PIB) irradiations, then the experimental 
data may deviate significantly from the simulated values. 

The two key SRIM outputs used in this work are the following:

 — The ionization distribution, which reflects the charge carrier generation profile 
of the PIB. SRIM does not simulate the charge transport of the created charge 
carriers, and hence the ionization profile does not include any charge spread or 
loss due to diffusion. The damage induced by the PIB is considered negligible 
in this work, which is a reasonable approximation, as the PIB fluences are low 
compared to the DIB fluences.
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 — The generated vacancy distribution, which reflects the damage profile created 
by the DIB. It is important to note that SRIM does not take into account any 
vacancy mobility, diffusion, combination or recombination effects. Hence, the 
vacancy profile calculated by SRIM can be considered as the ‘generated’ vacancy 
distribution that is expected if each vacancy produced is completely immobile. 
The physical vacancy distribution in a material held at room temperature 
during and after the irradiation may be very different from the SRIM simulated 
one. However, for the purposes of this work, it is not necessary to know the 
absolute physical room temperature vacancy distribution resulting from the ion 
irradiation. The assumption made is that the SRIM simulated vacancy profile 
is proportional to the amount of damage produced in the irradiated material. 
Hence, the simulated vacancy profiles act as a means to normalize between the 
damage produced by different ion species and energies, similar to the NIEL 
concept or the concentration of primary defects explored in Ref. [6] as a means 
to quantify radiation hardness in semiconductors.

Examples of nuclear and electronic stopping power profiles and the associated 
SRIM simulated vacancy profile are shown in Fig. 9, which illustrates the close 
overlap between the nuclear stopping power of the damaging beam and the vacancy 
distribution. The ion stopping power versus depth (and its associated damage profile) 
is often referred to as a Bragg curve and its increase towards the end of the ion range 
as the Bragg peak.

FIG. 9. SRIM simulated nuclear and electronic stopping powers and vacancy profile for 
5485.6 keV α particles incident on silicon, obtained using a displacement energy of 21 eV, a 
lattice binding energy of  1.5 eV and a surface binding energy of 3 eV.
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4. EXPERIMENTAL PROCEDURES

4.1. DESIGN OF EXPERIMENTAL PROCEDURES

The design of the experimental procedure presented here is based on the 
use of (i) accelerated ions to induce damage in selectively irradiated regions 
of a device by displacing lattice atoms in collision cascades and (ii) ions 
with the same or different range to probe the induced damage. In principle, it 
is possible to carry out equivalent studies by adapting these experimental 
procedures using radioisotope and broad beam irradiations of multiple diodes 
(potentially combined with a well designed selection of absorbers to modify 
the incident ion energy in different regions). However, it is crucial to ascertain 
that the dopant profiles of the diodes are initially the same and their CCEs are 
comparable. In addition, small area irradiations as presented in this work have 
the advantage that the induced damage causes negligible changes to the overall 
leakage current and, hence, negligible noise levels in the subsequent CCE 
measurements. In broad beam irradiation studies, the increased leakage current 
generated by the higher damaging beam fluence can significantly compromise 
the experimental campaign. For these reasons, microbeam facilities are ideal for 
the purposes of this work. 

The system needs to be simplified so as to be described by a one dimensional 
model that is consistent with the assumptions presented in Sections 2.3–2.6. 
Using a highly focused ion microbeam to introduce the damage, deviations from 
normal incidence of the ions are typically <1° and negligible. The ion trajectories 
within the material and the volume in which the vacancies are produced by 
knock-on collisions will usually not follow a perfectly straight line, but the effect 
can be described in a linear fashion when averaged over many ions. It should 
be also noted that for the typical beam spot dimensions of micrometre scale, an 
incident ion rate of a few kilohertz and a typical dwell time of several hundred 
microseconds per pixel, usually only one ion will be deposited in each pixel per 
unit dwell time. This may be important, as it means that each cascade formation 
caused by an incident ion will be completed before any additional cascades occur 
within the same area [20]. For more details on the estimated timescales of the 
dynamic processes initiated by an incident ion, see Ref. [47].

The experimental procedures include the following three steps:

(a) Measurement of the CCE in regions of the pristine diode to assess the 
uniformity of the areas to be irradiated;
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(b) Irradiation of N (typically N = 9) regions at different fluences with DIBs 
(preferably at zero, or as low as possible, bias, which is sufficient for DIB 
particle discrimination and detection; see Section 4.3.3);

(c) Measurement of the CCE in regions irradiated by a range of PIBs at different 
bias conditions.

Sections 4.2 and 4.3 introduce the associated experimental set-ups and 
Section 4.3.4 provides details on the selection of the irradiation and measurement 
parameters used in steps (a) to (c).

4.2. ELECTRONICS AND CALIBRATION

This section describes the electronics used to measure the pulse height 
and their calibration. The experiment was carried out on diode DUS1, detailed 
in Appendix II.

4.2.1. Pulse height measurement set‑up 

To experimentally determine the CCE, the charge induced by the movement 
of the electron–hole pairs created in the diode by the incident radiation needs to 
be measured. The signal produced by the induced charge is the same signal that 
is processed in standard nuclear radiation spectroscopy (e.g. α, β, γ spectroscopy 
and other ion beam analysis techniques such as Rutherford backscattering, 
nuclear reaction analysis, particle induced X ray emission); hence, the same 
electronic chain or chains can be used in CCE measurements. This is illustrated 
in Fig. 10, which shows a scheme of the experimental set-up: probing ions hit 
the frontal electrode and generate electron–hole pairs by ionization; the drift of 
those pairs induces an electric current, which is integrated by the charge sensitive 
preamplifier. The scheme represents a p–n junction, where the cathode is located 
at x = 0 and the anode, located at x = d, is grounded.

Each pulse is fed to a low noise charge sensitive preamplifier, which 
integrates the induced charge on a feedback capacitor. Details on the principles 
of operation of the charge sensitive preamplifier can be found in many textbooks 
(e.g. Refs [38, 48]) and instruction manuals from suppliers [49, 50]. An ideal 
solution for the coupling of the preamplifier to the sample was adopted at 
the LIPSION laboratory in Leipzig, Germany [51, 52]: a charge sensitive 
preamplifier [53] is integrated into the sample holder and directly connected to the 
device under test. The electronic board is embedded in a metal box and shielded 
against electromagnetic radiation. Coaxial cables are commonly used to couple 
the detector to the preamplifier. Since the electronic noise increases with the input 
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capacitance, leads between the device under test and the preamplifier need to be 
as short as possible. The sample needs to be isolated from earth loops, circulating 
currents and radio frequency pick-up from other electronic components of the 
experimental set-up [54]. The small output pulses from the preamplifier are then 
fed into a shaping amplifier. For the selection of shaping time, the following need 
to be taken into consideration: (i) the time that it takes for the charge carriers to 
induce the signal, as the shaping time needs to be sufficiently long to process 
the complete signal, and (ii) the fact that the shaping time also impacts the 
parallel and series electronic noise contributions to the signal, which depend on 
the detector and the electric connections [55]. In this work, shaping times of the 
order of 0.5 μs or 1 µs were used for the best signal to noise ratio. Finally, the 
pulses from the shaping amplifier are fed into the data acquisition system, usually 
a multichannel analyser, which stores the amplitude of every event detected 
from the sample. In the case of IBIC, this signal needs to be stored alongside 
its associated spatial coordinate. This is usually carried out by generating 
‘event by event’ (or ‘list mode’ or ‘list’) files [54]. This has the advantage that 
event by event off-line analysis can be carried out to investigate signal stability 
throughout the data acquisition period. 
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FIG. 10. Schematic of the experimental set‑up with an AC coupled arrangement. The bias 
voltage V is supplied through a load resistor RL. The oscilloscope traces in the insets illustrate 
the output signal shapes of a charge sensitive preamplifier (left) and a shaping amplifier (right).



4.2.2. Calibration of the pulse height measurement set‑up in terms of CCE

A typical charge pulse height spectrum measured for detection of 
monoenergetic ions (within the energy resolution limits of the accelerating 
system) using an IBIC experimental set-up [20] is shown in Fig. 11. The peak 
position is usually evaluated through a Gaussian fit of the experimental data. 
The low energy shoulder on the peak can be caused by either incomplete energy 
deposition or incomplete charge collection, whereas a high energy shoulder may 
be visible at high event rates owing to pile up. More elaborate algorithms than a 
simple Gaussian can be used to fit the full shape of the peak (e.g. Ref. [56]), but 
they do not provide any significant improvement on the model.

To calibrate the electronic chain in terms of the CCE, the signal amplitude 
(expressed in channel numbers) that corresponds to the amount of free charges 
Q0 generated by the energy deposited by the incident radiation pulse or particle 
(typically ions, X ray or γ photons, or β particles, with ideally monoenergetic 
or well separated energy values) needs to be known. In most cases, the particle 
energy is known and hence the charge generated can be calculated using the 
average number of free charge carriers generated per unit of absorbed energy, 
εehp, which is an intrinsic property of the material; see, for example, Ref. [57]. 
Then, the equivalent amount of charge can be injected into the electronic chain at 
the test input capacitor of the preamplifier using a pulse generator [58]. Multiple 
equivalent energy values can be used to confirm the linearity between the charge 
signal and its corresponding channel number (see Fig. 12).

However, for practical purposes, if the device under study initially reaches 
100% CCE at a sufficiently high applied bias (i.e. full depletion, in order to 
generate all charges within the active volume, and full charge collection), then 
the CCE calibration is often carried out by plotting the peak position as a function 
of the applied bias voltage, as shown in Fig. 13. In this case, the saturation of the 
signals indicates that the carrier generation occurs entirely within the depletion 
region and that full charge collection has been reached. The conclusion that 
saturation of the induced charge with increasing applied bias voltage indicates 
complete charge collection can be drawn only if the electric field strengths are 
sufficiently low so that the charge velocity does not reach saturation values. 
This method has the advantage that constant energy losses (for example, in the 
metal contact layer) or an accurate knowledge of εehp are not needed. The energy 
loss in the metal contact layer can also be determined using angle resolved 
measurements, as detailed in Section 4.2.4.

In the example of signal saturation, and hence 100% CCE, shown in 
Fig. 13, the slope of the linear fit of the peak position as a function of the ion 
energy is 4.80 ± 0.07 keV per channel. The charge sensitivity is 1330 ± 20 
electrons per channel, as evaluated assuming a total collection efficiency (100%) 
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FIG. 11. Pulse height spectrum obtained using 3 MeV protons at full depletion conditions 
and at a bias voltage of 35 V. The red solid curve is the Gaussian fit of the experimental data. 
FWHM: full width at half‑maximum.

FIG. 12. Energy calibration of the electronic chain.



and an average energy of 3.6 eV to create and electron–hole pair in silicon [59]. 
The full width at half-maximum of the peak in Fig. 11 is seven channels, which, 
according to the previous calibration, corresponds to 33.6 ± 0.4 keV in silicon 
(i.e. a spectral resolution of 9300 electrons).

4.2.3. Layer thickness measurement 

The effective entrance window (or dead layer) thickness can be evaluated 
by angle resolved IBIC analysis [38, 60, 61]. In full depletion conditions, and 
using weakly penetrating ions, the diode response at different angle of incidence 
θ decreases owing to the increase in ion path length in the dead layer of 
thickness t*. The energy loss of the incident ion in the active region is given by 
the following equation:     
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where Eion is the energy of the incident ion and −dE/dx|0 is the linear stopping 
power at the surface. In full depletion conditions, assuming that all the carriers 
generated in the depletion region induce a charge that is fully collected and 
measured, the difference between the measured pulse height Q*(θ) for angle of 
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FIG. 13. Peak position versus applied bias voltage, measured using protons at different energies.



incidence θ and the the pulse height Q0 = Q*(θ = 0) for angle 0, normalized with 
Q0 is given by the following expression:   
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Figure 14 shows a scheme of the experimental set-up. To evaluate the 
effective dead layer thickness of DUS1, 2.28 MeV Li ions were used and the 
sample was reverse biased at 20 V. Because the ion range of Li ions is 5.2 μm 
and the depletion layer width is about 60 μm, the full depletion conditions were 
effectively met; this means that the generated charge could be fully collected at 
sufficiently high applied bias (see Section 4.2.3). 

Figure 15 shows the results of a series of IBIC measurements as the angle of 
incidence is varied; the same data are also shown as a function of 1−(1/cosθ). From 
Eq. (35), the slope of the linear fit (0.0407 ± 0.0008) is equal to (1/E0)t*dE/dx|0. 
From the SRIM simulation, the electronic stopping power of 2.28 MeV Li ions in 
silicon is dE/dx|0 = 513 eV/nm; therefore, the effective thickness of the dead layer is 
t* = 180 nm. This value is considered as the effective thickness in silicon, which 
includes both the top oxide layer (around 110 nm, as measured by Rutherford 
backscattering) and the thickness in silicon immediately beneath the electrode (p+ 
layer), in which charge collection is inefficient (i.e. the generated charge carriers 
do not contribute to the CCE).

4.3. ION MICROBEAMS 

4.3.1. Set‑up for ion beam induced charge technique and scanning 
transmission ion microscopy

Figure 14 shows a schematic representation of a typical microbeam set-up: 
a megaelectronvolt energy ion beam from an accelerator is focused by a system 
of electromagnetic quadrupole lenses and scanned over the sample surface using 
two sets of magnetic or electrostatic plates. The inset on the right side shows 
the irradiation and IBIC measurements performed in frontal IBIC geometry. 
Each incident ion generates a measurable charge pulse, which is amplified and 
processed by a standard charge sensitive electronic chain. The data acquisition 
system acquires and stores every event, along with the coordinates of the ion 
beam [54]. In an IBIC or scanning transmission ion microscopy experiment, 
typical ion currents are of the order of femtoampere (corresponding to a rate of 
less than 104 ions/s), which are compatible with the maximum data acquisition 
rate available with most microprobes [62, 63]. The experimental data are 
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FIG. 14. Scheme of the angle resolved ion beam induced charge experiment to evaluate the 
entrance window thickness.

FIG. 15. Left: peak channel versus tilt angle; right: experimental data and linear fit 
using Eq. (35).



often displayed as the mean channel number acquired in each pixel, colour or 
greyscale coded on a map of pixel positions; for an example, see Fig. 16.

4.3.2. Beam size and scan size determination 

The usual procedure to determine the spatial resolution and the dimensional 
scale of the scanning region is to acquire the on-axis scanning transmission ion 
microscope image of a transmission electron microscopy grid with a known 
period, mounted in line (i.e. on top of a reference detector). A typical reference 
detector is DUS1.

Figure 17 shows the on-axis scanning transmission ion microscope image 
of a 2000 mesh (period 12.5 µm) transmission electron microscopy grid mounted 
on DUS1 using 8 MeV He ions. The scan area and beam spot size are calculated 
by fitting a line scan of the high energy peak to the theoretical profile. Figure 18 
shows the line profile in one direction and the fit; the inset shows the pulse height 
spectrum, where the lower channel number (i.e. lower energy) peak corresponds 
to the wires (green in Fig. 17) and the higher channel number (i.e. higher energy) 
peak corresponds to the gaps in the grid (red in Fig. 17). The counts between the 
two peaks are due to the walls not being exactly vertical but slightly tapered. The 
scan area determination with this method gives an error of about 2%. The beam 
spot size is about 1 × 2 µm2 as calculated by the slope of the line scans (in both 
the horizontal and vertical directions).
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FIG. 16. Schematic representation of a typical ion microbeam set‑up. Image adapted from 
Ref. [37] (figure licensed under CC BY 3.0).
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FIG. 17. Scanning transmission ion microscope image of a 2000 mesh transmission electron 
microscopy grid using 8 MeV He ions (image reproduced from Ref. [64]). STIM: scanning 
transmission ion microscope; a.u.: arbitrary units.

FIG. 18. Horizontal line scan of the scanning transmission ion microscope image in Fig. 17 at 
the high energy peak. The inset shows the ion beam induced charge spectrum (image reproduced 
with permission from Ref. [64]).



4.3.3. Beam current measurement

Typically, the damaged regions in this work had an area of 100 × 100 µm2 
(DUS1). DIBs scanned these regions at increasing fluences. Since the analysis 
(presented in Section 5) is valid in low damage conditions, the maximum DIB 
fluence should not induce a CCE degradation, resulting in a CCE of less than 70%. 

The ion fluence is calculated by dividing the number of pulses by the 
surface area of the irradiated region. If standard IBIC conditions are adopted 
(ion currents of the order of 1 fA), the irradiation can be unacceptably slow; for 
example, with an ion current of 1 fA (corresponding to an ion rate of 6250 ions/s) 
and singly ionized DIBs, the time needed to irradiate 100 × 100 µm2 with a 
fluence of 104 ions/µm2 exceeds 4 h. 

However, pulse height analysis and acquisition of IBIC spectra are not 
necessarily performed during irradiation at higher ion counting rates, which 
may exceed the capability of the data acquisition system (i.e. irradiation at such 
rates may induce a significant dead time and consequently loss in the number 
of recorded events), increasing the inaccuracy of the total ion irradiation 
fluence. The ion counting accuracy at high ion rates (comparable with the 
inverse of the shaping time causing pile-up events) can be improved by using a 
transistor–transistor logic signal extracted from a shaping amplifier connected 
to a pulse discriminator set above the noise level and fed into a pulse counter. 
In this case, ion counting rates higher than 20 kHz can be easily achieved. The 
fluence of the above mentioned example can therefore be achieved in about 
90 min; this time is scaled down to 20 min if the irradiated area is 50 × 50 µm2. 
The uncertainty of the calculated fluence values (of the order of 1%) is mainly 
dominated by the calibration of the scanning system. 

4.3.4. Application of experimental procedures 

As indicated in Section 4.1, the experimental procedures used for the 
irradiations contain three steps, namely: (a) CCE mapping of pristine samples, 
(b) damaging selected areas within the samples and (c) subsequent CCE mapping 
of the damaged areas. These are illustrated in Fig. 19.

4.3.4.1. CCE mapping of undamaged samples

This step is used to select uniform regions that provide a uniform IBIC 
response and to determine the CCE value of the pristine sample. The depletion 
depth of this region is evaluated in order to select N non-overlapping small areas 
to be irradiated by DIBs at different fluences. In the experiments carried out 
on DUS1, the region under study had a 500 × 500 µm2 area. The ion energy 
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and applied bias voltages for this initial step need to take into consideration the 
experimental settings for steps (b) and (c), as detailed in Sections 4.3.4.2 and 
4.3.4.3, in order to provide the most useful comparison of the CCE before and 
after irradiation damage.

4.3.4.2. Damaging selected regions 

The criteria adopted for the selection of the most suitable combination 
of probing and damaging ions can be inferred from Fig. 20, which shows, as 
an example, both the SRIM simulated vacancy profile for 11.25 MeV He ions 
in silicon [10, 16], assuming a displacement energy of 21 eV [65], and the 
depth (W) of the depletion region as a function of the applied bias voltage, 
evaluated through Eq. (4). At reverse bias voltages larger than 40 V, the entire 
vacancy profile is within the depletion region, whereas for lower voltages, 
the highly damaged region is located in the neutral region of the diode. These 
observations have important implications for the CCE degradation behaviour: at 
reverse bias voltages above 40 V, recombination occurs in the presence of a high 
electric field, where drift transport dominates; at low reverse bias voltages, the 
generation mainly affects the diffusion length of minority carriers. To apply the 
analytical model described in Section 5.2.1, the ion species and energies have to 
be chosen so that the relevant vacancy profiles fall within the depletion region 
corresponding to the highest allowed voltages.

4.3.4.3. Probing selected regions

The irradiated regions of the sample are then probed by PIBs using the same 
experimental procedures adopted in step (a) described in Section 4.3.4.1. The criteria 
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FIG. 19. (a) Uniform charge collection efficiency (CCE) image of a circular diode; no signal is 
received from outside the contact area. (b) Damaged regions (500 × 500 μm2 area) of the diode 
shown in (a) and nine 100 × 100 µm2 regions irradiated with fluences Φ1 , Φ2 ,…., Φ9. (c) CCE 
mapping of the damaged region. Image adapted with permission from Ref. [8].



adopted for the selection of suitable PIBs can be inferred from a comparison of the 
vacancy profile and the ionization profile shown in Fig. 20. 

If the PIB range is ‘shallower’ than the DIB (i.e. the PIB Bragg curve is 
shallower than the vacancy profile of the DIB in Fig. 20; e.g. PIB of 1.4 MeV He 
ions and DIB of 11.25 MeV He ions), only one kind of carrier (majority carriers; 
e.g. electrons for n-type diodes) crosses the highly damaged region, and the CCE 
degradation is dominated by the majority carriers’ recombination. When the 
ionization profile covers the entire DIB range (as with 11.25 MeV He ions), both 
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FIG. 20. Top — right axis: depletion layer width versus applied bias voltage; left axis: vacancy 
profile of 11.25 MeV He ions in Si, calculated by SRIM simulations. Bottom — right axis: 
depletion layer width versus applied bias voltage; left axis: ionization energy loss for different 
probing ion beams in Si, calculated by SRIM simulations.



carrier types undego recombination induced by DIB damage. If the PIB range is 
larger than the DIB range, the CCE degradation is dominated by minority carriers 
(see, for example, Ref. [20]). In the case of 2.3 MeV protons, the ionization profile 
covers part of the vacancy profile curve, excluding the vacancy peak; therefore, 
it is expected that majority carrier recombination will have a dominant, but not 
exclusive, role. Figure 21 summarizes the different situations occurring in fully 
depleted devices.

FIG. 21. Carrier motion in the depletion region compared with the generation profile (vacancy 
profile; top graph). PIB: probing ion beam; DIB: damaging ion beam.
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CCE maps, as shown in Fig. 19, allow the damaged regions to be easily 
localized. The halo visible in proximity of the highest damage regions can indicate 
that the DIB irradiation has remarkably perturbed the effective doping of the diode. 
It has been previously observed that this effect induces a non-negligible perturbation 
of the electric field, which can modify the carrier trajectories [66]. If this effect 
occurs, the theoretical model described in Section 5 cannot be rigorously applied, 
and the analysis has to be conducted only in regions with smaller DIB fluence.

CCE maps have to be acquired at different bias voltages. This introduces an 
additional variable (i.e. a modulation of the electric field strength), which is included 
in the interpretative model and provides further information on the transport and 
recombination mechanisms. Again, graphic representations of the vacancy and 
ionization profiles (Fig. 20), combined with the depth of the depletion region as 
a function of bias, can be useful for selecting the appropriate bias voltage. If, for 
example, 2.3 MeV protons are considered as the PIB, bias voltages larger than 15 V 
generate depletion layers larger than the PIB range. This means that the dominant 
transport mechanism is carrier drift, whereas if lower bias voltages are applied, the 
diffusion of minority carriers generated in the neutral region has to be taken into 
account. Since diffusion of free carriers is, in general, a slower transport mechanism 
than drift, the recombination of free carriers is more effective at low bias voltage. 
This fact suggests that the best practice to identify the damaged area is to carry 
out CCE mapping at low bias voltages in order to enhance the contrast, as shown 
in Fig. 22, which presents the IBIC median (i.e. CCE in arbitrary units) map of a 
damaged region acquired at 0 V. The image clearly shows the 100 × 100 μm2 
irradiation region (square), as well as the circular region that is due to carriers 
diffusing into the damaged region [67, 68]. It also shows that free carriers created 
close to the edge of the scanned area produce full CCE. The white squares indicate 
the regions from which the damaged and undamaged CCE spectra are extracted.

The stabilization of radiation induced defects (i.e. the removal of transient 
defects in order to examine only permanent defects) can be achieved by adopting 
the annealing procedure prescribed in Ref. [69] (annealing at 80° for 2 h in air). 
However, measurements carried out 10 days after irradiation (DIB of 8 MeV He 
ions with fluences ranging from 1 to 1000 ions/μm2) of the CCE degradation 
of DUS2 before and after annealing did not show remarkable changes and the 
curves overlap within errors [64].

The complete set of measurements carried out on DUS1 is shown Fig. 23. 
The CCE degradation curves relevant to DUS2 are reported in Ref. [20]. 
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FIG. 22. Ion beam induced charge median map of DUS2 irradiated by 4 MeV He ions at 0 V 
(image reproduced from Ref. [64]). CCE: charge collection efficiency; a.u.: arbitrary units.

FIG. 23. Left: pulse height spectra extracted from the damaged regions (damaging ion beam 
of 11.25 MeV He) in DUS1, probed with a probing ion beam of 11.25 MeV He at an applied 
bias voltage of 50 V. Right: charge collection efficiency (CCE) centroids versus the damaging 
ion beam fluence, plotted for three different probing ion beams and two different applied bias 
voltages. 



5. MODELLING OF THE CHARGE 
COLLECTION EFFICIENCY

This section elaborates on the modelling of the experimental results of the 
CCE measured by the procedure presented in Section 4.3.4 to ultimately obtain a 
parameter quantifying the radiation hardness.

5.1. RADIATION INDUCED CARRIER LIFETIME DEGRADATION 

The modelling is based on the radiation induced recombination 
mechanism given by the Shockley–Read–Hall model [13] integrated with the 
Shockley–Ramo–Gunn theorem [31–34]. The lifetime τ

e h,

0  of the pristine device 
is given by the following expression:   

1

0τ
σ

e h

e h

T0

e h e h

th

,

, , ,
= N v  (36)

where N
e h

T0

,
 is the density of the recombination centres, v

e h

th

,
 is the thermal 

velocity and σe,h is the electron (hole) capture cross-section. The change in 
the carrier lifetime, τ

e h

dam

,
, induced by a low level of damage is given by the 

following equation:   
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= N v  (37)

where N
e h

Tdam

,
 is the density of recombination centres created by the DIB and 

σ
e h

dam

,
 is the corresponding electron (hole) capture cross-section of these centres. 
Furthermore, under the assumption that the ratio of N

e h

Tdam

,
 to the density of 

vacancy interstitial Frenkel pairs is constant in depth, the concentration of active 
recombination centres N

e h

Tdam

,
 scales with the damaging ion fluence Φ and may be 

expressed as follows:   

N x k x
e h

Tdam

e h, ,( ) = ( )Φη  (38)

where ke,h is a factor determining the number of active traps produced per 
vacancy created and η(x) is the vacancy profile (which is the number of vacancies 
generated per ion per unit length and is determined from SRIM/MARLOWE, as 
outlined in Section 3). 
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Defining a recombination (lifetime) damage coefficient Ke,h as follows:   

K x
N x v x

e h

e h

Tdam

e h
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,

, , ,( ) = ( ) ( )σ η

Φ
 (39)

and using Eq. (38), it follows that:   

K x k v x x
e h e h e h

dam
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th

e h, , , , ,( ) = ( ) = ( )σ η α η  (40)

where the electron (hole) capture coefficient is defined by the following expression:   

α σ η
e h e h e h

dam

e h

th

, , , ,
= ( )k v x  (41)

The overall lifetime degradation of the device can therefore be 
expressed as follows:   

1 1 1 1

0 0τ τ τ τ
α η

e h e h e h

dam

e h

e h

, , , ,

,
= + = + ( )x Φ (42)

Thus, the effect of radiation damage can be integrated into the radiation 
damage model by assuming the proportionality of the recombination centre 
concentration N

e h

Tdam

,
 and the concentration of Frenkel pairs created immediately 

after irradiation, as can be calculated from binary collision approximation codes 
such as SRIM [16] (Assumption VII). Interactions between defects formed 
by multiple cascades are not taken into account. The electron (hole) capture 
coefficient (αe,h) is considered as a measure of radiation hardness. The model 
described below estimates αe,h from the CCE measurements.

The cumulative effect of multiple scans of the region of interest to create 
each damage structure is a uniform cross-sectional areal distribution of the 
defects that are eventually formed. Therefore, the generation of vacancies occurs 
mainly along the ion track, along the direction normal to the irradiated electrode 
(i.e. x direction). The vacancy profile shown in Fig. 20 can then be used to 
evaluate the lifetime profiles. Figure 24 shows the electron lifetime in DUS1 as 
a function of the fluence Φ of the DIB (11.25 MeV He ions), assuming a capture 
coefficient of αe = 2500 µm3/s. 
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5.2. A GENERAL MODEL FOR CHARGE COLLECTION EFFICIENCY 
DEGRADATION IN LOW DAMAGE CONDITIONS

The equations in Section 2 relate to the induced charge generated by 
a single elementary charge moving inside the semiconductor. However, to 
model the experiment described in Section 4.3.4, the generation profile of the 
PIB — which follows the Bragg curve, as shown in Fig. 20 — must be accounted 
for. The nuclear energy loss of megaelectronvolt energy light ions is small, so 
the energy spent by the ion in electronic collisions results in the creation of 
electron–hole pairs, and the carrier generation volume can be assumed to be a 
function of the x coordinate only and to be nearly cylindrical with a diameter of 
tens of nanometres [9].

 The specific ion energy loss is then equivalent to the electronic stopping 
power (i.e. the amount of energy lost by the particle per unit length of its track), 
which is related to the generation profile through the average energy εehp (in 
silicon εehp = 3.6 eV [59]) that is necessary to create an electron–hole pair in a 
given semiconductor at a given temperature. εehp is almost independent of the 
type and the energy of the ionizing radiation, and thus the following applies:     
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FIG. 24. Electron lifetime in DUS1 in the pristine diode (Φ = 0) and when irradiated with 
11.25 MeV He ions at fluences of Φ = 10 µm−2 and Φ = 100 µm−2.



Γ x
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ε
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ion
d

d
 (43)

where Γ(x) is the charge carrier generation profile (i.e. the average number of 
electron–hole pairs generated by ionization per unit path length).

The total induced charge at the sensing electrode produced by a single 
probing ion of energy Eion is then given by the superposition of the contributions 
of any carrier generated along the ion trajectory, that is, by the convolution of the 
generation profile Γ(x) and the charge induced by a single carrier moving inside 
the semiconductor (described by Eq. (30)), as follows:   

Q x t q x n x p x x
d

,( ) = ( ) ( ) + ( ) ∫ + +

0

Γ d  (44)

The CCE is given by the ratio of the induced charge Q and the total charge 
generated by ionization:   
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where γ(x) is the normalized generation profile, defined as follows:   

γ x
E

E
x

( ) = 1

ion

ion
d

d
  (46)

Equation (45) is the final expression resulting from the model described 
above, which is suitable to interpret and fit the experimental CCE degradation 
shown, for example, in Fig. 23. The model entails the following step by step 
procedure: firstly, the solution of the continuity (Eq. (11)) and Poisson (Eq. (12)) 
equations to evaluate the electrostatics of the device (i.e. the electric field E and 
the Gunn field E+) and the drift velocity profiles (ve and vh) through Eq. (71). 
Secondly, the solution of the adjoint continuity equation (Eq. (31)) to evaluate 
the CCE from a single electron–hole pair, as follows:   
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with the relevant homogeneous boundary conditions (Eq. (32)). Thirdly, the 
knowledge of the vacancy profile η(x) resulting, for example, from the SRIM 
simulation (as in Fig. 15). Finally, the determination of the normalized generation 
profile y(x), for example, through the SRIM simulation (as shown in Fig. 20). 

Figure 25 shows the CCE profiles of electrons (n+) and holes (p+) 
in DUS1, biased at 50 V for different levels of damage induced by a DIB of 
11.25 MeV He ions, assuming that αe = αh = 9000 cm3/s. It is apparent that with 
increasing fluence the recombination rate increases, resulting in a drop in the 
CCE profiles near the vacancy peak (see Fig. 20). The capture coefficients αe,h 
are therefore the free parameters, which can be extracted by fitting the CCE 
experimental data with Eq. (45).

5.2.1. Charge collection efficiency under full depletion conditions

Considering that in the experimental conditions presented in Section 4 all 
carrier generation and recombination processes occur within the depletion region 
of a device (Assumption VIII), the dominant charge transport mechanism is the 
carrier drift caused by the applied electric field, which is perpendicular to the 
electrodes. The Gunn weighting potential is equivalent to the weighting potential 
introduced by the Shockley–Ramo theorem, if charge carrier generation, transport 
and recombination are considered only in the depleted region (i.e. diffusion is 
negligible) [20, 35], as follows:     

E
W

+ =
1  (48)

in the specific case of a reverse biased diode with a depletion layer width of W. 
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In the following, only the one dimensional geometry shown in Fig. 10 is 
considered. The cathode is located at x = 0, and the anode located at x = d is 
grounded. In these conditions, the stationary adjoint equation Eq. (31) can be 
rewritten as follows:       
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with boundary conditions as in Section 2.6 (see Eq. (32)).
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FIG. 25. Charge collection efficiency contribution of electrons (n+; top) and holes (p+; bottom) 
in DUS1 polarized at 50 V; the damaging ion beam is 11.25 MeV He at different fluences and 
αh = αh = 9000 μm3/s.



The solution of Eq. (49) is given by the following expressions [20]:    
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The total induced charge collected at the sensing electrode can be calculated 
using Eq. (44) and the resulting CCE is given by Eq. (45) as follows:   
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Furthermore, if the pristine diode (i.e. Φ = 0) is assumed (Assumption IX) 
to have a CCE of 100% (i.e. the drift time is much shorter than the carrier lifetime, 
1 0

0v z z
e h e h, ,

)( ) ( )  →τ , then the CCE expression reduces to the following:   
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As described in Section 2, E+ and ve,h are given by the electrostatic 
analysis of the device (see, for example, Figs 5 and 6) and the vacancy (η(x)) 
and normalized generation (y(x)) profiles can be extracted, for example, from 
SRIM simulations, as discussed earlier in this section and in Section 4.3.4. 
Equation (52) provides a simplification of Eq. (45) if Assumption VIII and 
Assumption IX are met.

The validity of the expression is demonstrated in Fig. 26, which shows a 
comparison of the analytical solution given by Eq. (52) with the numerical solution 
of the adjoint equation obtained with a finite element code [70].
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5.2.2. Charge collection efficiency for a very low level of damage

In the case of very low levels of damage (Assumption X), which is defined 
as the DIB fluence range in which the CCE degradation follows a linear trend, 
the exponentials in Eq. (52) can be expanded into a Taylor series, providing the 
following approximate expression:    
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FIG. 26. Comparison of the numerical solution (black markers) of Eq. (45) with the 
semianalytical expression (red line; Eq. (52)). Data shown are for DUS1, with a damaging 
ion beam (DIB) of 11.25 MeV He, a probing ion beam of 1.4 MeV He, V = 50 V and αe = αh = 
9000 μm3/s.
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Here, the following definition has been adopted:   

0 0

1

d d

x x E y y∫ ∫( ) = ( ) =+γ d d  (54)

Equations (53) and (54) provide evidence for the different roles played 
by the two carriers. To simplify, let us consider a vacancy profile localized at 
x = x0 (i.e. η(x) = Vvac0 δ(x – x0)). If the generation profile extinguishes at depth 
x < x0, i.e. y(x) = Θ(x − x0), where Θ is the Heaviside step function [71], it is 
apparent that only electrons, which travel from 0 to d, cross the damaged region 
and might undergo recombination. By contrast, recombination and trapping of 
holes moving in the opposite direction, towards the front electrode, and crossing 
the low damage layer corresponding to the tail of the vacancy distribution, is 
negligible because the holes do not cross the highly damaged region. This simple 
consideration provides the basis of the experimental procedures described 
in Section 4.3.4, which allow the recombination and trapping of both types of 
charge carriers (electrons and holes) that contribute to the CCE degradation to 
be distinguished [20]. Moreover, if shallow PIBs are considered, the generation 
profile y(x) extinguishes at a very short distance from the surface. In this case 
(single carrier charge induction), the hole contribution (the second term in the 
square bracket in the last expression of Eq. (53)) is negligible and the CCE 
expression is simplified to the following expression:    
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The nested triple integrals in Eq. (52) collapse into a single integral, which 
involves both the drift velocity of the majority carriers (ve(z)), the vacancy 
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profile (η(z)) and the electrostatics of the device through the Gunn weighting 
potential φ+(z).

This is the case for 1.4 MeV He ions probing the damage induced by 
11.25 MeV He ions in DUS1. The profiles of these quantities are shown in 
Fig. 27 for a bias voltage of 50 V. 

Under the assumption of very shallow PIBs, the CCE degradation as a 
function of the DIB fluence follows a linear trend. The term Φ* in Eq. (55) is the 
effective DIB fluence, defined as follows:    

Φ Φ*

e
z

d=
( )
( ) ( )∫ +

0

d z
v

z z
η

ϕ  (56)

The slope of the linear fit of the experimental data plotted as a function of 
Φ* provides the capture coefficient αe (see Fig. 28).

5.2.3. The displacement damage dose

In the case of a low level of damage, Eq. (53) correlates this model with 
the approach based on the ‘displacement damage dose’ proposed in Ref. [4], as 
described in Ref. [20]. By adopting Assumption XI, a constant vacancy profile is 
obtained up to a depth of Rd < d:   
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FIG. 27. (a) Normalized ionization profile of a probing ion beam of 1.4 MeV He. (b) Vacancy 
profile generated by a damaging ion beam of 11.25 MeV He ions in DUS1 (from a SRIM 
simulation). (c) Electron drift velocity in DUS1 at an applied bias voltage of 50 V. (d) Gunn 
weighting potential in DUS1 at the same applied bias voltage.
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where VT is the total number of vacancies, that is, η(x) is the constant 
average value of the vacancy profile. The linear degradation of CCE can be 
expressed as follows:   
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This expression can be connected to the phenomenological concept of the 
displacement damage dose, Dd [4]. The displacement damage dose is defined as 
the displacement damage energy deposition per unit mass of material and can 
be calculated as the product of the particle fluence and the respective NIEL of 
the particle. In the framework of the NIEL theory, the CCE decreases with the 
accumulated displacement damage dose through the following simple expression:   

CCE
ed d

= − ×1 K D  (59)
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FIG. 28. Charge collection efficiency (CCE) degradation of DUS1 (at an applied bias voltage 
of 50 V) induced by 11.25 MeV He ions and probed with 1.4 MeV He ions as a function of fluence 
(top horizontal axis) and of effective fluence (bottom horizontal axis). The line represents the 
linear fit of the data at low fluence.



where Ked is the equivalent damage factor defining the rate of linear decrease. 
The displacement damage dose Dd is defined as follows [4]:   
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where ρM is the mass density of the irradiated material (2.32 g ∙ cm−3 in silicon) 
and εVac is the average energy necessary to produce a vacancy. The displacement 
damage dose can be calculated from SRIM simulations, considering the following 
expression:       

ε
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 (61)

where 2 is added to allow for the binding energy loss that SRIM assigns to each 
vacancy and Td is the threshold energy for atomic displacement. In silicon, 
considering a typical value of Td = 21 eV [65], εVac = 54.5 eV. 

By comparing Eq. (59) and Eq. (53) using the definition of Eq. (60), the 
following analytical expression for the equivalent damage factor is obtained:    
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This expression explicitly shows the dependence of the equivalent damage 
factor Ked on the following: 

 — The electrostatics of the device, through the Gunn field E+; 
 — The carrier transport, through the drift velocities ve,h;
 — The recombination features, through the capture coefficients αe,h;
 — The ion probe ionization profiles, through the normalized generation profile 
γ(x).

If the experimental conditions (i.e. bias applied to the device and ion 
probe), as well as the ranges of the damaging ions, are maintained constant, 
under Assumption VIII to Assumption X, the NIEL approach can effectively 
correlate the CCE degradation of an electronic device induced by different 
radiation sources or energies, as demonstrated in Refs [7, 8]. If one or more of 
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these conditions are not fulfilled, the complete expression given by Eq. (44) 
has to be used.

5.3. DETERMINATION OF THE CAPTURE COEFFICIENTS

Data analysis of the CCE degradation curves, as illustrated in Fig. 23, 
is aimed at extracting the capture coefficients αe,h. The evaluation of these 
parameters is performed by fitting the experimental data with Eq. (45), which 
is derived from the general model. In general, the model involves the numerical 
solution of the differential equations Eq. (47), or their semianalytical solution 
given by Eq. (52) if Assumption VIII is met.

The highly non-linear nature of these equations and the relevant integrals 
prevents any analytical approach of the fitting procedure, and the following 
method can be adopted.

The capture coefficients can be evaluated by the least squares method [72], 
which is the statistical method most widely used in practical problems. It consists 
in the minimization, with respect to the unknown parameters αe, αh, of the matrix 
M of the sum of the squares of the residuals, normalized by the uncertainty σ(i) of 
the ith measurement, as follows:   

M α α
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N i i
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1

2
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that is, the sum of the squares of the difference between the experimental data 
and the values predicted by the model. CCEexper is the CCE data extracted from 
N regions (typically nine) irradiated at different fluences (see Fig. 23), σ(i) is the 
uncertainty from the peak fitting of the CCE spectra, also shown in Fig. 23, and 
CCEmodel is the theoretical CCE evaluated from Eq. (45).

The function M(αe, αh) can be interpreted geometrically, since it defines a 
surface in three dimensional space spanned by the parameters αe and αh. It can be 
evaluated systematically by using a lattice of points over the parameter (αe, αh ) 
plane and searching for the point (αe, αh) that yields the smallest value of M. The 
procedure to evaluate each element of the matrix is as follows:

(a) The interval [0, αMax] of αe and αh is divided into a fixed number of bins. 
αMax is arbitrarily chosen by the user on the basis of preliminary trials. In 
the following, the maximum value of the parameters αe and αh is set to 
αMax = 12 000 μm3/s. Clearly, a large parameter domain allows the absolute 
minimum to be identified, but an accurate fitting procedure requires a large 
number of bins, resulting in a high computation time.
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(b) Each matrix element contains the value of the residual. 
(c) The minimum of the matrix represents the combination of αe and αh that 

provides the best fit of the experimental data. 
(d) The fitted curves of the CCE for different PIBs represent those using the 

αe and αh values that minimize a matrix element of M.

Although this rough method can potentially lead to local minima, it has 
been used because (i) it is easy to implement despite the complex non-linear 
CCE expression in Eq. (45) and (ii) it enables the combination of multiple 
fitting routines. 

Moreover, the physical meaning of the fitting parameters αe and αh can help 
to identify absolute minima and therefore the parameters that provide the best fit 
of the experimental data, as discussed at the end of this section. 

To effectively implement this minimization strategy, it is opportune to start 
from a first rough estimate of (αe, αh) in order to limit the parameter space. For 
example, it is recommended to use the parameter relevant to the majority carriers 
(i.e. electrons for DUS1) obtained by using shallow PIBs, as described in Fig. 27. 
In this specific case, the hole contribution can be neglected and M is a function 
of only αe, leading, under Assumption X, to a traditional linear fit. In general, 
it is recommended to extract the starting values of the parameters (defined in 
Eq. (41)) from the capture cross-sections of defects and using k factors (of the 
order of unity) available in the literature [7, 8, 20]. This systematic scanning of 
the parameter space to find the minimum of M is a consuming process, in terms 
of both time and computing resources.

It is worth noting that parameters αe and αh are fluence scaling factors 
that separately enter the equations relevant to electrons and holes, respectively. 
Therefore, it is possible to optimize the minimization algorithm to calculate 
CCEmodel by adopting the following approach:

(a) The solution of Eq. (45) at different DIB fluences Φ is calculated separately 
for electrons ( CCE

model

e

e

Maxα Φ( ) ) and holes ( CCE
model

h

h

Maxα Φ( )) using the 
highest values of the parameters α

e

Max  and α
h

Max , which define the boundary 
of the parameter space.

(b) For any coordinate of a lattice point over the region of variability of the 
parameter (αe, αh) plane, CCE

model

e  and CCE
model

h

 are calculated at different 
DIB fluences by separately interpolating the CCE

model

e

e

Maxα Φ( ) and 
CCE

model

h

h

Maxα Φ( ) curves.

As an example, let us consider the case of DUS1 irradiated with a DIB of 
11.25 MeV He ions, with the damage probed with a PIB of 1.4 MeV He ions 
(this is discussed in Section 5.2.2 for the case of a very low level of damage). 
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Figure 29 shows the CCE
model

e

e

Maxα Φ( ) and CCE
model

h

h

Maxα Φ( ) curves, calculated 
by numerically solving Eq. (45), using α

e

Max  = α
h

Max  = 12 000 μm3/s. As expected, 
with the PIB having a very small range (about 5 μm), the hole contribution to the 
CCE is negligible (0.015) and the hole sensitivity to the much deeper damage 
induced by the DIB is negligible. Since the charge carrier generation curve is 
shallower than the damage profile, the majority carriers (electrons) drift towards 
the anode (located at x = 320 μm) and cross the highly damaged region located 
at the vacancy peak, where the recombination probability is the highest (see 
Fig. 24). Because the trajectories of the electrons develop along the tail of the 
vacancy profile, the traps induced by radiation damage very marginally influence 
their lifetime.

The CCE
model

e

e
α Φ( ) curves are calculated from the interpolation of 

CCE
model

e

e

Maxα Φ( ) at the experimental values of the fluences. The behaviour 
of the M function versus αe shows that the minimum of the squared sum of 
residuals occurs at αe = 1680 μm3/s, indicating that this is the best fit to the 
experimental data, as shown in Fig. 30 (top left). A similar procedure can be 
extended to two dimensions, considering the function M in the (αe, αh) parametric 
space. The hypersurface can then be represented by a contour plot, as shown in 
Fig. 30 (top right). Again, the M hypersurface shows minima corresponding to 
αe = 1680 µm3/s, independent of the αh values, since the minimum locus lies 
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FIG. 29. Charge collection efficiency (CCE) degradation curves of electrons (CCEmodel
e ) and 

holes (CCCmodel
h ) for DUS1. The damaging ion beam is 11.25 MeV He ions, the probing ion 

beam is 1.4 MeV He ions, the applied bias voltage is 50 V and αe = αh = 12 000 μm3/s.



along a line parallel to the horizontal axis. It is worth noting that the value of αe is 
close to the value calculated using the ‘effective fluence’ approach (see Fig. 28).

In the case of more penetrating PIBs, both carriers play a role in the 
degradation of the CCE. For example, considering the analysis of the CCE 
degradation induced by a DIB of 11.25 MeV He ions and measured using the 
same ions (PIB is the same as DIB), the contributions of electrons and holes to 
the CCE degradation are shown in Fig. 31, assuming αe = αh = 12 000 µm3/s. 

Figure 30 (bottom left) shows the contour plot of the M hypersurface. It 
is apparent that the minimum locus spans the whole parameter space and is not 
parallel to the horizontal or to the vertical axis; this indicates that the best fit of 
the experimental data is given by a combination of both the majority and minority 
carrier contributions. In this specific case, the minimum of the M function is 
obtained for αe = 1760 μm3/s and αh = 7840 μm3/s, which define a theoretical 
CCE curve that fits the experimental data well, as shown in Fig. 32.
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FIG. 30. Squared sum of residuals as a function of different values of αe . (a) M(αe, αh) contour 
plot for a damaging ion beam of 11.25 MeV He ions, a probing ion beam of 1.4 MeV He ions 
and an applied bias voltage of 50 V. (b) Line plot, M(αe), of the vertical projection of the 
contour plot shown in (a). (c) M(αe, αh) contour plot for a damaging ion beam of 11.25 MeV 
He ions, a probing ion beam of 11.25 MeV He ions and an applied bias voltage of 50 V. 
(d) Three dimensional colour fill map of the M surface shown in (c).



However, it is worth noting that the minimum locus is almost flat, as 
shown in the three dimensional plot of the M hypersurface; that is, the sum of the 
squared residuals does not vary remarkably within this hyperbolic-like minimum 
locus (bottom right of Fig. 30). The two measurements, carried out with different 
PIBs (1.4 MeV He and 11.25 MeV He) should be consistent. Therefore, the two 
M functions relevant to the two PIBs have been combined to extract the capture 
coefficients αe, αh that minimize the combined squared sum of residuals, that is:   

M M M
PIB MeVHe PIB MeVHe PIB1. MeVHe PIB11.25MeV1 4 11 25 4. .( )+( ) ( )= +

HHe( ) (64)

From the graphical point of view, this operation corresponds to the 
overlapping of the two contour plots shown in the top right and bottom left of 
Fig. 30. The intersection of the two minimum loci identifies a unique minimum, 
as shown in Fig. 33. The coordinates of the minimum are αe = 1600 μm3/s, 
αh = 8160 μm3/s; these values provide the best fit of the experimental data, 
as shown in Fig. 34 (right side). The same procedure can then be extended to 
other conditions (i.e. by adding additional data for different probe ions and bias 
voltage combinations).
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FIG. 31. Charge collection efficiency (CCE) degradation curves of electrons (CCEmodel
e ) and 

holes (CCEmodel
h ) for DUS1. The damaging ion beam (DIB) is 11.25 MeV He ions, the probing 

ion beam is 11.25 MeV He ions, the applied bias voltage is 50 V and αe = αh = 12 000 μm3/s.
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FIG. 32. Best fit (αe = 1760 μm3/s and αh = 7840 μm3/s; continuous line) of the data (markers) 
for the experiment carried out on DUS1, with a damaging ion beam of 11.25 MeV He ions and 
a probing ion beam of 11.25 MeV He ions. CCE: charge collection efficiency.

FIG. 33. Left: combination of the two residual maps relevant to two different probing ion 
beams (PIBs). Centre: the resulting contour plot, evaluated through Eq. (65). Right: the 
relevant charge collection efficiency (CCE) degradation curves. Continuous lines: calculated 
using αe = 1600 μm3/s and αh = 8160 μm3/s; markers: experimental data.



The global M hypersurface is then defined as follows:   

M
Global

PIB V

=
= =
∑∑
i

N

j

N

i jM
1 1

,
 (65)

where NPIB is the number of ion probes (in this case NPIB = 3) and NV is the 
number of applied bias voltages (in this case NV = 2) used in all the experiments.

The final fitting procedure performed with the three different PIBs on 
the experimental CCE degradation data of DUS1 biased at 50 V and 100 V is 
summarized in Fig. 34. The figure shows the M function value maps extracted 
from the data for three different PIBs and the two bias voltages.  

Finally, a map of M function values combining all experimental datasets 
(in this case, three PIB values for two bias voltages each) can be produced and 
the capture coefficients can be extracted from its minimum value. The best fit is 
obtained for αe = 1520 µm3/s and αe = 8320 µm3/s. These capture coefficients are 
used to calculate, through Eq. (45) or Eq. (47), the theoretical CCE degradation 
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FIG. 34. Contour plots of the M functions relevant to different probing ion beams (PIBs) and 
different bias voltages (Vbias). The central contour plot is the convolution of the individual 
M functions.



curves, which well fit the experimental data acquired under any experimental 
conditions, as shown in Fig. 35.

5.4. ERROR BUDGET

Evaluation of the measurement uncertainty is needed to complete the 
analysis. The uncertainty can be determined from the calculation of the error 
matrix Err, which is the inversion of the Hessian matrix H of the M function. 
H is the second derivative matrix of M with respect to the free parameters αe 
and αh, calculated at the best parameter values (i.e. at the minimum of the M 
function). The diagonal elements of the error matrix are the squares of the 
individual parameter errors and include the effects of correlations with the other 
parameters.    

H

M M

M M
α α

α α α

α α α

e h

e e h

e h h

,( ) =
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∂ ∂
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2

2
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 (66)   
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FIG. 35. Final evaluation of the capture coefficients αe and αh, obtained by merging the 
analysis carried out at 100 V (filled markers) and 50 V (open markers) with different probing 
ion beams and limited to fluences <2 × 1012 ions/cm2. CCE: charge collection efficiency; 
DIB: damaging ion beam.



Err α α α α
e h e h
, ,( ) = ( )−H 1  (67)

The diagonal elements of the Hessian matrix contain the partial derivatives 
with respect to one parameter at a time and are therefore not coupled to any other 
parameters. However, when the matrix is inverted, the diagonal elements of the 
resulting error matrix contain contributions from all the elements of the Hessian 
matrix and determine the cross-correlations [73]. The Hessian and error matrices 
in this study are the following:   

H α α
e h
,

. .

. .
( ) = × ×

× ×






− −

− −

9 59743 10 1 1864 10

1 1864 10 2 52317 10
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 (68)   

Err α α
e h
,( ) = −

−










24 440 114163

114163 929 612
 (69)

This leads to the final values of αe = 1600 ± 160 μm3/s and 
αh = 8200 ± 960 μm3/s. The correlation coefficient is the following:    

corr
Err

Err Err
= = −

×
12

11 22

0 758.  (70)

A short discussion about the meaning of the correlation coefficient is as 
follows: the model adopted to interpret the CCE degradation is based on the 
assumption that the induced charge is given by the independent contributions of 
electrons and holes (see Eq. (44)); therefore, αe and αh are assumed not to be 
correlated (i.e. the correlation coefficients should be zero). However, the final 
expression of the fitting curve (i.e. Eq. (47) or Eq. (53)) involves the contributions 
of both carriers, which have common terms given by the normalized charge 
generation profile γ (Eq. (46)) and the vacancy distribution used in the integral 
and in the expression of the lifetime as detailed in Section 5. Therefore, the final 
general expression, Eq. (47), naturally correlates the two contributions. As an 
example, in the case of shallow PIBs, there is no correlation between αe and 
αh because the generation profile γ makes the contribution of minority carriers 
negligible, whereas in the case of highly penetrating PIBs (Fig. 33, top right), 
both carriers play a role and the residual map clearly shows a correlation. In 
principle, if an additional experiment was carried out using shallow PIBs incident 
on the back electrode, then only the minority carriers would contribute to the 
CCE degradation, generating a residual map similar to that presented in the 
top left part of Fig. 33, but rotated by 90°. In this case, by combining the two 
orthogonal residual maps (one produced mainly by the contribution of electrons 
and the other by the contribution of holes), the resulting minimum locus will be 
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an axis symmetrical ellipse (i.e. with a null correlation coefficient). If PIBs of 
different ranges always irradiate the front electrode, as in the examples reported 
here, tilted ellipses (i.e. non-zero correlation coefficients) are unavoidable. 

6. SUMMARY AND OUTLOOK

The IAEA's CRP F11016, involving 14 institutes from 13 Member States 
and running from December 2011 to November 2016, aimed at promoting the 
utilization of ion accelerators for studying and modelling radiation induced 
defects in semiconductors and insulators. One of the expected outcomes of 
CRP F11016 was to develop comprehensive guidelines, accessible to any 
laboratory equipped with ion accelerators and standard electronics for the 
detection of ionizing particles, for the measurement and interpretation of CCE 
degradation in semiconductors caused by displacement damage effects induced 
by ion irradiation. 

This publication details both the experimental and the theoretical aspects 
of these guidelines. It describes in full detail each of the phases of an experiment 
carried out on a commercial silicon photodiode, which is commonly used in ion 
beam facilities as a low cost particle detector for certain applications that do not 
require the high energy resolution provided by the highest spectroscopic grade 
silicon detectors. 

The core of the guidelines is based on the use of energetic ions accelerated 
in the megaelectronvolt energy range, which play a dual role: (i) as damaging 
agents to generate defects in the active semiconductor material of the electronic 
device (in this case, a diode) and (ii) as probes to measure the effect of low 
level radiation damage on the CCE, as the main feature defining the electronic 
response of tested or irradiated semiconductor devices. The low level radiation 
damage is assumed to be an accumulation of simple point defects (i.e. vacancies, 
interstitials, or their complexes with atoms present in the crystal lattice) created 
by ion cascades; the traps formed do not undergo any transformation, because 
of weakly overlapping cascades that are formed subsequently during the 
irradiation procedure. The total defect (or trap) concentration needs to be lower 
than the initial doping concentration in order to avoid perturbing the effective 
doping profile. Focused ion microbeams and the IBIC technique are used in 
the two phases of the experiment, which include: (i) the creation of patterned 
partly damaged areas covering a large range of implantation fluences and (ii) the 
sensing of the degradation of the CCE due to the damage created. Ions with 
different energy and mass provide agents and probes whose end of range can be 
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tuned to the region of interest, which varies with the specific operating conditions 
of the devices. In addition to exploiting the double nature of ions as damaging 
agents and probes, another advantage of using this method for the assessment 
and evaluation of radiation hardness in semiconductor materials is that the 
increase of dark current, which affects the device features, is negligible owing 
to the small size of the damaged region compared to the total active volume of 
the device. This is an important factor, which allows IBIC to be employed as 
the main characterization technique for the electronic features of semiconductors. 
The IBIC technique (including time resolved IBIC [9] and heavy ion charge 
transient spectroscopy [74]) is the most suitable ion beam analysis technique 
for functional analysis of electronic materials, has solid theoretical foundations 
and can be easily implemented in any nuclear microprobe facility owing to its 
operational simplicity.

The general model developed during CRP F11016 integrates the 
Shockley–Read–Hall recombination model into the Shockley–Ramo–Gunn 
theory (Section 2.5). The model relies on the generation of recombination 
centres being the only effect induced by atomic displacements that result from 
the interaction of the incoming ion with the atomic lattice. The resulting carrier 
lifetimes are connected to the ion fluence through Eqs (36–42), which give trap 
distribution profiles proportional to the distribution of vacancies created initially 
by the radiation. Moreover, it is assumed that the carrier transport properties 
(i.e. carrier mobilities) and the effective doping concentration (and thus the 
electric field) are not affected by the ion irradiation (Assumption V). 

The above mentioned assumptions define the condition of ‘low level of 
damage’ adopted in this work, and the interpretative model can be effectively 
used only in this regime and in full depletion conditions (i.e. when the ionizing 
tracks of both PIBs and DIBs lie within the depletion region) (Assumption VIII).

The formulation of the model is general, and the model can in principle be 
adopted also in cases in which not all assumptions (summarized in Appendix I) 
are valid. In the case of partially depleted devices characterized by a limited 
depletion region and a neutral region in the bulk semiconductor material, the 
analytical general solution of Eq. (52) is not applicable, but the solutions of 
Eq. (47) can be calculated numerically. Therefore, the model can be extended 
also to cases of study in which the depletion region is smaller than the range of 
the probing and damaging ions. However, this case is not treated in this report, 
because it relies on more complex instrumentation and theoretical methods (see 
Ref. [19] for a case in which the damage affects the diffusion regime only). The 
mechanism of charge induction ascribable to the diffusion of minority carriers is 
generally much slower than the drift component. This fact is the cause of ballistic 
deficit effects [38], which can lead to the loss of a variable fraction of the signal 
if the amplifier shaping time is comparable to the rise time of the signal emerging 
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from the preamplifier; this can be mitigated using gated integrators, which are 
not often available in a standard laboratory. Moreover, the rigorous modelling 
of the experiment involves the numerical solution of the time dependent adjoint 
equations [35], which is beyond the scope of this publication.

The method adopted to fit the experimental data with the theoretical 
curves has proved to be effective for evaluating the two fitting parameters, 
namely the capture coefficients αe,h, which are the key parameters used for 
the characterization of the effects of radiation damage in semiconductors. The 
capture coefficients depend on: (i) the capture cross-sections σe,h, which identify 
the nature of the recombination centres and (ii) the proportionality factors 
ke,h, which connect the active recombination centres with the concentration of 
Frenkel pairs introduced as primary point defects. The ke,h factors represent the 
average number of active defects (carrier recombination centres) corresponding 
to a single simulated vacancy, and they can be calculated if the intrinsic capture 
cross-sections σe,h are available from deep level transient spectroscopy [75] or 
similar techniques based on scanning ion beams [74, 76].

For the study described in this publication, assuming ke,h factors 
independent of the type of incoming particle [77] and carrier thermal velocities 
of v

n

th
  cm/s= ×2 05 10

7
.  and v

p

th
  cm/s= ×1 69 10

7
.  [76], the ke,hσe,h products 

derived from Eqs (41, 67) are keσe = 7.8 × 10−17 cm2 and khσh = 4.8 × 10−16 cm2 
for electrons and holes, respectively. If a single acceptor state of divacancy is 
assumed to be the most abundant electronically active defect in the high purity 
and low doping n-type silicon created by ion irradiation [7], the capture 
cross-sections are σe = 5 × 10−15 cm−2 and σh = 5 × 10−14 cm−2 [78] for electrons 
and holes, respectively. Therefore, the relevant k terms are ke ≈ 1.6 × 10−2 and 
ke ≈ 1.0 × 10−2 (i.e. about 60 and 100 radiation induced defects are needed to 
form one stable electron and hole recombination centre, respectively). 

However, as highlighted in Ref. [20], these results are strongly dependent 
on the evaluation of the absolute vacancy profiles, η(x). SRIM [16] simulated 
vacancy profiles have been used for decades to correlate radiation damage to ion 
beam features (e.g. energy, fluence) and material properties (e.g. composition, 
structure) for different ion irradiations [79, 80]. SRIM, as well as more elaborate 
tools such as MARLOWE [44], are based on approximate algorithms (e.g. the 
binary collision approximation), which usually overestimate the vacancy profile 
(i.e. the k products are underestimated).

However, these drawbacks do not invalidate the methodology. Assuming 
that SRIM provides realistic but unnormalized vacancy and ionization profiles, 
the capture coefficients extracted from the fitting procedure can be considered 
as reference values, which can be used to compare the radiation hardness of 
different semiconductor materials or devices and to envisage the corresponding 
CCE degradation for any ion irradiation and bias condition. An exhaustive 
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analysis of the connection of these parameters with the nature and the number of 
stable radiation induced defects requires the use of more elaborate computational 
tools and experimental techniques and is beyond the scope of this publication. 

This report is intended to provide guidance for attaining reliable 
measurements of the degradation of the CCE, or of any other electronic property 
of semiconductor devices, induced by displacement damage effects. The 
proposed methodology overcomes the limitations inherent to the commonly used 
NIEL approach, which is inferred from a more general model in the case of a 
constant damage profile, and contributes towards a standardized quantification of 
the radiation hardness of semiconductor materials.
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Appendix I  
 

SUMMARY OF ASSUMPTIONS MADE IN THE MODEL

The assumptions made in the presented analysis and in the determination of 
the capture coefficients αe,h are as follows:

 — Assumption I: Steady state conditions can be applied in the electrostatic 
description.

 — Assumption II: The geometry allows simplification to a one dimensional 
description.

 — Assumption III: The bias voltage V is applied at x = 0 and the device is 
grounded at x = d.

 — Assumption IV: The electrical contacts are ohmic.
 — Assumption V: The device operates in quasi-steady-state conditions (i.e. the 
excess charge generated does not perturb the electric field significantly).

 — Assumption VI: Linearization of the charge generation and recombination 
terms is valid; namely, the charge generation and recombination terms are 
linear functions of the charge densities.

 — Assumption VII: The recombination centre concentration N
e h

Tdam

,
 and the 

concentration of Frenkel pairs created immediately after irradiation, as 
calculated from binary collision approximation codes such as SRIM [16], are 
proportional to each other. The Shockley–Read–Hall model is applicable.

 — Assumption VIII: The device operates in full depletion conditions.
 — Assumption IX: The undamaged device has 100% CCE.
 — Assumption X: The DIB fluence as a function of the CCE follows a linear 
trend (very low level damage).

 — Assumption XI: The vacancy profile is constant.
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Appendix II 
 

FEATURES OF DEVICE UNDER STUDY 1

Device under study 1 (DUS1) is a commercial silicon photodiode 
(Hamamatsu S1223). An optical image of DUS1 and its assembly for the 
measurement are illustrated in Fig. 36. Its main features are described in the 
datasheet of the supplier [81]. The TO-5 package allows comfortable housing 
in standard sample holders. The metal can package can be opened by gently 
sawing or grinding away the can top [54] and removing the borosilicate glass 
window on top in order to expose the front surface of the photodiode to incident 
megaelectronvolt energy ions. Since the photodiode is photon sensitive, it 
is essential to perform all the measurements in dark conditions to avoid the 
contribution of the photocurrent to the electronic noise. 

The extension of the active regions of the device (i.e. the region where the 
pulse signal is formed) as a function of the applied bias voltage is given by the 
Gunn weighting potential profiles (see Section 2).
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FIG. 36. Left: image of DUS1. Right: housing of the photodiode connected through an SMA 
connector.



Appendix III 
 

FEATURES OF DEVICE UNDER STUDY 2

The second device, device under study 2 (DUS2), is an n-type float zone 
silicon detector developed at the Helsinki Institute of Physics. A photograph of 
this pad detector along with an optical image and a scanning electron micrograph 
are shown in Fig. 37. It is a p+–n–p+ bulk n-type detector with a thickness of 
300 μm. The pad area is 5 × 5 mm2 and the bulk resistivity is 900 Ω ∙ cm. The 
average n-type doping concentration is 1015 cm−3. The device has 17 guard rings; 
the width of the innermost one is 100 μm and that of the other rings is 16 μm, 
with a spacing of 10 μm between them. A schematic representation of the device 
is shown in Fig. 38.

FIG. 37. (a) Photograph of the detector. (b) Optical micrograph of one quadrant of the 
detector. (c) Scanning electron micrograph of the region of the guard rings. Image reproduced 
with permission from Ref. [20].
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Figure 39 shows the measured capacitance–voltage curve of DUS2 and the 
depletion width extracted using Eq. (4). The doping profile of the n-type region 
of DUS2, determined through Eqs (3, 4), is shown in Fig. 40.

A simulation of the electrostatics of DUS2 in steady state conditions, as 
outlined in Section 2.3, gave the depth dependent profiles of the electron and 
hole velocities shown in Fig. 41 and the Gunn weighting potential and field 
depicted in Fig. 42. 

FIG. 38. Cross‑sectional view of the edge of DUS2. Figure reproduced with permission from 
Ref. [82].

FIG. 39. Left: capacitance–voltage curve of DUS2. Right: depletion layer extension versus 
bias voltage, calculated from Eq. (4). Figure adapted with permission from Ref. [20].
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FIG. 40. Doping profile of DUS2 calculated from Eq. (3). Figure adapted with permission from 
Ref. [20].

FIG. 41. Electron (left) and hole (right) drift velocity profiles for different bias voltages. Figure 
adapted with permission from Ref. [20].

FIG. 42. Gunn weighting potential (left) and Gunn field (right) at different bias voltages. The 
numbers represent absolute values. Figure adapted with permission from Ref. [20].
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Appendix IV  
 

MOBILITY AND LIFETIME PARAMETERIZATION FOR SILICON

The expression describing the mobility in silicon is as follows [26, 27]:    
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where CI is the ionized impurity concentration of the material and the other 
parameters are summarized in Table 1 [26, 27].

The free carrier lifetime in silicon is also space dependent and is given by 
the following expression [27]:    
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where Nref = 7.1 × 103 µm−3. 
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TABLE 1. SUMMARY OF PARAMETERS USED IN Eq. (71)

Electrons (e) Holes (h)

μ0 1 400 cm2 ∙ V−1 ∙ s−1 480 cm2 ∙ V−1 ∙ s−1

C
e h

ref

,

3 × 1016
 cm−3 4 × 1016

 cm−3

Se,h 350 V/cm 81 V/cm

Ae,h 3 500 6 100

Fe,h 8.8 1.6

Be,h 7 400 V/cm 25 000 V/cm



Appendix V  
 

DEVICE SIMULATION METHODS AND SOFTWARE

As part of CRP F11016, an IBIC simulation tool was developed by the 
University of Torino [83]4. A (non-exhaustive) list of software that may be 
utilized for the kind of device simulation undertaken here is as follows:

 — ATLAS Silvaco5;
 — COMSOL6;
 — SYNOPSYS7.

Device simulation techniques are powerful tools that can be used in other 
related spheres to greatly reduce the time and cost involved in the fabrication and 
testing of prototype devices. Device simulation can be performed through a wide 
variety of approaches, depending on the complexity, required physical accuracy, 
application under study and computational demand. In this study, the basic idea 
is to solve the Poisson and current continuity equations. 

 For the evaluation of the Gunn potential, the first step is to evaluate the 
actual potential distribution at a certain bias voltage (e.g. 29.99 V) and then at a 
slightly different bias voltage (e.g. 30.01 V); the Gunn potential is then calculated 
as an incremental ratio (i.e. potential at 30.01 V minus the potential at 29.99 V, 
divided by 0.02 V). The electric field is calculated in a similar fashion. In some 
device simulation software, there is an option that allows the calculation of the 
induced charge by directly solving the Maxwell equations.

4 Available at http://www.solid.unito.it/RICERCA/IBA/IST.html
5 Available at https://www.silvaco.com
6 Available at https://www.comsol.com
7 Available at https://www.synopsys.com
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SYMBOLS

A area of the electrodes (i.e. active area)

αe,h electron (e) and hole (h) capture coefficient

C capacitance

c capacitance per area

D active thickness 

Dd displacement damage dose

De,h electron (e) and hole (h) diffusion coefficient

d device thickness

−
d
d
E
x

linear stopping power

d

d

ion
E
x

specific ionization energy loss

−







d

d
electronic

E
x

electronic stopping power

−







d

d
nuclear

E
x

nuclear stopping power

E electric field

E + Gunn weighting field

Eion ion energy

Eloss energy loss

Etrans energy transferred by an ion in one collision

ε dielectric permittivity
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εehp average energy dissipated by ionization radiation per 
electron–hole pair generation

εVac average energy to produce a vacancy

fe,h electron (e) and hole (h) normalized quasi-Fermi level

f
e,h

+ Gunn electron (e) and hole (h) normalized
quasi-Fermi level

Φ ion fluence

Φ* effective damaging ion beam fluence

φ electrostatic potential

φ+ Gunn weighting potential

φth thermal potential (at room temperature)

φN normalized potential

Ge,h electron (e) and hole (h) generation term in the 
continuity equation

G
e,h

+ electron (e) and hole (h) adjoint generation term

Γ(x) electron–hole pair generation profile

γ(x) normalized electron–hole pair generation profile

H Hessian matrix

η(x) vacancy distribution

Je,h electron (e) and hole (h) current density

Ke,h recombination (lifetime) damage coefficient for electrons
(e) and holes (h)
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Ked equivalent damage factor 

kB Boltzmann constant 

ke,h average number of active defects (carrier recombination 
centres) generated by a single vacancy

M matrix of the sum of the squares of the residuals 
normalized by the uncertainty σ (i) of the ith measurement

me electron mass

mion ion mass

μe,h electron (e) and hole (h) mobility

NA ionized acceptor concentration

ND ionized donor concentration

N
e,h

T* density of recombination centres for electrons 
(e) and holes (h)

N
e,h

T0 density of recombination centres for electrons (e) and holes 
(h) before ion irradiation

N
e,h

Tdam density of recombination centres for electrons (e) and holes 
(h) created by the ion irradiation

n0 thermal equilibrium electron density

n+ adjoint electron concentration

p
0

+ adjoint electron concentration at time t = 0 

ni intrinsic carrier concentration 

p free hole concentration

p0 hole density at thermal equilibrium
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p+ adjoint hole concentration

n0
+ adjoint hole concentration at t = 0

Q charge induced at the sensing electrode

Qe,h charge induced at the sensing electrode due to electron (e) 
and hole (h) motion

Q*(θ) free charge generated by the incident ion under varying 
incidence angle θ

q elementary charge

qT total space charge within the depletion region

Re,h electron (e) and hole (h) recombination term in the 
continuity equation

Rd maximum depth of vacancy profile when 
approximated by Eq. (57)

ρM mass density

σ(i) uncertainty in the ith measurement

σe,h electron (e) and hole (h) capture cross-section

σ
e,h

dam electron (e) and hole (h) capture cross-section of the 
damage induced traps

T temperature

t time

t* dead layer thickness

τe,h electron (e) and hole (h) lifetime

τ
e,h

0 electron (e) and hole (h) lifetime (undamaged material)
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τ
e,h

dam electron (e) and hole (h) lifetime component due to 
ion induced damage

Θ Heaviside step function

θ incidence angle

V applied bias voltage

Vbi built-in potential

Vtot total number of vacancies

ve electron rift velocity

vh electron drift velocity

v
e,h

th electron (e) and hole (h) thermal velocities

W extension of the depletion layer
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ABBREVIATIONS

CCE charge collection efficiency
CRP coordinated research project
DIB damaging ion beam
DUS1 device under study 1
DUS2 device under study 2
IBIC ion beam induced charge
PIB probing ion beam
SRIM Stopping Range of Ions in Matter
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