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The Agency’s Statute was approved on 23 October 1956 by the Conference on the Statute of the IAEA held at United Nations Headquarters, New York; it entered into force on 29 July 1957. The Headquarters of the Agency are situated in Vienna. Its principal objective is “to accelerate and enlarge the contribution of atomic energy to peace, health and prosperity throughout the world”.

FOREWORD

One of the IAEA’s statutory objectives is to “seek to accelerate and enlarge the contribution of atomic energy to peace, health and prosperity throughout the world.” One way this objective is achieved is through the publication of a range of technical series. Two of these are the IAEA Nuclear Energy Series and the IAEA Safety Standards Series.

According to Article III.A.6 of the IAEA Statute, the safety standards establish “standards of safety for protection of health and minimization of danger to life and property”. The safety standards include the Safety Fundamentals, Safety Requirements and Safety Guides. These standards are written primarily in a regulatory style, and are binding on the IAEA for its own programmes. The principal users are the regulatory bodies in Member States and other national authorities.

The IAEA Nuclear Energy Series comprises reports designed to encourage and assist R&D on, and application of, nuclear energy for peaceful uses. This includes practical examples to be used by owners and operators of utilities in Member States, implementing organizations, academia, and government officials, among others. This information is presented in guides, reports on technology status and advances, and best practices for peaceful uses of nuclear energy based on inputs from international experts. The IAEA Nuclear Energy Series complements the IAEA Safety Standards Series.

The focus of this report is the assessment of the dependability of software for safety instrumentation and control systems in nuclear power plants. These plants are currently in the process of upgrading many analogue systems to new software based digital systems. The assessment of the software’s dependability, which encompasses properties such as safety, reliability, availability, maintainability and security, is an essential and challenging aspect of the safety justification. At their 2013 meeting, the members of the Technical Working Group on Nuclear Power Plant Instrumentation and Control recommended that guidance be developed on this subject.

This report defines a framework that represents the state of the art in software assessment methodologies and describes an approach to developing and communicating assessments based on claims, arguments and evidence. Guiding principles for a dependability assessment are established to provide the basis for defining an assessment strategy and implementing the assessment process. Examples of techniques for generating evidence to support dependability claims are provided, and lessons learned from past digital instrumentation and control system implementation experience in areas such as software development, operational usage, regulatory review and platform certification are described.

The primary intent of this report is to provide a starting point for Member States to develop or improve their dependability assessment methods and guidance. The report may be particularly useful to research and development and design and technical support organizations, as well as regulatory authorities, by providing scientific background support to their activities.

This publication was produced by a committee of international experts and advisors from numerous Member States (the contributors are listed at the end of the report). The chair of the report preparation meetings was R. Wood (United States of America). The IAEA wishes to thank all participants and their Member States for their valuable contributions.

The IAEA officer responsible for this publication was J. Eiler of the Division of Nuclear Power.
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1. INTRODUCTION

1.1. BACKGROUND

Although the majority of reactor units built before the 1990s relied on analogue instrumentation and control (I&C) systems, digital technologies are currently playing an increasing role in the I&C systems of nuclear power plants (NPPs). Digital safety systems were introduced gradually, either as part of modernization projects at existing reactors or in the initial design of Generation III+ reactors. Currently, all new designs depend in large part on digital I&C systems and their software, and most I&C upgrades at existing units rely on digital technology.

The assessment of the dependability of software in NPP safety systems is an essential and challenging aspect of the safety justification for digital systems. Dependability is defined as the ability of the safety software to deliver a service that can be trusted and includes properties such as safety, reliability, availability, maintainability, integrity and security. Furthermore, the dependability of a system is defined as its ability to avoid service failures that are more frequent and more severe than is acceptable [1].

A difficulty that arises in applications of software important to safety is establishing what is acceptable and how trustworthy it is. In contrast to analogue hardware failures that are often a result of degradation over time, software failures are often the result of residual design errors. System developers do their best to avoid, detect and remove design errors, but in practice, it is impossible to justify a claim that software is completely error free. Residual design errors can arise at any phase of the software life cycle, from definition of requirements to maintenance/modification during its installed life. In addition, in the case of incorrect behaviour, there might be a risk of common cause failure (CCF) that could defeat redundancy or defence in depth. In some industries, the volume of software and its use make it easier to detect these errors. However, owing to the small amount of equipment used in nuclear safety I&C systems (compared with other industries), there is a need to use industrial standard devices and commercial off the shelf (COTS) products in the safety I&C systems of NPPs and in low volume specialty applications that require specific assessment procedures.

The licensing processes for various digital I&C system designs are often not the same across Member States and require different sets of documents. In addition, regulatory rules have been found to be vague or unclear and may change during an I&C project period. The use of an assessment framework, such as the one described in this report, should help to overcome these issues. To provide adequate confidence in the quality and dependability of safety critical software, academia and engineers have performed extensive work on software verification and assessment techniques. This has resulted in steady progress that can be put into practice. However, not all issues have been completely resolved. There is still no scientific or regulatory consensus on the quantification of software dependability for high quality digital systems, and even though formal verification can be used in some cases to ensure freedom from certain types of errors, it cannot yet guard against all errors (e.g. faults can arise from hardware/software interaction).

In this report, the dependability assessment of software in safety systems is based on a set of guiding principles and follows a strategy that is property and vulnerability based and standards informed. A dependability assessment involves gathering and organizing the evidence to support a particular claim or set of claims. The assessment provides the basis for an evaluation (e.g. by a regulator or other stakeholder) of whether the I&C system and its software are safe and support safe operation. Depending on the regulatory structure, claims might be developed or fixed by the regulatory requirements. Evaluation is the final judgement concerning the suitability of the I&C system and its software to fulfil its stated objectives.

This publication presents an assessment framework based on the following:

— A set of principles;
— An overall strategy to guide the assessment that considers the behaviour of the system as well as its interactions, vulnerabilities and compliance with standards;
— An approach to developing and communicating the assessment based on claims, arguments and evidence (CAE);
— Guidance on a high level process for deploying the framework with guidance on specific issues.
The assessment principles (APs) are the following:

— AP1: System and software requirements are adequately defined, valid and reviewable such that it can be confirmed that they collectively address the necessary functional and non-functional properties (Sections 3.3, 3.4.1.2, 3.5, 4.4 and 4.5).

— AP2: An effective understanding of the role of the safety I&C system is demonstrated, including its direct and possible indirect roles, and also its role in supporting safe operation (Sections 3.3, 3.5 and 4.4.4).

— AP3: The intended and unintended behaviour of the system is adequately taken into account, including adverse unintended consequences under conditions of failure (Sections 3.3, 4.3 and 4.4).

— AP4: The implementation of the requirements is adequate (Sections 3.3, 3.4.1.2, 3.5, 4.4 and 4.5).

— AP5: Active challenge to the dependability assessment is part of decision making throughout the organization (Sections 3.5, 4.2.3 and 4.6).

— AP6: The objectives of the users of the assessment are identified such that the structure and presentation of the assessment account for their needs (e.g. considering all users/uses and factors such as reviewability and maintainability of the assessment) (Section 3.4.1.1).

— AP7: The findings of the assessment are organized in a logical, coherent, traceable and accessible manner and are repeatable, with rigour commensurate with the degree of trust required of the system (Sections 3.2 and 3.4).

— AP8: Lessons learned are incorporated in the target system being assessed and in the assessment process itself (Sections 3.1.3, 3.1.4, 3.4.1.4, 4.1, 4.2.1 and 5).

— AP9: Any changes in the target system or conditions of use/maintenance that would invalidate the assessment are detected and addressed (Sections 4.2.1 and 4.2.3). Fundamental assumptions underlying the assessment are identified (Section 3.4).

This publication focuses on the assessment of dependability: the principles are neutral with regard to the design and implementation approach being taken to allow for innovation and flexibility. Conformity with the principles listed above would normally imply that among other things:

— System and software requirements are reviewable and adequately clear, concise, consistent, correct and complete.

— The overall architecture of the system design has been considered to ensure adequacy from a plant and system safety perspective (i.e. considering factors such as defence in depth, redundancy, independence and diversity).

— Prevention and protection measures against different sources of failure (e.g. inadequate design, physical degradation of hardware) are in place.

— Self-checks and defensive actions at both system level and module or function level are confirmed to be adequate (i.e. independent defences exist and are designed based on the assumption that the software will fail).

— There is sufficient overall confidence in the design as demonstrated through the consideration of safety significance and possible uncertainties, as well as other factors such as fault coverage, design complexity, built-in diagnostics and defences, reviewability, life cycle maintainability, 'proven-ness' and stability.

— Temporal properties such as determinism and performance under all conditions are adequately considered.

The cross-references in the list of APs above indicate where the application of these principles is addressed in this report. In applying these principles, the assessment should be embedded in a disciplined and systematic process. This is needed to ensure that the evidence used in the assessment is trustworthy and that the assessment is properly managed and does not lead to project risks. The principles apply to the dependability assessment of the software. However, there may be additional principles for licensing that may require simplicity of design, adherence to standards or organizational independence.
1.2. OBJECTIVE

The objective of this report is to provide an overview of the current knowledge, best practices, experience, benefits and challenges regarding the evaluation and assessment of software used in NPP safety I&C systems. The report is intended for use by Member States in the design, development, verification and validation of these systems to enable evaluation of the dependability of their software.

Guidance provided here, describing good practices, represents expert opinion but does not constitute recommendations made on the basis of a consensus of Member States.

1.3. SCOPE

This report covers relevant aspects of software evaluation and dependability assessment for digital safety I&C systems in NPPs. The information presented here may be useful to support decisions in new plant designs and in modernizations of existing operating NPPs. The report expands on the more general guidance found in IAEA Safety Standards Series publications, particularly SSG-39, Design of Instrumentation and Control Systems for Nuclear Power Plants [2].

The scope of this report addresses software for NPP safety systems. This refers to software used in Class 1 systems performing Category A (Cat. A) functions in the context of International Electrotechnical Commission (IEC) standards and ‘safety related systems’ standards from the Institute of Electrical and Electronics Engineers (IEEE). Such software has the highest level of requirements and the greatest need for rigorous assessment. Much of the information presented in this report would also be relevant to systems that are placed in lower classes based on the requirements of lower grade systems and a lower need for rigorous assessment.

In addition, this report is intended to provide a starting point for Member State regulators, independent assessors and system or software developers from which they can develop or improve their dependability assessment methods and guidance. It provides an assessment framework that can be deployed within different regulatory regimes. It enables a country specific emphasis on sources of evidence that support overall dependability claims. For some Member States, this will provide a framework for strengthening their methods for gathering and assessing evidence of software dependability. For others that use a system that stresses conformity with a particular set of design and/or development criteria, usually enforced by standards, this report will provide additional methods to show conformity with the criteria or ways to structure evidence to support requests for alternatives to particular criteria.

1.4. STRUCTURE

This report contains six main sections. Section 1 describes the background, objective and scope of work.

Section 2 establishes the system context for dependability and describes concepts relevant to the understanding of the role of software in achieving dependable functions. Specifically, the section discusses what constitutes software in this report and how its contribution to the dependability of a system function is characterized.

Section 3 defines an assessment framework suitable for assessing the contribution of software to dependability of a safety system. It provides a set of APs, including an overall strategy, that considers the behaviour of a system as well as its interactions, vulnerabilities and compliance with standards, an approach to developing and communicating the assessment based on CAE, and a high level process for deploying the framework with guidance on specific issues.

Section 4 documents examples of techniques of generating evidence, including operational experience, compliance with standards, validation, software analysis techniques, testing and review, that may be used to support dependability claims.

Section 5 describes lessons learned from past experience. It focuses on experience from software development, operational use, regulatory review and platform certification. In addition, it briefly discusses experience drawn from applications in other industries.

Section 6 provides conclusions of this report.
The publication contains five annexes. Annex I summarizes the quantification of software aspects of system reliability. Annex II provides an overview of licensing experience from recent projects. Annex III gives examples of vulnerabilities and challenges based on nuclear industry experience. Annex IV contains examples of the application of elements of the assessment framework, and Annex V shows a table of techniques for generating evidence in the evaluation process.

2. CONTEXT AND CONCEPTS FOR DEPENDABILITY

2.1. SYSTEM CONTEXT

The I&C system architecture and plant operations personnel serve as the ‘central nervous system’ of an NPP. Through its various constituent elements (e.g. equipment, hardware and software modules, subsystems, redundancies, systems, etc.), the plant I&C system senses basic parameters, monitors performance, integrates information and makes automatic adjustments to plant operations as necessary. It also responds to failures and abnormal events, thus ensuring the goals of efficient power production and safety are met. Essentially, the purpose of I&C systems at an NPP is to enable and support safe and reliable power generation.

A detailed discussion of NPP I&C systems appears in IAEA Nuclear Energy Series No. NP-T-3.12, Core Knowledge on Instrumentation and Control Systems in Nuclear Power Plants [3]. However, certain high level concepts are discussed in this section to establish a context for the role of software in implementing NPP I&C functions and its impact on the dependability of those functions.

Although NPP I&C systems can be characterized in different ways (e.g. safety category, physical architecture, function, design life cycle), a function based model enables the role of I&C technology in achieving plant operational and safety goals to be clearly seen. A high level view of I&C functions in an NPP focuses on plant wide system objectives and the means of achieving those objectives. Such a function based representation addresses the sensory, communications, monitoring, display, control and command systems interposed between the process (the reactor, heat transport, and energy conversion systems) and the plant personnel (operations and maintenance staff). Figure 1 illustrates the role of I&C systems within an NPP.

At a fundamental level, a system is a set of interconnected elements constituted according to a design to achieve a given objective of carrying out a specified function. As defined in IEC Standard 61513 [4], an I&C system is a “system, based on electrical and/or electronic and/or programmable electronic technology, performing I&C functions as well as service and monitoring functions related to the operation of the system itself”. The definition specifies that an I&C system “encompasses all elements of the system such as internal power supplies, sensors and other input devices, data highways and other communication paths, interfaces to actuators and other output devices”.

As is clear from the definitions, the role of an I&C system depends on the functions assigned to it and their importance to plant objectives.

The functionality of an I&C system describes the extent to which one or more functions are performed, and the nature of those functions. The functionality of a system depends on the range of functions provided, the capability to execute the functions in real time (or at the required time), and the flexibility to select and implement the necessary functions if and when they are required. A function refers to a “specific purpose or objective to be accomplished, that can be specified or described without reference to the physical means of achieving it” (see IAEA-TECDOC-1140 [5]). An I&C function is defined as a “function to control, operate and/or monitor a defined part of the process” [4]. Typical I&C functions include the following:

— Process interface functions;
— Logic and control functions to make decisions;
— Data processing functions required to achieve the system mission;
— Functions related to communications between modules or to other systems;
— Human interface functions;
— Interface functions to operate plant systems or alarms or to provide display information.
As noted, the targeted systems for which dependability assessment of software is addressed in this report are safety systems. A safety system is defined in the IAEA Safety Glossary [6] as: “A system important to safety, provided to ensure the safe shutdown of the reactor or the residual heat removal from the core, or to limit the consequences of anticipated operational occurrences and design basis accidents.”

In the context of NPP I&C systems, safety systems embody those high level functions identified in the listing of functions on the left side in Fig. 2. These safety systems have historically been implemented using analogue technology. However, these functions are more frequently being implemented using digital technology through modernization programmes at existing NPPs or within digital I&C architectures at new NPPs. Consequently, safety systems and their safety functions have been incorporated in programmable digital devices which rely on software instructions or programmable logic to accomplish a function. Examples of programmable digital devices include a computer, a programmable hardware device or a device with firmware. Systems using these devices are referred to as digital I&C systems.

With regard to the dependability of functions in a plant system context, software has both advantages and disadvantages. The disadvantages are related to possible design and implementation errors. Such errors are difficult if not impossible to rule out completely. Malicious attacks on software are also a concern. Advantages include the ability to provide extensive monitoring capabilities, allowing early error or failure detection (drifting sensors; failed sensors, actuators or other hardware components; incorrect system operational states; corrupted data; inconsistent human requests) and fault tolerance capabilities (management of component failures, data corruption and redundancy; support for algorithmic diversity).
DEFINITION OF THE TERM ‘SOFTWARE’

Software is defined by the International Organization for Standardization (ISO) in ISO/IEC 2382 [7] as “all or part of the programs, procedures, rules, and associated documentation of an information processing system”.

This definition includes executable software as well as related software, firmware and documentation (e.g. requirements, design, user manuals, etc.) and data.

Software in the scope of this report is composed mainly of a sequence of instructions executed on a central processing unit (CPU), the logical structure of massive parallel logic devices such as field programmable gate arrays (FPGAs) or programmable logic devices, as well as all combinations that may be implemented in an I&C system. The software also comprises all data determining the execution of calculations in the I&C system.

Documentation and the software of supporting equipment (e.g. development tools and other tools) are taken into account as far as they have an impact on the dependability of the software executed in the I&C system and as potential sources of evidence related to dependability attributes.

It should be emphasized that equipment with functionality that depends on FPGAs or similar integrated, programmable circuits are understood as ‘software based’ items. This approach is in line with IEC 62566 [8], which provides guidance for design, verification and validation, and application of hardware description language (HDL) programmed devices.

TYPES OF SOFTWARE

Software of interest to safety I&C systems can be classified according to the following taxonomy (see Fig. 3).

The first divide in the taxonomy is the on-line/off-line criterion. On-line software executes through I&C systems and has a direct effect on plant operation. Off-line software (e.g. software tools) executes through special

FIG. 2. Overview of NPP I&C functions. (Reproduced from IAEA NP-T-3.12 [3].)
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FIG. 3. Types of software for implementing NPP I&C functions.
purpose functional units of the I&C system or on systems not connected to the plant and has only an indirect effect on plant operation. Further taxonomic decomposition of off-line software is not within the scope of this publication.

On-line software can be further divided according to a type criterion, i.e. CPU code, HDL code and configuration data. Examples of configuration data include set points and gains for controls.

CPU code can be further divided into components with different roles: firmware (e.g. software of smart devices), system software (e.g. scheduler, input/output drivers, communication software, monitoring software, etc.), library functions and application software (performing functions specific to the plant).

HDL code can be subdivided into components of different types, often called blocks. Native blocks are intrinsic parts of the FPGA circuit. Intellectual property blocks are predeveloped blocks performing generic functions. Application blocks perform functions specific to the plant.

Components in CPU and HDL code can either be custom designed or predeveloped. Typically, firmware, system software, library functions, native blocks and intellectual property blocks are predeveloped. Configuration data, application software and application blocks are generally custom designed.

2.4. FAULTS AND FAILURES

It is important in dependability analyses to distinguish between faults and failures. A fault is defined as: a defect or “abnormal condition that may cause a reduction in, or loss of, the capability of a functional unit to perform a required function” (IEC 61508 [9]). IEC 61513 [4] defines a fault as a “defect in a hardware, software or system component”. The adoption of the general definition for fault leads to a software specific definition as an “incorrect step, process, or data definition in a computer program (called also software development/implementation error)” (ISO/IEC 25040 [10]).

A failure is defined as “termination of the ability of a product to perform a required function or its inability to perform within previously specified limits” (ISO/IEC 25000 [11]). A systematic failure is defined as failure related in a deterministic way to a certain cause, which can only be eliminated by a modification of the design or change in the manufacturing process, operational procedures, documentation or other relevant factors [9]. It is noted that ‘failure’ is an event, as distinguished from ‘fault’, which is a state.

IAEA Nuclear Energy Series No. NP-T-1.5 [12] states that a “failure is the result of the activation of a fault by a triggering event,” and defines a triggering mechanism as a “Specific event or operating condition that causes structures, systems or components to fail due to a latent fault.” The relationship between ‘fault’ and ‘failure’ is illustrated in Fig. 4. As illustrated, a fault is a defective state of the system or software that is caused by an error. In this publication, ‘error’ is used to represent a source of a fault. Errors are equated to mistakes (human errors) or deficiencies (design errors) and the coverage of fault sources is extended to include life cycle processes as well as actions or conditions. The primary concerns in the context of software dependability are latent or undetected faults that, when triggered or activated, result in a failure of the system or software. The effect of a failure can further propagate within the system or to interconnected or dependent systems.

Software failures are primarily systematic. Because they are associated with causes that were present when the software was introduced (latent faults), replication of the triggering conditions (a combination of inputs and the internal state of the software) will systematically create the same failure condition. However, sometimes the triggering conditions are random. This is the case, for example, when a software fault can be triggered by a random hardware fault.

![FIG. 4. Relationship between fault and failure.](image-url)
2.5. NATURE OF SOFTWARE FAILURES

Hardware is subject to random failure due to manufacturing defects, ageing, wear or environmental effects. Because of this characteristic, it is possible to use hardware component failure data, together with operational profile forecasts, to determine credible estimates of the probability of failure for hardware devices composed of multiple hardware components. Software is not subject to ageing effects, and if it were possible to write perfectly correct software, it would operate correctly indefinitely. However, experience has shown that software is susceptible to failure over time for several reasons:

1. The software works as required, but in specific conditions it does not function as expected owing to incorrect analysis during the requirements definition/capture phase.
2. The software works as required, but the operational environment has changed, e.g. owing to modifications in plant equipment or operator procedures.
3. The software was designed incorrectly, resulting in latent design errors which were not detected by verification and validation or confidence building measures performed prior to operational service; these errors result in failure during the operational life of the software.

In most cases, owing to its complexity, software cannot be proven to have been unaffected by any of these three mechanisms. Thus, there remains uncertainty regarding possible residual faults. This uncertainty increases concern for CCFs in systems that have common or similar software.

2.6. COMMON CAUSE FAILURE

The IAEA defines CCF as a “Failure of two or more structures, systems and components due to a single specific event or cause” [6]. In the comparable IEC definition, it is further noted that the:

“coincidental failure of two or more structures, systems or components is caused by any latent deficiency from design or manufacturing, from operation or maintenance errors, and which is triggered by any event induced by natural phenomenon, plant process operation or action caused by man or by any internal event in the I&C system” [13].

CCF is a class of dependent failures, and its probability cannot be expressed as the simple product of the unconditional probabilities of the individual failures. Common mode failure, which occurs when two or more systems or components fail in the same way, is considered to be a subset of CCF.

The potential for software related CCF, and its impact, must be understood in the context of the I&C system architecture, which IEC 61513 [4] defines as the “organizational structure of the I&C systems of the plant which are important to safety”. NPP safety systems are based on design principles that include high quality, integrity, reliability, independence and qualification. In addition to physical barriers and electrical isolation, separation and redundancy are generally applied as design measures to address the potential impact of a single failure of equipment and the propagation of failure effects. Consequently, shared components and non-essential interconnections are minimized within the architecture of the I&C.

Even with these design conventions, the potential for CCF vulnerability remains a concern. In response, analyses of diversity and defence in depth are conducted to assess the extent to which CCF mitigation should be incorporated as a contributing factor in satisfying safety requirements. Greater consideration of CCF mitigation strategies in digital I&C architectures results from the recognition that complex software within multiple digital systems may be subject to common systematic failures arising from concurrent activation of postulated latent faults.

The mechanisms resulting in software CCF involve potential sources of faults, triggering mechanisms and propagation of failure among systems or system components. A detailed technical discussion of these mechanisms is provided in an IAEA publication on CCFs in the digital I&C systems of NPPs [12]. In addition, the report discusses approaches to assess CCF vulnerability, I&C design measures to address CCF, and the rationale for a decision on what measures to employ for mitigation of CCF vulnerability.
Assessment of CCF vulnerability and determination of what strategies provide adequate CCF mitigation (i.e. what constitutes the necessary and sufficient combination of mitigation techniques) are generally subjective in nature. Assessment of software dependability, especially any quantitative measures, can serve to support conclusions about the resolution of CCF vulnerability.

2.7. DEPENDABILITY ATTRIBUTES

This section provides definitions for dependability and the various attributes deemed to influence dependability. These definitions are extracted from existing standards.

Dependability can be defined as a property: “the overall trustworthiness of a system; i.e. the extent to which reliance can justifiably be placed on this system. Reliability, availability and safety are attributes of dependability” [6].

Other relevant attributes include maintainability and security.

Dependability is initially a system concept, not a software concept. In this report, software dependability is defined as the extent to which reliance can justifiably be placed on software, in the framework of the system architecture or, more specifically, in the context of the system function.

The architecture defines the overall structure of the system, e.g. in terms of functional units (processing units, instrumentation, human system interfaces), communication links between functional units, characteristics of functional units and communication links, and distribution of processing (and software) among functional units. This reference to the system architecture is necessary, since software alone has no behaviour: important dependability attributes such as reliability and response times cannot be assessed on software only, independently of the architecture.

2.7.1. Safety

IAEA Safety Standards Series No. SF-1, Fundamental Safety Principles [14], defines safety as: “the protection of people and the environment against radiation risks, and the safety of facilities and activities that give rise to radiation risks.”

Some systems implement functions that maintain or enable safety, and the correctness of their software provides for safe operation. This contrasts with systems whose operation does not provide a safety function, but whose failure could cause a hazardous event.

2.7.2. Reliability

Reliability is defined as: “The probability that a system or component will meet its minimum performance requirements when called upon to do so” [6]. It may be specified under stated conditions and for a specified period of time. The stated conditions are typically embedded in an operational profile that characterizes the statistical usage of the system.

Here again, reliability is initially a system concept, not a software concept. In this report, software reliability is defined as the probability that software, in the framework of the system architecture, will meet its minimum performance requirements when called upon to do so.

2.7.3. Availability

Availability is a system concept. The definition used in this report is that of operational availability, which is defined as the probability that an item will operate satisfactorily at a given point in time when used in an actual or realistic operating and support environment. For on-demand systems, the definition can be reinterpreted as the probability that an item is in a specified operable and committable state at the start of a mission, when the mission is called for at an unknown (i.e. random) time.

This applies to any component level. The unavailability of a component may reduce the availability, reliability or safety of the overall system.
Another aspect of availability of interest to the dependability of safety I&C systems is how the use of software may affect (e.g. increase or decrease) the availability of the function of the system, such as in the case of software used to monitor safety equipment status or software used in smart sensors.

2.7.4. Maintainability

The maintainability property can include consideration of the software contribution to system maintainability and to the maintainability of the software itself. In the framework of this publication, system maintainability is mainly related to the ease with which the I&C system or component can be restored to an ‘as designed’ state after degradation has occurred, e.g. owing to random hardware failure mechanisms or human error.

Software maintainability is a property related to the “ease with which a software system or component can be modified to change or add capabilities, correct faults or defects, improve performance or other attributes, or adapt to a changed environment” [15].

Software maintainability is important in the context of the development process where faults must be located and fixed. It can also be helpful in the adaptation of the software to modified architectures.

2.7.5. Security

Computer security is the main focus of security in this report, but it needs to be assessed in the framework of the other security measures taken to prevent, detect, delay and respond to malicious acts as well as to mitigate the consequences of such acts. Computer security measures may be technical, physical or administrative, or a combination of these. A combination of measures should be chosen using a risk informed approach based on a graded approach and defence in depth to achieve adequate computer security. The IAEA Nuclear Security Series publications (e.g. Ref. [16]) contain more detailed guidance on implementing computer security at nuclear facilities.

Computer security should be considered from two aspects in software development. The first element is establishing and maintaining a protective environment for all phases of the software life cycle. Such measures are required to protect against directed attacks against the software, including during the development phase, and to protect against a non-benign cyber environment, e.g. random malware.

The second element is implementing secure coding. The development of software is complex and program errors are not uncommon. Some errors may introduce software vulnerabilities that can be exploited by cyberattack, such as by buffer overflow and structured query language (SQL) injection. Secure coding practices and associated software testing for exploitable vulnerabilities should be a requirement in the development of all software used for safety I&C systems at NPPs. Active verification methods for secure coding may include, for example, penetration testing and vulnerability assessment methodologies such as fuzzing.

2.8. DEPENDABILITY PROPERTIES

To assess the dependability of a system, the meaning of ‘system’ and ‘dependability’ require elaboration. The five dependability attributes listed in the preceding section provide a starting point for a precise definition of dependability.

This section presents a categorization of system features that is generally applicable to safety I&C systems of NPPs. Table 1 describes how these system features for dependability could be associated with dependability attributes. Note that the same feature may contribute to several attributes.

These features result in properties that are associated with the first four of the APs presented in Section 1.1. The rationale behind this association is that these principles specifically relate to the I&C system and its software, whereas the other principles relate to the dependability assessment itself.

In the following, the system features for dependability are organized according to three groupings: functional features (2.8.1–2.8.9), non-functional features (2.8.10), and features regarding operation and maintenance (O&M) procedures (2.8.11), which specify how the system will be operated and maintained and possibly how its development environment and documentation will be kept operational and current. In some cases, a dependability assessment will be concerned mainly with the I&C system itself and its software, based on assumptions made regarding the corresponding O&M procedures. In other cases (particularly when one also wants to assess whether
the dependability of the system and its software will be effective in the field and maintained over time), the O&M procedures are an intrinsic part of the assessment.

In this report, behavioural requirements include the functional requirements (what the system or software is required to do, and possibly, is required not to do) and the performance requirements (e.g. response times, accuracy).

2.8.1. I&C system behavioural requirements for on-line nominal operation

These are the functional and performance requirements for when the I&C system is on-line with the plant process and in fully nominal conditions. They should address the different plant states (including abnormal plant states) and operational goals (what the operators want to do with the plant at a given instant), including changing of the operational goal. They may be interdependent with some of the operational procedures.

For safety I&C systems, such requirements are usually associated with the safety attribute.

2.8.2. I&C system behavioural requirements for on-line downgraded operation

These are the functional and performance requirements for when the I&C system is on-line with the plant process and still operational, but suffers internal deviations from nominal behaviour owing to internal component failures or to intervention on some of its parts (e.g. periodic testing or maintenance). They should also address the different plant states and the possible operational and maintenance goals, and may be interdependent with some of the O&M procedures. They typically include the specification of fault tolerance and intervention tolerance requirements, and the specification of behaviour in the different downgraded situations.

For safety I&C systems, such requirements are usually associated with the safety, reliability or availability attributes.

<table>
<thead>
<tr>
<th>Systems features for dependability</th>
<th>Dependability attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>I&amp;C system behavioural requirements for on-line nominal operation</td>
<td>✓</td>
</tr>
<tr>
<td>I&amp;C system behavioural requirements for on-line downgraded operation</td>
<td>✓</td>
</tr>
<tr>
<td>I&amp;C system behavioural requirements for on-line failure states</td>
<td>✓</td>
</tr>
<tr>
<td>I&amp;C system probabilistic requirements</td>
<td>✓</td>
</tr>
<tr>
<td>I&amp;C system behavioural requirements for off-line I&amp;C system states</td>
<td>✓</td>
</tr>
<tr>
<td>Software behavioural requirements</td>
<td>✓</td>
</tr>
<tr>
<td>I&amp;C system behavioural requirements for computer security</td>
<td>✓</td>
</tr>
<tr>
<td>Software behavioural requirements supporting system reliability</td>
<td>✓</td>
</tr>
<tr>
<td>Software behavioural requirements supporting system availability and corrective maintenance</td>
<td>✓</td>
</tr>
<tr>
<td>Software design constraints</td>
<td>✓</td>
</tr>
<tr>
<td>Operational and maintenance procedures for the I&amp;C system</td>
<td>✓</td>
</tr>
</tbody>
</table>

TABLE 1. TYPICAL ASSOCIATION BETWEEN SYSTEM FEATURES AND DEPENDABILITY ATTRIBUTES
2.8.3. I&C system behavioural requirements for on-line failure states

These are the functional and performance requirements for when failures prevent the on-line I&C system from accomplishing its missions. These requirements usually aim at ensuring that the system sets into predefined, presumably safe, failure modes and that operators are informed as appropriate.

For safety I&C systems, such requirements are usually associated with the safety attribute.

2.8.4. I&C system probabilistic requirements

These specify quantitative probabilistic limits on the failure rates of some or all of the safety I&C functions, and/or the occurrence rates of some or all of the failure states. Such limits can provide:

— An interface to probabilistic risk assessment (PRA) and PRA based sensitivity studies;
— Insights into the relative importance of different functions and components;
— Analysis to support the evolution of the I&C system design, e.g. in terms of defence in depth.

As with the use of quantified probabilities, the lessons learned and insights gained in producing the values can be as important as the values themselves.

For safety I&C systems, probabilistic requirements are usually associated with the safety attribute, but could be associated with the reliability or availability attributes.

2.8.5. I&C system behavioural requirements for off-line I&C system states

These are the functional and performance requirements for when the I&C system is not on-line with the plant process (e.g. during I&C system configuration, commissioning, initialization, testing before operation, etc.). They are usually associated with the reliability, availability, maintainability or security attributes.

2.8.6. Software behavioural requirements

These are the functional and performance requirements for the software of each on-line functional unit of the I&C system. Some of them result from the allocation of the I&C system behavioural requirements to the functional units. Others derive from the architectural design of the I&C system, which is most often distributed and redundant, and may comprise units of different importance to safety (safety, safety related and non-safety). Also, some requirements which support particular O&M procedures may need to take into consideration the different possible internal states of the I&C system, including errors and failures.

The software behavioural requirements could be associated with any of the dependability attributes.

2.8.7. I&C system behavioural requirements for computer security

These are I&C system requirements that complement the physical security measures taken at the level of the plant, and the software constraints for computer security, to ensure that the I&C system is adequately protected against malicious attacks. When determining these requirements, one should ensure that they will not adversely affect the correct performance of safety functions.

2.8.8. Software behavioural requirements supporting system reliability

Such requirements aim at ensuring that the I&C system does not accumulate random hardware faults such that fault tolerance mechanisms would be defeated. They typically include requirements for self-monitoring and support for periodic testing. When determining these requirements, one should ensure that they will not adversely affect the correct performance of safety functions.
2.8.9. Software behavioural requirements supporting system availability and corrective maintenance

Such requirements aim at ensuring that the I&C system can be returned to normal on-line service as quickly as possible after an unplanned system outage. When determining these requirements, one should ensure that they will not adversely affect the correct performance of safety functions. However, they typically do not concern the on-line Class 1 software, to avoid unnecessary complexity.

2.8.10. Software design constraints

Such requirements specify non-functional design constraints. They may aim at software reliability (e.g. through fault avoidance and fault detection), software maintainability (e.g. through documentation) and computer security. They are often expressed as requirements to comply with specific standards, but system specific design constraints may also be specified. Standards such as IEC 60880 [17] and IEEE 7-4.3.2 [18] embody the lessons learned from past experience, and provide sets of requirements that are generally recognized as being appropriate for software reliability and maintainability. There may be emerging design constraints associated with computer security, but detailed international standards are still under development.

2.8.11. Operation and maintenance procedures for the I&C system

System dependability also depends on how the I&C system is operated and maintained. Therefore, the O&M procedures for the system need to be considered, either as assumptions or as an integral part of the assessment.

3. ASSESSMENT FRAMEWORK

This section describes an assessment framework that supports the implementation of the principles defined in Section 1.1, in the context and with the concepts presented in Section 2. It uses material from Refs [19, 20]. The section begins with a description of an overall strategy to guide the assessment that considers the behaviour of the system along with its interactions, vulnerabilities and compliance with rules and standards. Then, it introduces the concepts of CAE and how these might be used to develop and communicate the assessment. Next, guidance on a high level process for deploying the framework is provided. For each part of the framework, the underlying concepts are discussed along with how they relate to the assessment principle. Guidance is provided on generic application and some more specific illustrations are found in Annex IV. The section concludes with a summary of how the framework helps implement the APs.

3.1. THE STRATEGY TRIANGLE

3.1.1. Overall strategy

This report is concerned with the assessment of dependability, which at its core involves presenting evidence about system behaviour to support claims about dependability properties. A systematic evaluation of potential weaknesses and vulnerabilities in the system is also a key activity of the dependability assessment. Compliance with standards is another important aspect in defining design constraints (see Section 2.8) that need to be adhered to and that have a very significant role in the licensing of the system. The overall approach is therefore described as property based, vulnerability aware and standards informed, and is illustrated by the strategy triangle shown in Fig. 5.
3.1.2. Property based approach

A property based approach focuses directly on the behaviour of, and constraints on, the system or software being assessed, while exploring claims about the satisfaction of the safety requirements and the mitigation of the hazards to the system. Such an approach aims at providing a direct justification for claims about specific features of the system or software. In the context of safety I&C systems, these claims relate to the first four APs:

— AP1: System and software requirements are adequately defined, valid and reviewable such that it can be confirmed that they collectively address the necessary functional and non-functional properties.
— AP2: An effective understanding of the role of the safety I&C system is demonstrated, including its direct and possible indirect roles, and also its role in supporting safe operation.
— AP3: The intended and unintended behaviour of the system is adequately taken into account, including adverse unintended consequences under conditions of failure.
— AP4: The implementation of the requirements is adequate.

3.1.3. Vulnerability based approach

An important part of these principles is to incorporate lessons learned and to address the unintended and intended behaviour of the system.

Vulnerabilities are weaknesses in a system that could be detrimental to dependability (e.g. if division by zero is not caught by error handling) but are not strictly faults. Vulnerabilities can be at different levels of abstraction (e.g. at the architecture level: lack of diversity) or within the details of coding (e.g. buffer overflow).

There are several methods and techniques that can be employed to perform a vulnerability analysis for a component or a system. At a component level, these approaches aim to identify both generic failure modes and their causes, or to provide evidence of their absence. At a system level, the device failure modes are considered in terms of the system/application vulnerabilities, and whether the mitigation steps are adequate.

Lessons learned from internal and external sources need to be incorporated into the vulnerability assessment. Lessons learned can be applied directly (e.g. from knowledge of previous problem areas in real time software) and also derived from information on the lack of compliance with design constraints (e.g. non-conformity with standards can be a vulnerability). Searching for vulnerabilities can help confirm that the implementation steps are adequate (e.g. absence of certain classes of defects) and can be a major part of implementing an active challenge to the dependability assessment.
The vulnerability part of the strategy supports the following APs:

— AP3: The intended and unintended behaviour of the system is adequately taken into account, including adverse unintended consequences under conditions of failure.
— AP4: The implementation of the requirements is adequate.
— AP5: Active challenge to the dependability assessment is part of decision making throughout the organization.
— AP8: Lessons learned are incorporated in the target system being assessed and in the assessment process itself.

3.1.4. Compliance with standards

An important part of AP8 (lessons learned) involves recognizing the experience of others and complying with the consensus defined by appropriate standards. This leads to the third part of the assessment triangle. Compliance with standards is an important part of the dependability assessment and, as this report addresses the software of safety systems, adequate compliance with standards will need to be demonstrated as part of the overall licensing or approvals process.

In the dependability assessment:

— Existing standards serve as the basis for the derivation of requirements (see Section 2) and lead to specific system and software requirements (design constraints).
— Non-compliance with standards is a potential dependability vulnerability and as such should be assessed for the impact it has on the behaviour properties (see the vulnerability part of strategy).
— Demonstrating compliance with standards can provide evidence of appropriate behaviour and design and should be used in the dependability assessment when it is available (supporting AP7).
— Standards are the basis for a systematic engineering process which provides for the disciplined production of documentation and evidence that is trustworthy (supporting AP7).

3.2. CLAIMS, ARGUMENTS, EVIDENCE

Over the past ten years there has been a trend towards an explicit claims based approach to safety assessment and assurance and considerable work has been done on the structuring of safety arguments [19–24]. The approach described here is based on a CAE approach [19–21]. CAE is now explicitly used in the generic design assessment for the new reactor construction programme in the United Kingdom, and it is also recommended, if structured justifications are being undertaken, by the “Common position of international nuclear regulators and authorised technical support organisations” [25].

There is considerable standardization work on structured cases and CAE in a number of sectors. Of particular relevance are the IEC/ISO standard that provides a definition of the CAE concept (ISO/IEC 15026-2:2011, Systems and Software Assurance: Assurance Case [26]) and the work of the Object Management Group (OMG) in defining interface standards [27].

The key elements of the CAE approach are:

— Claims, which are assertions put forward for general acceptance. These are typically statements about a property of the system or some subsystem. Claims that are asserted as true without justification become assumptions and claims supporting an argument are called subclaims.
— Arguments, which link the evidence to the claim. These are the “statements indicating the general ways of arguing being applied in a particular case and implicitly relied on and whose trustworthiness is well established” [28], together with the validation for the scientific and engineering laws used. In an engineering context, arguments should be explicit.
— Evidence, which is used as the basis of the justification of the claim. Sources of evidence may include the design, the development process, prior field experience, testing (including statistical testing), source code analysis or formal analysis.
To support the use of CAE, a graphical notation is used to describe the interrelationship of the CAE. The basic graphical elements of CAE are shown in Fig. 6.

In practice, the desired top level claims are not directly supported or refuted by evidence. Therefore, it is necessary to develop subclaims until the final nodes of the assessment can be directly supported (or refuted) with evidence.

Research supported by an empirical analysis of actual safety cases has identified a number of basic building blocks (CAE blocks [29, 30]) that are useful for expressing the assessment. These are:

— Concretion blocks;
— Substitution blocks;
— Decomposition blocks;
— Calculation blocks;
— Evidence incorporation blocks.

3.2.1. Concretion blocks

This block is used when a claim needs to be given a more precise definition or interpretation. This is often the case of top level claims, which generally need to be expressed in more measurable, less abstract, terms. For example, a claim on a system’s dependability can use a concretion block to introduce subclaims for each of the dependability attributes. Although this kind of block is necessary, it needs to be clearly identified since it breaks the reasoning in the claim tree.

3.2.2. Substitution blocks

Another common type of claim expansion involves transforming a claim about an object (or property) into a claim about an equivalent object (or property), which can be viewed as a form of substitution.

For example, one might claim that the designed system has a certain property, and therefore the production system has this property too, assuming that the production system is equivalent in some clearly defined way to the designed one.

Another example would be the substitution of an executable software code with a source code, as long as the translation of the source code into executable software does not introduce effects that would invalidate the argument built on the source code.
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**FIG. 6.** Basic graphical elements of CAE.
3.2.3. **Decomposition blocks**

This block is concerned with structure. Many claim decompositions are about partitioning some aspect of the claim, for example, according to the functions of the system, the architecture, the properties being considered or with respect to some sequence such as life cycle phases or modes of operation.

For example, to make a claim about a property of an object, one can investigate whether the object has this property by evaluating its components. To do this, one needs to be clear regarding the decomposition of the object into components, which properties need to be claimed for these components and how these component properties combine to ensure the claimed object property.

3.2.4. **Calculation blocks**

This block is used to claim that the value of a property of a system can be computed from the values of related properties of other objects (e.g. its subsystems). One application of the block is to provide a quantitative argument when the value of one property can be calculated from the values of other specific properties.

For example, the availability of a system can be calculated from its reliability and its failure recovery time. As another example, the average time of data retrieval from a database can be calculated from the probability that the data are in the cache and the time of data retrieval if they are not in the cache.

3.2.5. **Evidence incorporation blocks**

This block is used at the edge of the CAE structure to incorporate evidence into the assessment. It is used to demonstrate that a subclaim is directly satisfied by its supporting evidence.

Figure 7 illustrates how a top level claim first needs to be made more precise (using a concretion block). The resulting claim, claim \((X)\) cannot be directly shown by evidence, so an argument is made that it can be split into two subclaims (using a substitution, decomposition or calculation block). One of these subclaims, claim \((A)\) can be directly supported by evidence and the results needed for this can be identified.

It is important to note that structures such as those shown in Fig. 7 illustrate the outline of the assessment being made, but in addition, there will be important narratives and analyses explaining and detailing the claims and arguments being made. A narrative is an essential part of the assessment.

In practice, some of the basic blocks might be merged together into composite blocks. In such situations, expanding the structure further into a more detailed assessment could help in understanding the underlying logic and determining which basic blocks have been applied.

The block definitions relate to an object, such as a system. It may sometimes be desirable to make the environment and configuration explicit, but otherwise keeping them implicit may make the assessment easier to read. When a claim is made, confidence is implicit that it is true. If the desire is to make it explicit, each property could have a confidence value, resulting in the need for a calculus for devising and propagating these confidence values.

3.3. **DETERMINING DEPENDABILITY CLAIMS**

The identification of the top level claims for software dependability is dependent on the scope of the assessment. In some cases, the object of the assessment is the software of individual functional units. In other cases, the scope is wider and the object of the assessment is the software of a complete distributed system composed of multiple, interconnected functional units, taking system requirements as a given. In yet other cases, the object of the assessment also includes confidence in the adequacy of the system requirements. The object of the assessment could also cover the software of multiple systems, addressing issues such as diversity. Each project may decide on the scope of assessment based on its specific circumstances.

Normally, claims would be closely related to requirements. However, as the number of requirements could be very high, it is usually preferable to organize the assessment on a limited number of top level claims that are the most important for dependability. In practice, top level claims would also address a number of related requirements. The identification of such top level claims could be based on the main dependability attributes listed
in Section 2.7 and the features and properties identified in Section 2.8. Additional top level claims could also address the pillars of the strategy triangle (see Fig. 5) that are not already covered by addressing the dependability attributes (e.g. compliance to standards or rules).

A subset of top level claims could include the following conditions:

— **Reliability functional suitability.** The requirements specification for the object of the assessment is adequate.
— **Reliability functionality.** The object of the assessment implements its functional requirements (including timing and accuracy requirements).
— **Reliability functionality.** The probability of failure on demand (PFD) of the object of the assessment is less than X (similar claims could be made regarding spurious actuations and probabilities of software CCFs).
— **Safety robustness.** The object of the assessment has adequate protection against the specified failures.
— **Safety robustness.** Failures of subset A of the object of the assessment will not spread to subset B.
— **Safety fail safe.** In the case of a detected failure, the object of the assessment will behave as specified.
— **Rule compliance.** The object of the assessment complies with the applicable standards.
— **Vulnerability assessment.** The object of the assessment does not contain intrinsic software faults (that can be recognized independently of functional requirements, such as division by zero).

3.4. DEPLOYING THE FRAMEWORK

This section provides guidance on the deployment of the assessment framework.

There are many examples of delays to I&C projects that can be attributed in part to the lack of clarity or technical inadequacy of the assessment process. The design of the dependability assessment is a significant project activity. Constructing the assessment — that is, developing the claims and arguments and identifying the nature of the evidence to be provided — is relatively inexpensive compared with design changes that have to be made later if the assessment approach is flawed. It is also relatively inexpensive compared with the production of the detailed evidence. Indeed, designing and securing agreement on the assessment strategy can be seen as a form of requirements analysis with a similar return on investment for getting it right early in the project.

This section defines four phases in the assessment: mobilization, definition of the assessment strategy, performance of the assessment and maintenance of the assessment. These can be mapped to different parts of the I&C system life cycle, for example:

— For a new item, the assessment phases can closely follow the system or software life cycle, i.e. the assessment strategy is dealt with in the requirements phase, the performance of the assessment during the implementation phase, etc.
— For a predeveloped item, the assessment might be part of a suitability analysis. In this case, the four phases of the assessment are done within this single activity.

In practice, I&C systems will involve a mixture of predeveloped, configured and custom made software, and the assessment phases should be mapped and integrated to the project life cycle. The assessment approach proposed here is life cycle independent and can be configured to address the heterogeneous nature of I&C systems. The phases are defined in more detail in Section 3.4.1.

The progressive development of the evaluation described in the assessment phases is essential for dealing with the scale and complexity of projects. Another approach for dealing with scale comes from using layers of assurance that deal with different abstraction levels. For most projects, there are at least three layers of assurance addressing requirements, architecture, and implementation (Section 3.4.2 provides some details). The assurance layers can either be developed in a top down manner closely linked to the life cycle phases or, as is more likely, developed according to the specific needs of a project. For example, in dealing with predeveloped items, implementation evidence may be available at an early stage and help shape the selection and architecture of the system and the assessment.

3.4.1. A phased approach

The production of the assessment should be phased and systematic. It should be undertaken within a safety or quality management system that ensures that the roles and responsibilities for the assessment are defined and that engineering processes are defined that lead to the orderly execution of the assessment [2]. Apart from the usual project initiation that ensures resource availability, clarifies requirements and identifies training requirements and project risks, there are four main assessment phases (introduced in the previous section): mobilization, definition of the assessment strategy, performance of the assessment and maintenance of the assessment.

These four phases can be developed into tasks and work packages and mapped to specific project and evaluation engineering life cycles. It may be useful to consider interim delivery of assessment findings within Phase 3. In addition, the evaluation of prototypes and existing components or systems that are similar to the proposed system may be used to manage the risk in both the assessment process and the findings.
3.4.1.1. Phase 1: Mobilization

In this phase, the scope and context of the assessment is established and preparatory information and resource gathering undertaken. In particular, AP6, “The objectives of the users of the assessment are identified such that the structure and presentation of the assessment account for their needs” is addressed.

Establishing the system and the assessment context and scope involves:

(1) Identifying the system to be assessed, its safety role and its relationship with other systems and the environment and stakeholders.
(2) Identifying the types of decision being supported by the assessment and the expectations and roles of the different stakeholders in making the decisions.
(3) Identifying the initial high level dependability claims that need to be addressed.
(4) Establishing the scope of and motivation for the assessment, and establishing the stakeholders’ expectations and responsibilities, as well as how communication with them can be effective. An element of the scope is the expected longevity of the assessment.

Configuring and preparing for the assessment includes:

(a) Identifying any existing analyses (e.g. safety justifications, business continuity assessments) that provide details of the system, the impact of failures, and the mitigations that are in place.
(b) Identifying CAE or other assessment templates that may be appropriate.
(c) Identifying sources of operating experience and licensing experience.
(d) Identifying information on vulnerabilities of products and previous issues with the licensing approach. Examples of generic vulnerabilities are provided in Annex III.
(e) Characterizing the maturity of the systems or project and the key uncertainties.
(f) Identifying the communication needs for the different stakeholders, e.g. the technical focus or the level of detail required.
(g) Defining the set of assessment documents to be produced.

3.4.1.2. Phase 2: Definition of the assessment strategy

The next phase involves development of an assessment strategy. At this stage, a preliminary CAE structure is produced that defines the claims and the arguments to be used and identifies the evidence needed. This involves:

(a) Defining the top level claims for the assessment, and expanding and clarifying the initial claims (see Sections 2.8 and 3.3).
(b) Exploring and brainstorming to produce a preliminary claim–argument structure and an initial identification of analysis techniques and evidence. This would progress from high level attributes and properties to precise dependability claims. The assessment might be developed with CAE blocks informally or it may employ existing templates or examples.
(c) Reviewing the claim–argument–evidence at the edges of the overall CAE structure, and considering whether it is feasible for the evidence and arguments proposed to demonstrate the claims with sufficient confidence and consider alternative strategies. Identifying areas open to challenge and uncertainty. Developing options for changes to requirements if assurance strategies are shown not to be appropriate.
(d) Interacting with the engineering life cycle, particularly the requirements and architecture phases. Examples of issues are:
   — Considering trade offs between a more complex architecture and ease of assessment, e.g. extra diversity so that the assessment of subsystem reliability is less onerous;
   — Simplifying the diversity argument by using technological diversity;
   — Choosing a deterministic platform to make it easier to substantiate certain claims;
   — Using a system or platforms that support formal verification approaches to support certain types of argument.
(e) Conducting a preliminary analysis of information on vulnerabilities of the system components.
Conducting a preliminary analysis of previous assessments and an appraisal of which CAE might be reused.

Developing a more detailed and precise CAE structure with completed documentation that justifies the structure and identifies any additional assessment that is required, e.g. completing the side claims associated with CAE blocks.

Defining the detailed evidence and supporting analyses that are required. Revisiting the relationship to the engineering life cycle and the scheduling of evidence production.

3.4.1.3. Phase 3: Performance of the assessment

At this stage, the assessment strategy should be stable and the assessment is completed by the incorporation of evidence which may either support or rebut the claims being made. This phase includes:

(a) Detailed analysis and evidence production activities, and linking these to the assessment strategy;
(b) Incorporating results and evidence into the assessment;
(c) Adjusting the assessment in the light of results.

3.4.1.4. Phase 4: Maintenance of the assessment

In this phase, the assessment is maintained. It directly addresses the first sentence of AP9: “Any changes in the target system or conditions of use/maintenance that would invalidate the assessment are detected and addressed”. The changes that need to be considered include:

(a) Changes to the system (e.g. from maintenance or upgrade of components);
(b) Changes to assumptions (e.g. dependencies on other systems that might themselves change);
(c) New evidence becoming available (e.g. impact of new analyses, new field data, new vulnerabilities discovered);
(d) New analysis becoming available (e.g. a new type of analysis, a more capable tool set);
(e) Changes to the environment (e.g. computer and general security threat assumptions, assumptions on hazards, changes to use of the system);
(f) The trustworthiness of the assessment becomes undermined (e.g. changes to computer and general security threat assumptions, fraud).

Anticipating the potential for changes to the system and their impact on the assessment, the development of an assessment strategy (Section 3.4.1.2) needs to account for maintainability of the assessment itself.

Although computer security is generally excluded from this report, there are a number of areas where it is essential. The impact on dependability of designs for updating the systems, the obsolescence of controls, and the trustworthiness of the supply chain should be addressed.

3.4.2. Layers of assurance

The progressive development of the evaluation described above is essential for dealing with the scale and complexity of projects. Another important approach for dealing with scale comes from using layers of assurance that deal with different abstraction levels [31]. For most projects, there are at least three layers of assurance:

— L0: Policy and requirements. The highest level of abstraction, where the many different types of system requirements and interdependencies are analysed.
— L1: Architectural layer. The intermediate level where the abstract system components and architecture are analysed.
— L2: Implementation layer. The detailed level where the implementation of specific components and their integration within the specific system architecture are scrutinized.

Nuclear I&C projects can benefit from a more detailed set of layers, as shown in Fig. 8.
The figure illustrates a typical example of hierarchical systems, and how claims (shown in red) made at one level are related to upper or lower levels:

— The top level system is the plant itself. Many plant level considerations affect what is required of the safety I&C system, such as the plant safety analysis (which identifies the hazards that could affect the plant and that need to be prevented, minimized or mitigated), the plant operation plan (which specifies the main steps and procedures by which the plant is commissioned, operated and maintained in operational conditions) and the overall plant design (which identifies the main functions that need to be performed, and the main systems that will implement them). Note that this list of plant level considerations is not exhaustive and is likely to include other considerations not mentioned here.

— One of the systems identified by the overall plant design is the safety I&C system under consideration. A key item for that system is its system requirements specification. The term ‘requirements’ mainly designates those requirements that are of particular importance to system dependability. They address topics such as operational modes, functions to be implemented in each mode, response times, accuracy, interfaces (with other systems or with human operators), self-monitoring, fault tolerance, acceptable/unacceptable failure modes, acceptable failure rates, assumptions made, etc.

— The system is itself composed of multiple functional units (controllers, communication links, instrumentation, etc.) as determined by the I&C system architecture. The architecture allocates the I&C system requirements to the units, specifies the interactions between the units and specifies the requirements for each unit.

— Some of the units are digital (e.g. digital controllers, smart instruments, data communication units) and are a combination of hardware and software (more generally, logic). The design for such a unit allocates the subsystem requirements to hardware and software, specifies their interactions and specifies in particular the software requirements.
In projects that follow a waterfall life cycle model, the layers are closely related to the phases of the project. More usually an I&C system will consist of both project specific developments (such as the application logic in a protection system) and already developed and deployed platforms, smart devices and interfaces that may be non-nuclear in origin.

3.4.3. Mapping properties, techniques and evidence

Section 4 describes the wide variety of techniques for generating evidence relevant to dependability, including operational experience, compliance with standards, functional validation, software analysis techniques, validation, testing and review, all of which may be used to support dependability claims.

To develop a particular assessment, the property will need elaboration and concretion and the claim that might be directly inferred from the technique will need to be carefully defined. The stages of argumentation needed to bridge the gap should be defined as part of the assessment strategy (see Phase 2). Annex V provides a table mapping generic property types to the techniques, and Section 4 provides some examples of claims that the techniques might address.

The analysis techniques will have many assumptions and caveats associated with them, and it is important that these be captured within the assessment. For example, a prover might provide the answer ‘TRUE’ or a fault tree analysis (FTA) may provide a numerical result. However, these results alone would be insufficient and unconvincing without further elaboration of their basis.

There are other engineering issues that need to be addressed in deploying the techniques. In designing the assessment approach, the evidence actually provided by the techniques needs to be carefully identified. Often, tools and test beds are needed to deploy the techniques, and the direct evidence is often of the form ‘software in test bed passed all results’. A detailed argument therefore needs to be developed about the dependability of the test bed, the process of sentencing the results, and the extrapolation from the system and configuration that is being tested to the actual deployed system.

3.5. BUILDING CONFIDENCE IN THE ASSESSMENT

The confidence in the assessment, and its constituent parts, comes from a process of elaboration, challenge, update and consensus. This cycle of challenge and review can result in the assessment being modified and typically involves a range of different stakeholders. The allocation of responsibilities is specific to a Member State’s regulatory approach or the structure of a specific project. However, challenge and review is facilitated by layers of independent oversight embedded in the engineering processes.

AP5 stipulates that “Active challenge to the dependability assessment is part of decision making throughout the organization”. Challenge and review should be an element of the engineering processes that support product development and assessment. As the assessment is developed, the ways in which it has been reviewed and adapted should be documented (see Section 4).

The approach recommended in this report addresses AP5 by:

— Adopting the ‘strategy triangle’ approach, which explicitly includes vulnerabilities as part of the assessment framework that can be the basis for challenges. Annex III provides examples of possible vulnerabilities based on industry experience of I&C applications and platforms.
— The use of CAE blocks, which provides generic questions to address, and hence a source of challenge and confidence building for the overall CAE structure.
— Drawing on nuclear industry licensing and project experience (see Section 5, Annex II and Annex III).

In building confidence in the assessment process, it may be appropriate to assess the assessment process itself. Safety analysis techniques can be applied to the process of dependability assessment itself. There are a number of different hazards, but there are two basic failure modes to be avoided:

(1) Accepting an unsafe system;
(2) Rejecting a safe system.
The second class of failures can escalate to the first class of failures by leading to a loss of focus and diversion of resources. In a risk adverse industry, most problems with the assessment process manifest themselves as delays in licensing or even rejection of systems or components (type 2 failures) rather than as type 1 failures.

Assessments currently express confidence implicitly in that when a claim is made that ‘this system is reliable’, what is really meant is that ‘I am confident that this system is reliable’. This follows from the definition of a claim: a claim is not a goal or a requirement but a statement about something that has been achieved. The uncertainties in the dependability assessment concern both aleatory and epistemic aspects [32] (see Table 2).

When an assessment is reviewed and challenged, it is normally the epistemic aspects that are being addressed. (There is a large body of literature for non-computer safety cases. See, for example, Ref. [33].) When questioning how confident a claim needs to be and whether a certain level of confidence is justified, it may be helpful to express that confidence in the claim explicitly or even quantitatively. However, this is still very much a research topic [32, 34–36], although for software reliability there are some approaches discussed in Annex I.

TABLE 2. ALEATORY AND EPISTEMIC UNCERTAINTIES

<table>
<thead>
<tr>
<th>Aleatory</th>
<th>Epistemic</th>
</tr>
</thead>
<tbody>
<tr>
<td>The use of probabilities to characterize software dependability is sometimes still challenged. People say: software failures are systematic — if it fails in certain circumstances, it will always fail when those circumstances are repeated — so what is the role of probability? The answer, of course, is that there is uncertainty about which inputs (of those not yet executed) will cause failure, and about when these will be executed, thereby causing failure. The failures that occur when software executes form a stochastic process. The uncertainty associated with this process is aleatory, i.e. it is ‘uncertainty in the world’ and is irreducible.</td>
<td>There is also epistemic uncertainty concerning the models and reasoning that are used to estimate and predict reliability. For example, in operational testing, there may be uncertainty about the correctness of the test oracle, and about the representativeness (with respect to real life operation) of the test case selections. Epistemic uncertainty is in principle reducible, e.g. by collecting more and better evidence concerning the subject of the uncertainty.</td>
</tr>
</tbody>
</table>

The evaluation of the assessment needs to be rigorous and independent enough to avoid expert and institutional overconfidence. Overconfidence — underestimating the uncertainty surrounding one’s judgements — has been long reported as common in engineering experts and even in scientists such as physicists. Henrion and Fischhoff [37] investigated the accuracy of the judgements of physicists about the values of physical constants such as the speed of light, charge on the electron and others. They found that individual teams involved in measuring these constants (over a period of about a century) were too optimistic about the errors in their measurements. More interestingly, the physics community, in periodically arriving at a scientific consensus about the values of the constants (using results from many experiments), consistently underestimated the errors. Lin and Bier summarized results from experts in many engineering problems, reporting high (and highly variable) degrees of overconfidence [38]. These various results from areas where rigorous, measurement based practice is the norm suggest that similar overconfidence should be expected in software engineering, where such a practice is far from established. Heuristics and biases that have been popularized in Refs [39, 40] point specifically to the need to address confirmation bias in safety cases. Overconfidence can work in both directions: it can lead to rejection of valid evaluations if the assessor is overconfident in rejecting systems and the acceptance of invalid ones if the assessor is overconfident in their dependability. Both have safety and cost implications.

In safety analysis, the focus on hazards and generally undesirable events happening can reduce overconfidence. More specifically, the principles of the assessment framework address possible cognitive and organizational biases and support review by:

— Including active challenge to the dependability assessment as a basic assessment principle (AP5);
— Including rebuttal and monitoring for assumption changes as a basic assessment principle (AP9);
— Recommending that the assessment be embedded in a systematic engineering process (supporting AP5 and AP7);
— Including a strategy triangle that explicitly includes vulnerabilities as part of the assessment framework (principle AP8);
— Using CAE and CAE blocks to provide justifications that can be more readily challenged and can avoid certain reasoning fallacies by the nature of their construction (principle AP7, and supporting AP5 and AP8).

3.6. KEY POINTS

This section describes an assessment framework that implements the principles defined in Section 1.1 and the overall requirements defined in Section 2. It achieves this by establishing a strategy that considers dependability properties, vulnerabilities and standards. The strategy is implemented in a phased and progressive manner and guidance is provided on the activities within each phase. The need to address a range of stakeholders and their role in decision making and assessment is included. Active challenge is discussed and is embedded in the approach. Specific support is provided for challenge in the description of vulnerabilities and lessons learned from operation and licensing I&C systems.

The following sections describe how the framework addresses the APs.

AP1: System and software requirements are adequately defined, valid and reviewable such that it can be confirmed that they collectively address the necessary functional and non-functional properties.

Section 2 describes how the overall dependability attributes can be mapped into functional and non-functional properties. This will support the assessment of dependability in terms of the requirements for an I&C system.

The consideration of explicit properties is part of the framework strategy triangle. The dependability properties associated with this principle should be the basis for top level claims. Executing the phases of the assessment, described in Section 3.4.1, will demonstrate whether or not these claims are satisfied. In particular, in developing the assessment strategy (Section 3.4.1.2), ‘adequately’ should be explained and defined.

Specific techniques in Section 4 address functional validation analysis and demonstrating compliance with appropriate standards.

AP2: An effective understanding of the role of the safety I&C system is demonstrated, including its direct and possible indirect roles, and also its role in supporting safe operation.

Derivation of specific dependability properties (Section 2) and developing these into top level claims (Section 3.3) should demonstrate understanding.

Explaining in the assessment how or whether the dependability properties are satisfied should demonstrate understanding.

Also, the challenge and the response to challenge (Section 3.5) will test understanding.

AP3: The intended and unintended behaviour of the system is adequately taken into account, including adverse unintended consequences under conditions of failure.

Specific modelling and analysis techniques can explore possible unintended behaviour. Section 4 provides details on the sources of evidence. Some of these are more suited than others to unintended behaviour and complex interactions. Formal modelling such as that described in Section 4.3.1 provides methods for exhaustive searching for certain properties. Brainstorming and system analysis techniques are more open ended and support checks that models are appropriate as well as searches for unexpected behaviours and interdependencies. Examples are techniques such as those mentioned in Sections 4.3.4 and 4.3.5. Section 4.5.4 also explores these issues.

The analysis of generic vulnerabilities and the search for specific weaknesses support claims that unintended behaviour has been investigated.
AP4: The implementation of the requirements is adequate.

The dependability properties associated with this principle should be the basis for top level claims. Executing the phases of the assessment, as described in Section 3.4.1, demonstrates whether or not these claims are satisfied. In particular, in developing the assessment strategy (Section 3.4.1.2), ‘adequate’ should be explained and defined.

Many of the techniques in Section 4 may be used for generating evidence to support these claims.

AP5: Active challenge to the dependability assessment is part of decision making throughout the organization.

Challenging and building confidence in the assessment is addressed explicitly in Section 3.5. In particular, embedding the assessment in a systematic engineering process means that review is a natural part of the life cycle.

The guidance supporting AP3 on searching for unintended behaviour (e.g. via hazard oriented methods or vulnerability assessments) also supports active challenge.

AP6: The objectives of the users of the assessment are identified such that the structure and presentation of the assessment account for their needs.

As recommended in Section 3.4.1.1, the identification of stakeholders and their needs is part of the deployment process and initiated in the very first mobilization phase.

Specific approaches might be to map claims and evidence to the interests and roles of stakeholders, e.g. for operational issues. Some stakeholders may require different documentation of specific findings of the assessment written for their perspective.

AP7: The findings of the assessment are organized in a logical, coherent, traceable and accessible manner and are repeatable, with rigour commensurate with the degree of trust required of the system.

The CAE concepts presented in Section 3.2 provide a basis for organizing the assessment. The use of a specific CAE structure can aid communication. Repeatability is assisted by clarity in what is evidence and what claims it supports, and by the use of defined phases of assessment. Coherence and repeatability can be supported using templates.

AP8: Lessons learned are incorporated in the target system being assessed and in the assessment process itself.

This principle is addressed throughout the framework. Overall lessons learned are addressed explicitly in Sections 4.1 and 5. Standards are an important repository of experience and lessons learned and are discussed in Sections 3.1.4, 4.2.1 and 5.

Known vulnerabilities are addressed explicitly in the framework (Section 3.1.3 and Annex III).

In addition, monitoring for lessons learned is part of Phase 4 of the assessment process (Section 3.4.1.4). The use of operational experience as a source of evidence is discussed in Section 4.1.

AP9: Any changes in the target system or conditions of use/maintenance that would invalidate the assessment are detected and addressed. Fundamental assumptions underlying the assessment are identified.

Section 3.4.1.4 describes Phase 4 of the assessment to address this principle directly and provides examples of the changes that need to be considered. This principle suggests that maintainability of both the system and the assessment should be considered in the assessment strategy.
4. SOURCES OF EVIDENCE FOR THE ASSESSMENT

This section describes techniques of generating evidence for the various dependability claims, including operational experience, compliance with standards, functional validation, software analysis techniques, validation, testing and review. It should be noted that this section does not cover every available technique but does address many of those commonly employed. It should also be noted that the mention of a technique in this section does not imply endorsement. Lastly, although it is expected that a project will use some of the techniques mentioned (or equivalent ones), there is no implication that it needs to use all of them. For each technique, the section provides a brief description and then a non-exhaustive list of claims, sublaims and dependability attributes for which it could provide evidence.

Annex V provides a table summarizing techniques of generating evidence for the dependability properties discussed in this section. Individual subsections provide details for each of the techniques presented and describe their role in the assessment.

An assessment may reuse evidence that has been generated, for example, on previous projects or different versions of the product. The CAE framework should be used to justify the confidence in the evidence (e.g. assessing its provenance), and also to provide a clear chain of reasoning from the existing evidence to the claims being made in an assessment. When predeveloped safety grade digital I&C products/equipment have been used (i.e. ‘certified for safety’ platforms/products such as an IEC 61508 [9] safety integrity level (SIL) 3 certified safety programmable logic controller), a dependability assessment must still be performed and sufficient evidence must be made available (i.e. typically both from the design organization/original equipment manufacturer and the project). There may be pre-existing evidence in the form of generic certification reports or application specific qualification assessments. These may support the overall dependability assessment, but consideration should be given to defining the specific claims they support and how the evidence they provide substantiates these claims.

4.1. OPERATIONAL EXPERIENCE

Operational experience data should be analysed to identify events, if any exist, that could provide evidence of unsuccessful experience. The actions taken to correct the software and improve its development processes should also be analysed.

Evidence of successful operational experience may be used to support dependability claims for predeveloped software, but the credit that can be taken for this depends on the context. In particular, the experience cited as evidence must be shown to be relevant to the nuclear application under consideration. Such relevance depends on several factors:

— The objectives, criteria and procedures for collecting operating experience data should be identified and shown to correspond to the level of trustworthiness required by the assessment.
— The operational experience taken into consideration should correspond to similar applications and conditions of use.
— The facts in the operational experience taken into consideration should correspond to precisely identified versions of the predeveloped software. When this software is specific to, and embedded in, equipment, the facts should also correspond to precisely identified versions of the equipment in which it operates.
— When all or part of the experience corresponds to versions other than the one under consideration, the differences should be assessed, and the relevance should be justified.
— The volume of the experience (e.g. the number of units, the length of time in service, and for software acting on demand, the number of demands) must also be considered sufficient.

The trustworthiness of the experience could be established by an analysis of the procedures used for collecting the operational experience. In particular, one needs to make sure that claimed procedures were applied, that the failures (if any) were correctly detected, analysed and reported and that the corresponding software faults were successfully corrected. Consideration also needs to be given to the demand space that has been exercised in the operating experience and its relationship to the demand space for the application of interest. Specifically, fault handling routines for rare events/conditions may never have been exercised during historical usage of the software.
The relevant standards and guidelines that describe acceptance of operational experience include:


Examples of high level claims that could be supported by this technique include the following:

— Subsystem availability meets the specified goal under identified conditions with a known configuration. Quantitative claims of availability may be substantiated based on statistical data (safety, availability).
— Component reliability meets the specified goal under identified conditions. A successful operating history can provide assurance of reliability (safety, reliability).

4.2. COMPLIANCE AND QUALITY ASSURANCE

4.2.1. Standards and guidelines

Several standards and guideline publications give guidance on the specification, design, development, verification and validation of software for digital I&C systems for NPPs. These publications have been issued by a number of organizations, including the IAEA, IEC and IEEE, and reflect the knowledge, experience and consensus of subject matter experts. Providing evidence of compliance with relevant standards and guidelines can help establish assurance that the practices used to develop, verify and validate software promote aspects of dependability.

A system is typically regarded as compliant with a standard when it meets all of the requirements of the standard on a clause by clause basis. Any non-compliance will need to be justified as providing an acceptable alternative to the related clause in the standard [25].

With regard to evidence of compliance with standards and guidelines for safety software, Ref. [25] prescribes the following:

— Regulations, standards and guidelines used for safety demonstration should be identified.
— The applicability of the standards to be used should be justified, and any deviations from the standards should be evaluated and justified.
— Indication should be given when standards are to support specific claims or evidence.
— All supporting evidence should be subject to configuration management, change control and impact analysis.

Typical claims that can be supported by compliance with standards and guidelines are:

— Maintainability: Established life cycle standards and guidelines promote the maintainability of software as a key aspect.
— Reliability: Several standards and guidelines provide recommendations for the production of reliable software.
— Security: Standards and guidelines for software important to safety provide recommendations to establish computer security.

Examples of high level claims that could be supported by compliance with standards and guidelines are:

— A rigorous development process based on a well defined, established life cycle for the production of software has been applied (safety, reliability).
— Software design and documentation have technical features that promote software maintainability (maintainability).
— Adequate configuration management has been applied (maintainability).
— Application of measures to establish computer security (security).
4.2.2. Coding guides

A coding guide or a coding standard is a collection of guidelines for developers to follow when writing code. It helps ensure that the quality attributes of a software development activity are appropriate to the required level of dependability. The aim of individual coding rules may be to force developers to avoid problematic coding constructs, such as the use of pointers, unless their use is clearly justified. Another aim may be to encourage developers to write clearly comprehensible code that increases the effectiveness of code verification and code maintenance processes. One possible means to this (among others) is compliance with particular software metrics (for more information on software metrics, see Refs [41–50]). In some cases, such as with HDL, coding guidelines may be specific to a particular manufacturer’s hardware or platform.

Coding guides and standards contribute to software dependability. They are a supportive technique to promote proven and widely accepted coding practices to improve the quality and clarity of the code and these code characteristics are associated with software dependability.

Typical claims that can be supported by coding guides are:

— Maintainability. One of the main reasons for using coding guides and standards is generally to improve maintainability of the code.
— Reliability. A subset of the coding rules may represent best engineering practices to avoid common coding errors. However, even strict adherence to such rules cannot guarantee that errors can be eliminated.
— Security. Certain coding standards may aim at addressing aspects of this dependability attribute.

Examples of coding standards and guides include:

— Guidelines for the Use of the C Language in Critical Systems [51];
— Guidelines for the Use of the C++ Language in Critical Systems [52];
— CERT C Coding Standard, 2nd edition [53];
— HDL Coding Practices to Accelerate Design Performance [54];
— Actel HDL Coding Style Guide [55];
— Individual coding guidelines of software developers.

Examples of high level claims that could be supported by compliance to coding guides include:

— The code has technical features that facilitate software maintenance (maintainability).
— The code has technical features that facilitate software verification (safety, reliability).
— The code has technical features that eliminate or minimize certain vulnerabilities (security).

4.2.3. Audits

Audits are a means of providing evidence to support claims regarding the compliance of software life cycle activities with defined process requirements. Effective audits have the following characteristics:

— Persons performing an audit have adequate independence from those individuals within the scope of the audit.
— The development or assessment processes/standards which the audit is performed against are clearly defined.
— A representative ‘deep slice’ sample of work is audited.
— Deficiencies against expected standards are recorded and corrective action is taken in a timely manner.

Where deficiencies reveal systematic shortfalls, it may be necessary to re-audit following the implementation of required corrective actions.

Typical aspects of a software development life cycle that may be audited include:

— Configuration control of design documentation;
— Configuration control of software;
— Compliance with coding standards;
— Compliance with test coverage recommendations;
— Software error recording and correction;
— Process for determining extent of repeat testing required following software modification.

Audit processes should be well defined and should be documented. Use of an accredited audit process can allow extra assurance to be taken from audit results. An example of a standard that defines recommended audit processes is: IEEE Std. 1028-2008, Standard for Software Reviews and Audits [56].

Examples of high level claims that could be supported by auditing include:

— Software development processes comply with specified standards. An audit provides evidence of compliance (safety, maintainability, reliability and security).
— Software complies with specified coding guides. An audit provides evidence of compliance (safety, maintainability, reliability, and security).

4.3. FUNCTIONAL VALIDATION

4.3.1. Modelling and simulation

Modelling and simulation techniques can play a significant role in the functional validation of the I&C requirements. This subsection addresses modelling and simulation at system level. Modelling and simulation at programming level is addressed in the section on testing.

Normally, behavioural requirements (functional and performance) are assigned to the I&C system, but in digital I&C systems, these requirements are mostly reassigned to software. Formal specification of the requirements using an executable specification language (possibly including animation) can also be considered a (precise) form of requirements modelling and simulation. According to Ref. [25], “Animations may be used for checking certain aspects of the requirements and may provide a reference to test the final software.”

A typical approach would include the following:

— Modelling of the I&C system environment, including process modelling and human actions modelling, modelling the requirements that need to be satisfied at the level of the environment, and modelling of the assumptions made regarding the environment.
— Modelling of the operating states of the I&C system and of its environment. Typically, requirements (for both the system environment and the I&C system) depend on these states. The states cover normal and abnormal operating conditions.
— Modelling of the I&C system functional requirements.
— Cosimulation of both the system environment and I&C functional requirements in various scenarios (including scenarios with component failure) to verify that the requirements at the level of the system environment are satisfied.

Various approaches may be used to determine the simulation scenarios to be used, such as:

— Monte Carlo approaches, where the scenarios are chosen at random, preferably using an automatic scenario generator.
— Statistical approaches, where the scenarios follow a given statistical distribution (supposedly representative of real operating conditions).
— Coverage approaches, where the scenarios collectively meet chosen coverage criteria. Examples of such criteria include coverage of failure modes of all components of the environment, coverage of the operating states, etc.
— Manual construction of scenarios.
— Accident scenarios based on safety analysis, postulated initiating events.
For the first three approaches mentioned, a random generator of compliant scenarios could be used. Also, verification of the satisfaction of the system environment requirements could be performed automatically (oracle). These techniques rely on the correctness and the accuracy of the models and the simulation toolset used, and on the correctness of the scenario generator and of the oracle. Significant effort may be needed to develop the models, but the general trend in systems engineering is in favour of such an effort, for many purposes other than I&C systems. Also, the models and scenarios may be used for system testing.

Examples of high level claims that could be supported by modelling and simulation include:

— The safety I&C functions and performance levels required of the I&C system: determine that they are appropriate and cover the different plant situations and operator goals (safety).
— The I&C system architectural design: determine that the functional and performance requirements for the different subsystems ensure compliance of the I&C system with its own requirements (safety).

4.3.2. Functional failure mode and effects analysis

Failure mode and effects analysis (FMEA) is a systematic method for evaluating the effects of the identified failure modes of the system, of its constituent parts, or of its functions. It can help identify hazards and safety properties that can be the object of claims.

Design FMEA (or DFMEA) is a bottom up procedure. The system under analysis is hierarchically divided into components. The granularity of the division is determined so that the failure modes of the components at the bottom level can be identified. Then the effects of the failure modes of each component are systematically propagated up to the boundary of the system. DFMEA aims mainly at improving system design or justifying the effectiveness of the fault avoidance and fault tolerance measures built into the system.

Functional FMEA may be used to address software aspects and is a top down analysis. It starts by identifying the software intensive components in the system. For some such components, it may further identify their main software components. The next step is to identify the possible failure modes of each identified component. Then, as for DFMEA, the effects of the failure modes of each component are systematically propagated up to the boundary of the system.

DFMEA also supports CCF analysis, when the analyst postulates that software modules using identical software components fail simultaneously. This type of FMEA can be applied even in the very early stages of the life cycle with the aim of refining the specification and providing evidence of its completeness.

The definition of the failure modes of hardware components is simple because the dominant form of faults in hardware components are random faults, representing the effect of the environment, ageing, wear or other deterioration. Thus, the hardware failure modes are typically based on operational experience with the same and similar components. Component manufacturers often maintain a list of failure modes and occurrence frequencies for their products. For software, such information does not exist and failure modes are determined on a functional basis.

The following standards and guidelines are related to classical DFMEA:

— IEC 60812, Analysis Techniques for System Reliability: Procedure for Failure Mode and Effects Analysis (FMEA) (2nd edition, 2006) [57] describes FMEA and the failure mode, effects and criticality analysis and gives guidance as to how these techniques may be applied to achieve various reliability programme objectives.
— SAE J1739, Potential Failure Mode and Effects Analysis in Design (Design FMEA), Potential Failure Mode and Effects Analysis in Manufacturing and Assembly Processes (Process FMEA) [59]. These are geared for the ground vehicle community.
— MIL-STD-1629A, Procedures for Performing a Failure Mode, Effects and Criticality Analysis [60], was published by the United States Department of Defense in 1980. The standard establishes requirements and procedures for performing a failure mode, effects and criticality analysis.
More information and examples for DFMEA can be found in the following:


Examples of high level claims that could be supported by FMEA include the following:

— The I&C system design provides adequate measures against postulated single hardware faults (safety, availability).
— The I&C system design provides adequate measures against postulated single software faults (safety, availability).

4.3.3. Fault tree analysis

FTA analyses the events that may lead to hazards. It can be applied both in a qualitative and quantitative manner. The aim of the qualitative application of FTA is to discover the fault propagation paths in the system to determine the root causes of a failure, and to identify the best ways to reduce risk. Quantitative application of FTA computes the probability (or occurrence rate) of the analysed top level failure event, and provides information on the relative importance of the contributing faults. With reference to software dependability assessment, the representation of the system in an FTA can support derivation of dependability requirements for software implemented functions, as well as in some areas for evaluating software.

FTA is a top down procedure. It starts with the selection of the failure event for which causes are to be resolved. The event is resolved into its immediate and necessary sufficient causal events, using backward inference rules expressed in Boolean logic. This backward reasoning from events to their immediate causal events proceeds until basic causes (primary causes, i.e. faults) are identified. FMEA, hazard and operability analysis (HAZOP) and CCF analysis are inputs to this process. After the construction of the fault tree, the so-called minimal cut sets can be calculated, with the minimum set of basic events whose (simultaneous) occurrence ensures that the top event occurs.

Standards and guidelines related to FTA include the following:

— IEC 61025, Fault Tree Analysis (FTA) (2nd edition) [63]. Describes FTA and offers guidance on its application to perform an analysis, identifies appropriate assumptions, events and failure modes and provides identification rules and symbols.
— BS EN 61025:2007, Fault Tree Analysis (FTA) [64]. The European version of IEC 61025 (2nd edition).

Examples of high level claims that could be supported by FTA include the following:

— The causes of a given system failure mechanism have been removed (safety, reliability).
— The system failure probability for given failure modes is lower than or equal to the required value (safety, reliability).
— Minimal cut sets that could cause unavailability are identified (safety, availability).

4.3.4. Hazard and operability analysis

As mentioned in the previous section, HAZOP analysis is one of the inputs for the backward reasoning process when attempting to identify basic causes, or faults. The following discussion of HAZOP analysis is based to a very great extent on IEC Standard 61882 [65]. Much of the language in this section is in fact adapted from that standard, which can be considered an authoritative source on this topic.

A HAZOP analysis is a systematic examination of a process or operation — planned or existing — with the aim of identifying issues that could pose a risk to personnel or equipment, or may prevent efficient operation. This
method was originally developed to analyse chemical process systems, but was later broadened to cover other, more complex systems such as NPP operation, using software to record deviations and the resulting consequences. In particular, software HAZOP focuses on the identification of possible errors in the development of software used in the system.

This type of analysis is most effective when it is carried out early in the design phase so that its results can influence the design. It can also be used at an existing facility to recommend modifications that reduce risk and eliminate problems during operation.

A HAZOP analysis is a qualitative technique that uses guide words and is carried out by an interdisciplinary team. The guide words are key in executing a HAZOP analysis. According to IEC Standard 61882 [65]:

“The identification of deviations from the design intent is achieved by a questioning process using predetermined ‘guide words’. The role of the guide word is to stimulate imaginative thinking, to focus the study and elicit ideas and discussion.”

The team assembled for a HAZOP analysis should be kept as small as possible, consistent with the members having the relevant skills and experience. The ideal size is four members, with a maximum of seven for any single analysis. The team should have a leader, someone to record the proceedings, and individuals who have experience in designing, using and maintaining systems.

The HAZOP analysis has four stages. Members specializing in risk assessment are appointed in the first, or definition, stage, which is also when the scope of the assessment is determined. In the preparation stage, supporting data and information are identified and collected. In this stage, consensus is also reached on the guide words to be used during the analysis. The third, or examination, stage includes the identification of all elements of the system or process to be examined and the application of the guide words to these elements. Deviations are also identified in this stage, though it is clear that not all combinations of guide words and elements will necessarily indicate possible deviations. However, as a rule, all conditions involving use or misuse should be identified and it should be determined if they are credible and require further assessment. In the fourth stage, documentation and follow-up, the outputs and conclusions of the analysis are listed and evaluated in terms of the risks assessed in the study. The conclusion of the HAZOP analysis should also verify that there is a process to ensure that recommended actions are completed in a satisfactory manner.

The standards and guidelines related to FTA include the following:


Examples of claims that could be supported by HAZOP analysis include the following:

— Identification of internal behaviour that could lead to unacceptable system failure (safety).
— Identification of internal behaviour that could lead to system unavailability (availability).

4.3.5. System-theoretic process analysis

A new hazard analysis technique, known as system-theoretic process analysis (STPA), identifies the scenarios that could lead to hazards. It is based on a new accident model — the system-theoretic accident model and process — which identifies causal factors. It is capable of analysing the entire accident process, including social and human factors. Much of the following discussion is taken from Ref. [67].

While traditional hazard analysis techniques have reliability theory as their foundation, STPA is based on systems theory, focusing on safety as a dynamic control problem rather than an issue involving the failure of a component, and considers the behaviour of the components and system as a whole. Thus, in STPA, accidents occur as a result of inadequate control, specifically the inadequate enforcement of safety constraints.

STPA identifies a larger set of causes, many not involving failures or unreliability. The technique was also developed to address accidents originating from common component interactions that can result from design flaws
or unsafe interactions between operational components that have not failed. (Traditional techniques have sought to
prevent accidents caused by one or more components that fail.)

Since STPA is a top down engineering approach focusing on system safety, it can be used early in the
design and development stage to ‘steer’ the system design process to generate high level safety requirements and
constraints, and later to develop safety requirements for individual components. Similarly to other hazard analysis
techniques, STPA can also be used for completed designs or existing systems, and in the investigation of accidents,
generating causal scenarios that might be relevant to the events that have occurred [67].

The use of STPA for hazard analysis involves four steps:

1. Establishment of the foundation for the analysis based on systems engineering and development. This
   involves defining the accidents to be considered, identifying the hazards associated with these accidents, and
   specifying the relevant safety requirements. Based on this, a functional control structure is developed, which
   is used in the STPA.
2. Identification of potentially unsafe control actions. Once unsafe control actions are identified (the process
does not have to be completely serial), STPA can highlight the potential causes of these unsafe actions.
3. Creation of safety requirements and constraints based on the identified high level system hazards and unsafe
   control actions.
4. Determination of how each potentially hazardous control action could occur. The aim here is to streamline the
design to avoid hazardous actions during operation [67].

To summarize:

— STPA, when used early, can influence design decisions to take better account of safety issues.
— While early use of STPA is preferable, it can also be used in later hazard assessments.
— While sharing the goals of traditional FTA, STPA offers a wider range of potential scenarios, including those
  where there are no failures, but problems still occur because of unsafe or unintended interactions between
  system components.

Examples of significant claims that can be made using this technique include:

— Identification of behavioural requirements that are suitable for a specified safety goal (safety).
— Comprehensive identification of hazards (safety).

4.4. SOFTWARE ANALYSIS TECHNIQUES

4.4.1. General benefits of software analysis techniques

A general form of a claim supported by software analysis is: ‘Item I has property P’. Property P may have
defined conditions under which the claim is valid. Typical properties analysed by the techniques related to software
dependability assessment are:

— Functional or correctness properties;
— Temporal properties (e.g. response times or how sequences of inputs are mapped to sequences of outputs);
— Accuracy;
— Integrity properties (e.g. freedom from software faults identifiable without knowledge of functional
  requirements, such as division by zero);
— Structural properties;
— Complexity properties.

Software analysis techniques aim at verifying the claim on a rigorous and exhaustive basis. This is opposed
to testing, which verifies the claim based on a finite, non-exhaustive set of cases. Software analysis techniques also
rely on defined, systematic and objective principles of analysis.
4.4.2. General limits of software analysis techniques

Though software analysis could in theory be performed manually, this would be very error prone, and the large size of software items under consideration and the complexity of most analysis principles mandate in practice the use of analysis tools. Several questions may need to be addressed regarding the use of such tools. In particular:

— Does the tool support analysis principles that are adequate for the verification of the property that is claimed for the item? In other words, is the tool functionally suitable to provide evidence for the claim?
— Is the tool a correct implementation of these principles? In other words, will the tool fail in a non-evident manner and provide incorrect and misleading results?
— Has the tool been correctly used? In other words, did the analysts provide the right tool parameters, the right inputs and the right sequence of commands? Did they correctly analyse the tool outputs?

Analysis tools do not always directly take item I and assess for property P; instead, models M(I) and M(P) must be provided as substitutions. Therefore, one needs to make sure that the models are adequate and will not lead to incorrect conclusions. The equivalence of models M(I) and M(P) on the one hand, and the software item I and property P on the other, with respect to the analysis technique applied and parameters needs to be assessed. Also, even if the analysis technique operates directly on item I (i.e. the source code), the equivalence of the executable binary code with the source code needs to be validated. This is achieved in practice either by direct confirmation of the equivalence or, more often, using a compiler with adequate ‘pedigree’.

For analysis techniques that require substantial semantic analysis (i.e. understanding of the logic and behaviour of the software), tools often have ‘accuracy’ limits. A given analysis may end up with three sorts of answers: at these points in M(I), M(P) is satisfied; at these other points in M(I), M(P) is violated; and at these remaining points, the tool cannot decide. This is also the case when the complexity of the analysis exceeds the capabilities of the tool, and thus a more abstract (therefore simpler to analyse) model of I and/or P is used (abstraction). Indeed, some software properties have been shown to be mathematically undecidable in the general case. Thus, an analysis of tool results is always necessary:

— To decide whether M(P) violations are acceptable or not;
— To decide whether ‘cannot decide’ answers need further investigation, and to perform the investigation and make a decision when necessary.

4.4.3. Formal verification

Formal verification methods are systematic, mathematically based techniques. When necessary, the artefact to be verified is first modelled in a formal language (i.e. a language with well defined syntax and semantics), as are the properties to be verified. Techniques such as formal proof, constraint solving or model checking can then be used to determine if the specification satisfies the properties. If a property fails to hold, then some of the techniques, such as model checking, can provide a counterexample that can be analysed to better understand what caused the violation.

Formal verification techniques can produce evidence about all of the software dependability attributes at many different levels. Some can also support other techniques, such as testing, e.g. by automatically generating ‘interesting’ test cases.

Examples of high level claims that could be supported by formal verification include the following:

— The software code for a function produces the required output for all its specified inputs (safety, reliability).
— The specification of required behaviour is consistent with specific overall constraints (safety).
— The specification of required behaviour is complete in the sense that for all input scenarios, the required behaviour of the outputs is described (domain coverage or completeness) and free from conflicts (safety).
4.4.4. Static analysis

Static analysis is a technique performed without actually executing the software. In most cases, the analysis is performed on the source code, but in other cases it uses some form of the object code. The term refers to the analysis being performed by an automated tool, with manual (human) code analysis being called code review. Static analysis techniques provide evidence on properties of program behaviour that is independent of the specification. They address classes of vulnerabilities that can be detected without the cost and complication of formalizing the intended properties of the software. Examples of properties are:

— At the code or, possibly, model level:
  • Freedom from division by zero, square roots and logarithms of negative numbers, etc.;
  • Freedom from range overflow;
  • Initialization of variables before use;
  • Freedom from buffer overflows;
  • Freedom from errors in typing, units and measures.

— At requirements, design or code level:
  • Freedom from deadlock in normal operation;
  • Termination or non-termination.

Typical claims that can be supported by static analysis techniques are:

— Reliability. Static analysis can detect poor coding habits and dangerous code constructs.
— Safety. Static analysis can find potential vulnerabilities in the code and check if secure programming practices are being followed.
— Maintainability. Complexity analysis of the code can be used to reveal hard to maintain parts of the code, and structural analysis can find redundant or unused sections of code.
— Development metrics. Structural and complexity analysis techniques compute many different metrics for the code.
— Compliance with standards and guidelines. Static analysis can be implemented (and such tools exists on the market) to check many of the practices recommended by coding standards and guides.
— Quality. Static analysis facilitates the use of coding standards and guides, and metrics can be generated. These techniques can be used as an indicator of code quality.

4.4.4.1. Structural analysis

Structural analysis is a subclass of static analysis techniques that analyse the data flow, measure the structural complexity and study execution pathways (control flow). The analysis of the code structure can show if the hierarchical organization of the software is inadequate, if hierarchical levels are not being respected, or if certain parts of the code are isolated and unreachable. Structural analysis can generate evidence of robustness by checking if internal redundancies in an FPGA are separate and can be an element in a CCF analysis.

4.4.4.2. Complexity analysis

Complexity analysis is a subclass of static analysis techniques that produce complexity metrics for the software being analysed. The complexity of the code is an indicator linked to quality, to the required test efforts and to the maintainability and reliability of the code. Acceptance criteria for complexity metrics may be specified in coding guides.

Examples of high level claims that could be supported by static analysis include the following:

— The code does not contain faults that could cause divisions by zero, out of bound array indexes, numerical overflows or underflows, etc. (safety, reliability).
— This part of the code does not influence the execution of this other part of the code.
— The (distributed) system architecture is tolerant of ‘Byzantine failures’ [1] (safety, reliability).
— The code complies with the complexity limits specified (reliability, maintainability).

4.5. TESTING

4.5.1. Functional testing

Functional testing verifies, for a finite number of test cases, that an item behaves as specified and provides outputs as specified. It can be performed at different stages of the software life cycle at different levels of software integration (unit, module, integration or system validation testing).

Testing can be performed on software separately (on a test bench that executes the software or simulates its execution), or on software within its final hardware. The advantage of testing software separately is that it can be done early in the life cycle, and that the test bench used can usually offer more control and observability on the tested item. The faithfulness of the test bench with respect to the real system hardware needs to be ascertained.

As exhaustive testing (100% coverage of all possible input sequences) is impossible in practice, sufficiency criteria often need to be relied upon. Numerous criteria have been proposed, some based on functional aspects, others on structural aspects. Coverage criteria may also depend on the programming style or language used (e.g. functional diagrams, general purpose programming languages such as C or ADA, or HDL languages for FPGA programming).

Examples of test coverage criteria that may be used include:

— Statement coverage. The percentage of code statements exercised during testing.
— Branch coverage. The percentage of code decision branches exercised during testing.

As coverage testing techniques typically require knowledge of the internal structure of the software, they are often classified as structure based techniques.

With regard to coverage testing, Ref. [25] recommends the following:

— The range of values and boundaries of all input variables should be tested.
— All system operation modes should be considered when developing test cases.
— Each system or module level test should monitor all outputs of the system or module.
— All interfaces and communication protocols should be tested.
— Fault tolerant and exception mechanisms should be tested.
— All lines of code and module calls should be exercised.
— Data structures and constant values should be verified.
— Operations on all data items should be conducted and access to the data items allowed.
— All time critical sections of code should be tested under realistic conditions.
— Calculations performed by the software should be verified against pre-calculated values.
— Coding comments and documentation should be verified.
— Compliance with appropriate coding guides and standards should be verified.

The specification of the software item under consideration should in principle be complete and cover all possible input conditions. This is not always the case, and well-chosen functional and structural criteria for coverage testing should ensure that the item is also tested in input conditions that are not explicitly addressed in the specification (negative testing).

4.5.1.1. Specification based testing

Also known as ‘black box’ testing, IEC 29119-1 [68] specification based testing involves testing the external inputs and outputs of a system based on a specification, rather than relying on knowledge of the internal states of the software. Specification based testing methods are advantageous for the following reasons [69]:
— Test results can be generated from the actual target.
— Testing can be performed by independent testers without detailed knowledge of the internal program structure.

The disadvantages of specification based testing include:

— Inability to detect errors that are not observable in external inputs or outputs;
— Lack of knowledge of the internal software structure, making it difficult to ensure that all execution paths are covered.

Although specification based testing alone cannot provide assurance of reliability, it can be used in all stages of the development cycle to ensure that externally observable specifications are met.

Examples of high level claims that could be supported by this technique include the following:

— Software provides the specified safety function (safety).
— System fails in a safe direction (safety, reliability).

4.5.1.2. Structure based testing

Also known as ‘white box’ testing, IEC 29119-1 [68] structure based testing requires a knowledge of the internal structure of the software being tested and can be used to test the source code or individual software functions at a lower level than specification based testing. Structure based testing methods are advantageous for the following reasons:

— Test results can provide insight into the details of software design and internal performance characteristics.
— Tests can provide the ability to detect internal errors that are not observable in external inputs or outputs.
— Knowledge of the internal software structure provides capabilities to exercise all execution paths and provide quantifiable metrics such as code coverage.

Disadvantages of structure based testing include the requirement of an in depth knowledge of the internal structure of the software, which may not always be available, and the requirement that testers possess significant domain knowledge in the programming language used to develop the software.

Examples of structure based testing techniques can be found in IEC 29119-4 [70]. Examples of high level claims that could be supported by this technique include the following:

— The software provides the specified safety function (safety).
— The system fails in a safe direction (safety, reliability).
— The software is deterministic under all combination of inputs (safety, reliability).

4.5.2. Negative testing

Negative testing can be defined as ‘tests that violate the expected operating envelope’. Ideally, the software should include ‘guards’ against violations of the operating envelope assumed by the software designer — negative testing will reveal the response to such violations.

To undertake negative testing, the external interfaces to the software should be identified. These can include communication interfaces, user interfaces (such as graphical user interfaces), interprogram interfaces and real time plant interfaces. Negative tests should be applied at each interface to determine the response, which should indicate that the violation has been detected and controlled, e.g. by some form of error indication or rejection of the input.

Negative testing can be applied at a number of different levels:

— Type violation. Typical examples are a random sequence of letters in a numeric input field, a floating point number format used where an integer is expected or an invalid communication message format (e.g. wrong length wrong check code).
— **Value violation.** The type is correct but the value is not in the expected range. Typical examples are: an excessively long input string or unusual non-printing characters in a character field, negative numbers where positive values are expected, or values outside the expected range for a configuration parameter or a real time input.

— **Consistency violation.** A set of inputs has individually valid types and values, but the inputs are inconsistent with each other. For example, a parameter specifying an upper bound is less than another parameter specifying a lower bound.

The advantages of negative testing are that:

— It can demonstrate that the software is robust outside its expected operating envelope;
— It is an effective means of identifying software flaws related to ‘edge cases’ that might be outside the scope of conventional functional tests;
— It can be applied with no knowledge of the internal software structure.

The main disadvantages are:

— The normal envelope needs to be identified. This will require analysis of the software requirements and the interface specification.
— The response to violations may not be defined in the documentation so an assessment is needed to determine whether the response is adequate.

### 4.5.3. Statistical testing

Statistical testing is often used as a confidence building measure to complement rules compliance and quality assurance measures. It can also provide evidence supporting quantified claims on PFD. The general principle is as follows: if one successfully executes \( N \) independent test cases, the statistical distribution of which is representative of the distribution of real operating conditions, then one can infer a PFD with a certain level of confidence.

Though statistical testing is based on solid theoretical grounds, several practical issues need to be addressed, such as the correctness and independence of the oracle, the adequacy of the statistical distribution chosen, and the degree to which test conditions are representative with respect to operating conditions.

Statistical testing needs well defined test cases with well defined initial conditions. I&C software typically runs over long times with changes in the internal states of the I&C system. Thus, the definition of test cases which may be executed in a reasonable time may be difficult. Some technical details are provided in Annex I.

Examples of high level claims that could be supported by this technique include the following:

— Software provides the specified safety function (safety).
— System meets the specified reliability goals (safety, reliability).

### 4.5.4. Fault injection

Fault injection techniques are mainly used to provide evidence of robustness and fail safe properties. The overall principle is simple: during an execution (or more often, during a software simulation), one injects one or more incorrect values or hardware faults (which in turn will produce incorrect values) to determine whether the execution terminates with acceptable results or not.

Various fault injection strategies may be applied, depending on the evidence that is needed. An example of a high level claim that could be supported by this technique is the following:

— System fails safely (safety, reliability).
4.6. INSPECTIONS AND REVIEWS

Software development needs to be systematic and well documented for the software to be amenable to inspection and review. For the assessment of the dependability of safety software for I&C, the scope of review is to ensure safety and effectiveness. A systematic review approach is needed. Reviews are part of static testing, where the code is not executed. Within a conventional software development life cycle, there are a number of steps which use inspection/review techniques to provide assurance.

Reviews can be divided into four classes depending upon their level of formality (see Fig. 9):

1. Informal;
2. Walkthroughs;
3. Technical review;
4. Inspections.

For informal reviews, there is no systematic process, no documentation is required and the costs are relatively low. The objective is to find errors/defects. This type of review may be implemented by peers; one developer may review documents or the code of colleagues.

Depending upon the nature of the application, walkthroughs may be formal or informal. In many cases, clear understanding of specification documentation may be the goal of this exercise.

In technical reviews, technical experts follow a well defined process with more formal documentation. A moderator is responsible for the conduct of this review. The documentation may include memos, checklists, specification documents and, obviously, a findings list. This process involves more work, including brainstorming of problems and consideration of ‘what if’ scenarios.

The inspection process is a rigorous way of reviewing documentation and processes. The inspection report that is the outcome of this review consists of findings. Follow-up actions after inspections are also planned in order to ensure compliance and correction of deficiencies.

Enabling factors for success are:

— Clear objectives;
— Defined roles and responsibilities;
— Well prepared documentation;
— Working environment characterized by trust;
— Openness to discussions;
— Relevant experts.

![Graph showing relative effort associated with different classes of review.]

**FIG. 9.** Relative effort associated with different classes of review.
Where an informal review/inspection is performed by persons closely involved with the life cycle phase being examined, such as module peer reviews performed by software developers, then the evidence arising from such an activity would not carry much weight with respect to justifying the adequacy of a dependability property. Conversely, if there was a formally defined review/inspection process and there was clear independence between those performing the review/inspection and those who have performed the design work, then the successful outcome of such activities may be used as a persuasive element of the evidence supporting software dependability characteristic claims.

Where a review/inspection process is performed using a well defined, rigorous and effective process, e.g. if the clarity and extent of commenting on the software code is reviewed against clear coding guidelines, then such activities may be used as a persuasive element of the evidence supporting software dependability claims (in the example cited, the dependability characteristic claim would be that of software maintainability). Also, where the effectiveness of a review/inspection is supported by a qualified tool, such as checking for uninitialized variables by use of a static analysis software tool, then the effectiveness of such activities is generally considered to be enhanced (as the potential for human error is reduced).

The extent to which records from such activities can provide evidence to support claims that software has the necessary dependability properties depends upon a number of factors. Accurate and easily reviewable documentation should be produced for all stages of the development process. The documentation used to demonstrate adequacy to the regulator should be the same as the documentation used in the design. For computer based system applications, top down decomposition, levels of abstraction and modular structure are important concepts for coping with the problems of unavoidable complexity. They not only allow the system developer to tackle several smaller, more manageable problems, but also allow a more effective review by the verifier. The logic behind the system modularization and the definition of interfaces should be made as simple as possible.

The personnel working on a software development project for a system with a high level of safety importance should include application specialists as well as computer software and hardware specialists. This combination of expertise helps to ensure that safety requirements, which are generally well known, owing to the maturity of the industry, are effectively communicated to the computer specialists. It should be ensured that all personnel understand how their jobs are related to the fulfilment of the safety requirements, and they should be encouraged to question activities or decisions that may compromise the safety of the system. This means that the software specialists should also have a good understanding of the application. An appropriate specification language (e.g. a graphical language) can be used for the description of safety functions.

Examples of high level claims that could be supported by this technique include the following:

— Software development process complies with specified standards (safety, maintainability, reliability, security).
— Software complies with specified coding guides (safety, maintainability, reliability, security).

5. LESSONS LEARNED

Of the assessment principles, AP8 involves applying lessons learned. This section discusses the sources of the lessons learned. They can be derived from experience with software development, plant operation, regulatory review and platform certification. Digital systems are widely used in other industries, and relevant experience from those industries is available. Consensus practice embodied in standards accounts for insights from this experience. Relevant experience can be used to identify vulnerabilities and challenges to inform an assessment (see Section 3 and Annex III).

5.1. SOFTWARE DEVELOPMENT

Software is developed using a variety of different methods and technologies which are intended to reach different goals, such as time to market, broad applicability and, more seldom, high safety or high reliability. Thus, not all software development processes are useful for nuclear applications. A systematic and disciplined
development process is necessary to produce high dependability software. To accomplish this, many of the technical attributes discussed in this report need to be a critical part of the development of safety software.

Programmable digital safety systems have been installed in NPPs since the 1980s. While the first applications were based on microprocessors, some recent applications have been based on FPGAs. In this publication, the term software also applies to the programming of FPGAs.

In many instances, the software of NPP digital safety I&C systems has been developed specifically to the standards of the nuclear industry. The development processes are based on a life cycle that is structured in different phases. The life cycle phases and traceability between requirements, design items, and implementation items up to test cases support stringent verification and validation of the developed software.

Products developed for, and used by, non-nuclear applications sometimes need to be integrated into nuclear safety systems because no specific nuclear products are available. These products are often called COTS products. Before such products can be used, specific assessment procedures are applied.

There is a wide range of national practices and requirements, and the IAEA, IEC, ISO and IEEE provide detailed and internationally accepted guidelines and standards for software development and assessment. The standardized software development process has benefitted from the lessons learned from prior experience.

5.2. OPERATIONS

The software in digital safety I&C systems in NPPs is usually specific to the application, and the same software is not used in different applications. This presents a challenge when trying to apply lessons learned for a specific product. Operating experience has been collected, and some potential trends were found that apply to the performance of all digital safety I&C systems.

The OECD/NEA Computer-based Systems Important to Safety (COMPSIS) project was initiated to collect and analyse data regarding failure events relating to computer based systems in nuclear facilities. The study identified four main root causes of the events, including hardware failures, human error, software failures and system issues, and concluded that weaknesses in requirements are one of the most significant contributors to software and systems failures. The report of the COMPSIS project [41] recommends that more failure events be collected and analysed to provide more insights into computer based system failures in nuclear facilities.

There are also publications on operational experiences in individual Member States. For example, a comprehensive analysis of CCFs in the United States of America is given in Ref. [71]. This publication analyses reports of plant events involving digital I&C systems spanning a 20 year period. A similar analysis for the Republic of Korea is given in Ref. [72]. Like the COMPSIS project, these two studies concluded that hardware problems and human errors were the dominant sources of CCFs affecting digital safety I&C systems. They also concluded that errors in I&C functional requirements specification played a significantly larger role than errors in the software itself. Lastly, they highlighted the fact that for many events, software changes were part of the solution, even when software had not been part of the problem. These conclusions are confirmed by the fact that after a few functional changes at the beginning of operation, many digital safety I&C systems are operated without any software modification over years and decades.

5.3. REGULATORY REVIEW

Safety systems in NPPs need licences from the relevant national regulatory bodies. Owing to the high level of complexity of digital safety systems and their associated software, regulatory reviews often represent a major effort both from the licensees (who must provide all relevant information and justification) and the regulator (who must review, understand and analyse a very large volume of documentation). One reason for this is that the regulators are often provided with an extremely large amount of design information and development artefacts without clear linkage and argumentation between these and their own requirements. Another reason is that in some instances, regulators are confronted directly with a detailed design, or even an implementation.

In addition, some regulatory or standard requirements are expressed in terms of principles or objectives, without being associated with objective and unambiguous acceptance criteria, to the point that for some regulatory or standard requirements, there is a lack of agreed interpretation [73]. That may result in a need for significant
design changes in the course of a construction project, and consequently additional costs and delays. In many cases, the need for such changes is revealed late in a project, when there is no time for extensive redesign. The solution then is to add extra systems or equipment. This could lead to designs that are more complex, costlier and more difficult to operate than necessary.

Some Member States have specific national regulatory requirements for software and software based equipment in addition to the internationally accepted standards. That results in different licensing processes, requiring different information and sets of documents, and sometimes different designs.

Significant licensing difficulties are also caused by the many trade offs that are necessary to satisfy as best as possible unavoidable conflicting objectives. Justifying that these trade offs are necessary and acceptable with respect to safety is sometimes a difficult and labour intensive task.

Therefore, although many digital safety systems and their software have been successfully licensed, significant licensing difficulties and risks remain. The use of the assessment framework described in Section 3 may help to overcome these issues. It supports structuring the review process so that evidence is determined that is reasonable for all stakeholders involved in the licensing process. It also allows early discussions with regulators on architectures and preliminary designs, when designs may still be changed and when any necessary changes do not incur significantly high penalties.

Licensing issues are also addressed in Annex II to this report.

5.4. I&C PLATFORM CERTIFICATION EFFORTS

Several vendors of I&C systems provide platforms, i.e. a set of hardware and software modules, tools and guidelines on how to design I&C functions and systems with the platform. This holds for the safety I&C systems of nuclear plants as well as safety and safety related applications outside the nuclear domain.

To design a safety I&C system for NPPs from the ground up is expensive and only makes sense if it is intended for a series of identical plants. Otherwise, a platform is a good basis that can be tailored effectively to different functions and requirements.

In some Member States, the licensing of a safety I&C system can be based on a generic certification of the platform. However, this is not a universal practice, and other Member States do not offer the possibility of platform certification. Even when it is recognized, the span of time between a certification and a license application is often such that the platform has been subjected to design changes that require a new certification.

In all cases, the platform itself should be associated with the documentation, arguments and evidence (as defined in the assessment framework described in Section 3) that are necessary for the licensing of the I&C system.

5.5. OTHER INDUSTRY APPLICATIONS

In the nuclear field, I&C contributes to the three safety functions described in IAEA Safety Standards Series No. SSR-2/1 (Rev. 1) [74]:

(1) Control of reactivity;
(2) Removal of heat from the reactor and from the fuel store;
(3) Confinement of radioactive material, shielding against radiation and control of planned radioactive releases, as well as limitation of accidental radioactive releases.

These safety functions are unique for the nuclear field. Dependable software based systems are essential to perform these functions. Additionally, means such as defence in depth, redundancy and diversity contribute to the dependability of these functions.

There are other industries with strong requirements for software dependability such as the aviation, railway and automobile industries. The number of aircraft, railway engines and automobiles provides data for statistical analysis. Owing to the differences regarding safety functions and safety objectives it is difficult to extrapolate the experiences to the nuclear field.
The safety goals and environmental conditions are often very different. For an airplane, the safety goal is to keep it flying, for a train it may be to stop the train but not in a tunnel in case of fire and for automobiles the safety goal may be to stop as fast as possible. The environmental constraints on the system are also very different. For example, in the aviation industry, the system size and weight are very important, but they are typically not constraints in NPPs. This constraint changes the implementation of the system. Functions of different safety classifications may be mixed in an aviation system, but they are kept separate in NPPs. Therefore, other solutions are implemented in NPPs where sufficient space with controlled environmental conditions is available.

All these industries require compliance with the software development process. The development process for software is regulated by guidelines and standards (e.g. IEC 61508 [9], MISRA-C [51, 52], etc.). Exhaustive verification and validation including testing is an essential part of the software development process. In addition to the standards on software quality processes, other industries have developed many tools to aid in the development process.

The success of programmable digital systems in other industries shows the effectiveness of a rigorous development process for software. This lesson learned is reflected in the standards that are used for software developed for use in NPPs. Additionally, the nuclear power industry benefits from the software development tools of other industries.

6. CONCLUSIONS

Dependability represents the overall trustworthiness of a system or function and is an essential characteristic of safety systems at NPPs that needs to be properly justified. The attributes of dependability include safety, reliability, availability, maintainability and security. The focus of this report is on the contribution of software to the dependability of a function implemented in a safety system.

In this report, software includes executable software as well as related software, firmware, documentation (requirements, design, user manuals, etc.) and data. As such, software in the scope of this report is composed mainly of code executed on a CPU (sequence of instructions), the logical structure of an FPGA/programmable logic device (massive parallel logic) as well as all combinations (e.g. an FPGA with an integrated intellectual property core) that may be implemented in an I&C system. The software also comprises all data determining the execution of calculations in the I&C system.

This report establishes a framework for the dependability assessment of software in safety systems based on the following guiding principles:

— AP1: System and software requirements are adequately defined, valid and reviewable such that it can be confirmed that they collectively address the necessary functional and non-functional properties.
— AP2: An effective understanding of the role of the safety I&C system is demonstrated, including its direct and possible indirect roles, and its role in supporting safe operation.
— AP3: The intended and unintended behaviour of the system is adequately taken into account, including adverse unintended consequences under conditions of failure.
— AP4: The implementation of the requirements is adequate.
— AP5: Active challenge to the dependability assessment is part of decision making throughout the organization.
— AP6: The objectives of the users of the assessment are identified such that the structure and presentation of the assessment account for their needs (e.g. considering all users/uses and factors such as reviewability and maintainability of the assessment).
— AP7: The findings of the assessment are organized in a logical, coherent, traceable and accessible manner and are repeatable, with rigour commensurate with the degree of trust required of the system.
— AP8: Lessons learned are incorporated in the target system being assessed and in the assessment process itself.
— AP9: Any changes in the target system or conditions of use/maintenance that would invalidate the assessment are detected and addressed. Fundamental assumptions underlying the assessment are identified.
In applying these principles, the assessment should be embedded in a disciplined and systematic process. This report defines an overall strategy to guide the assessment, describes an approach to developing and communicating the assessment based on CAE, and provides guidance on a high level process for deploying the framework. The strategy is property based, vulnerability aware and standards informed. The properties to be considered in the assessment are determined by the APs and relevant system features. The system features consider the behaviour of the system as well as its interactions, its vulnerabilities and insights from standards.

There are four main phases to the assessment: mobilization, definition of the assessment strategy, performance of the assessment and maintenance of the assessment. This report describes the CAE approach, discusses determination of dependability claims, addresses deployment of the assessment framework and considers the means to build confidence in the assessment. The report identifies a wide range of techniques to develop evidence to support an assessment.

A key product of the approach described in this report is to organize the assessment into a clear, logical, coherent, traceable and accessible framework based on explicitly stated CAE. That framework could be used as an important communication tool between the various stakeholders (e.g. owners, operators, designers and assessors).

A major conclusion of this report is that the dependability assessment should be considered an integral part of the life cycle of the safety I&C system. One benefit to this is that the early insights gained from the development of an assessment strategy can influence the design and implementation of the I&C system. Awareness of the necessary evidence can inform life cycle activities and the selection of tools and techniques. One result is improved cost effectiveness. Another benefit is better management of project risk. It needs to be noted that dependability results from a combination of many components and verification and validation is one of them. From a licensing point of view, and to obtain reasonable assurance that the final product is suitable for use in safety applications, verification and validation is a key factor that facilitates regulatory decisions.

Other key messages of this publication are:

— Software dependability should be understood in the context of system dependability.
— The importance of having the right set of system requirements must not be underestimated.
— Generating and maintaining sources of evidence for dependability assessment should be addressed in all stages of the I&C project life cycle.

To summarize, this report presents a framework with which to perform a dependability assessment of software in the safety system of an NPP. The assessment framework provides a systematic and coherent structure within which to organize technical and process evidence to satisfy arguments in support of claims about software dependability properties. Additionally, the formalized approach to assessment can be extended beyond the treatment of software dependability to many system and architectural characteristics.
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Annex I

QUANTIFICATION OF SOFTWARE ASPECTS OF SYSTEM RELIABILITY

1.1. INTRODUCTION

This annex describes approaches to providing justifiable reliability numbers for software of computer based safety systems in nuclear power plants. The main body of this guidance describes the various roles for these numbers in, for example, the software related aspects of the computer based systems in probabilistic safety assessments or claims about common cause failure (CCF). Based on the analysis of the system and software structure, the sources of CCF and defences, the system elements that require quantification should be identified. The reliability claim should be justified using the dependability assessment framework, and this should include the derivation of the claim, the impact of the test bed quality and the sentencing of the results. It should also address:

— Partitioning of the possible software failure mechanisms;
— Identification of design and operational measures taken to prevent failures;
— Identification of dominant failure mechanisms;
— Quantification of the contribution of each dominant system failure mechanism;
— The assumption uncertainties are identified and taken into account.

The reliability of systems and components identified in this analysis can be estimated using one or more of the strategies outlined below. The reliability values obtained will have many assumptions and caveats associated with them, and it is important that these be captured within the assessment (e.g. using the claims, arguments and evidence (CAE) framework of Section 3) and form part of the overall judgement of reliability.

The scope of this guidance is software within instrumentation and control (I&C) systems that implement Category A (Cat. A) functions. The reliability assessment may have a wide range of target claim figures because:

— Requirements for I&C Cat. A functions reliability will vary between reactor types and countries.
— The overall I&C system architecture may have different approaches to defence in depth and levels of diversity, leading to differences of reliability targets for Cat. A functions.
— The assessment may only be assessing a subsystem or component that has lower reliability requirements than the system as a whole owing to defence in depth and diversity.
— As described in Section 2.8, the software will have features that contribute to dependability that may have lower reliability targets (e.g. detection of failures, or support for degraded modes of operation).

There are some general requirements to note:

— An approach to software reliability in which system reliability targets are apportioned to lower level components needs to have a corresponding argument within the assessment that the combination of component reliability achieves the system target.
— In general, the components will not fail independently; therefore, a straightforward approach of combining reliability figures (e.g. by multiplication) will not be valid. The difficulty of this part of the assessment needs to be considered in designing the overall system architecture and in designing the assessment strategy.
— As discussed in Section 3.5, the confidence in the reliability has both an aleatory and epistemic component. In high reliability systems, it is often the epistemic part that dominates, as there comes a point where increases in failure free operational data or statistical testing do not increase the reliability that can be claimed owing to assumption doubt.
The approaches are grouped into three classes:

1. Methods of estimation that are mature (statistical testing, analysis of prior operational experience, worst case bound);
2. More speculative approaches (probability of perfection, the chain rule);
3. Indirect methods (infinite time bound, composite indirect models).

These are discussed in the sections that follow.

I–1.1. Statistical testing

In statistical testing, the system or component is subjected to tests that are assumed to accurately represent its usage (operational profile) when connected to the plant. This test evidence can be used to set a confidence bound on the achieved reliability. This approach can be applied at the overall system level, where the number of possible tests is often time limited, or at the software level using platform simulation, which requires an additional assumption about the fidelity of the simulation. Generally speaking, statistical testing is more easily applied to demand based systems as, with assumptions about long term issues, sufficient demands can be made in a realistic time frame. However, with simulation using parallel processing, it may be feasible to apply the approach to continuous time systems where a bound on the (dangerous) mean time to failure is required.

A bound on the probability of failure on demand (PFD) for a system can be established by testing a protection system under a statistically realistic demand profile. If no test failures are observed over \( t \) test demands, then to a given confidence \( C \) in the probability of failure on demand (pfd) is bounded by:

\[
PFD < \frac{-\ln(1 - C)}{t}
\]  

where

- \( PFD \) is the probability of failure per demand (a value between 0 and 1);
- \( C \) is the confidence, a probability;
- \( t \) is the number of failure free tests.

Some typical confidence values and associated PFD bounds are shown in Table I–1.

<table>
<thead>
<tr>
<th>Confidence</th>
<th>PFD bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>99%</td>
<td>4.6/( t )</td>
</tr>
<tr>
<td>95%</td>
<td>3.0/( t )</td>
</tr>
<tr>
<td>90%</td>
<td>2.3/( t )</td>
</tr>
<tr>
<td>69%</td>
<td>1.0/( t )</td>
</tr>
</tbody>
</table>

This PFD bound can be sensitive to uncertainties in the presumed operational profile. The sensitivity can be reduced by performing extra tests for demand types that are thought to be infrequent [I–1, I–2].

If the results of statistical testing are used to support probabilistic risk assessment (PRA), research suggests that assumption doubt could be considered using the chain of confidence approach.
As with operational experience, the predictions from statistical testing can be made more credible by analysing the software and hardware to assess the significance of any history within the software and the presence or absence of any long term issues (e.g. memory leaks) that might invalidate the predictions.

As pointed out in Section 4.5.3, although statistical testing is based on solid theoretical grounds, several practical issues need to be addressed, such as the correctness and independence of the oracle, the sentencing process and the extrapolation from the system and configuration that is being tested to the actual deployed system.

1–1.2. Analysis of prior operational experience

Where standard components are used to build a system or the system is part of an established product line, past operational experience can be used to estimate software reliability. This evidence will include:

— Field failure reports;
— The component fault/modification records;
— Component usage data (or sales data).

Given data on component usage, the time in operation between successive fault reports can be estimated. This can be used to infer the interval between software failures.

This type of evidence is only likely to be available for components that form part of the ‘platform’ rather than components that are application specific. The main uncertainties associated with this method are:

— The level of end user reporting;
— The similarity of platform usage to that in the new application.

If it can be shown (e.g. by a combination of static analysis and confirmatory tests) that the platform software is indifferent to the plant state, platform failures could be random with respect to the plant state. Hence, the PFD of the platform software is the product of the estimated failure rate and the demand interval. For example, if the estimated platform software failure rate is $10^{-5}$/hour and the demand duration is one hour, the PFD for the platform component would be $10^{-5}$.

Both operating experience and statistical testing are significant potential sources of rebuttal to reliability claims and should be assessed even when the positive conclusions from their assessment may be much lower than the target being claimed.

1–1.3. Worst case bound theory

A worst case bound reliability model [1–3, 1–4] could be used to calculate the expected reliability based on usage time $T$ and the estimated number of faults $N$. The usage time $T$ could, for example, be estimated from platform sales figures, while $N$ could be estimated from code complexity or code size and ‘typical’ fault density figures for similar products with the same software development process quality [1–5]. For example, if the claimed fault density for the software development is 0.1 serious faults per thousand lines of code, the resulting expectation is for ten serious faults in the software for a system with 100 000 lines of code (when first deployed). In practice, this approach is more relevant to platform software or software components as the usage time $T$ for the application software prior to deployment is likely to be too small to justify the required level of reliability.

Given a consistent operational profile, the upper bound on the expected failure rate is bounded by:

$$E(\lambda_T) \leq N(p_{fix} \times e \times T)$$

where

- $N$ is the estimated number of faults;
- $p_{fix}$ is the probability of fixing a fault;
- $E(\lambda_T)$ is the expected failure rate (failures per unit time) after usage time $T$;
- $e$ is the exponential constant;
- $T$ is the usage time (or test time).
Note that this estimate is predictive (made before any testing is undertaken or experience is available) [I–3]. The bound relates to the worst case expected value at a future time $T$ (the actual failure rate achieved could differ from this value). The number of failures observed during $T$ is largely irrelevant, although $N$ will need to be revised if more than $N$ faults are found in subsequent operation.

A similar formula [I–1] can be used to predict a worst case PFD bound:

$$E(PFD_t) \leq N(1 - p_{fix} \times e \times D) \quad D \gg 1$$

(I–3)

where

- $N$ is the estimated number of faults;
- $p_{fix}$ is the probability of fixing a fault;
- $E(PFD_t)$ is the worst case expected PFD after $D$ demands;
- $e$ is the exponential constant;
- $D$ is the number of demands.

The model is also useful in providing a comparison in terms of the rigour needed in software development for different reliability targets — if Cat. A software has a reliability target of two orders of magnitude more than industrial software it would need a fault density two orders of magnitude smaller, all things being equal.

1–1.4. Estimating the ‘probability of perfection’

Many of the activities and techniques used to develop trustworthy software focus on elimination of defects rather than directly on achieving reliability. Recent research has begun to formalize the types of judgement that might be made about perfection and relate them to operational probabilistic measures such as PFD [I–6]. In a safety context, ‘perfection’ is the absence of ‘dangerous’ faults that result in the unsafe behaviour of the component. The probability of perfection can be used to scale other estimates of reliability, which implicitly assume the software is imperfect.

This estimate is based on:

— Empirical evidence, such as the proportion of similar systems that contain known dangerous faults.
— Process evidence, where an argument is made that the development process used is sufficient to ensure that the software correctly implements its specification (e.g. program proof or process modelling). Such estimates are of course subject to the proviso that the functional specification is valid (i.e. meets plant requirements).

Given a PFD estimation procedure (e.g. based on testing without failure) and an estimate that the software is perfect ($p_p$),

$$E(\text{PFD}) = (1 - p_p) \times E(\text{PFD}_{\text{test}})$$

(I–4)

where

- $\text{PFD}$ is the probability of failure per demand (a value between 0 and 1);
- $p_p$ is the probability that the software is ‘perfect’;
- $E(\text{PFD}_{\text{test}})$ is an estimate of the PFD of the software based on testing without failure (e.g. from operational experience or statistical testing).
Using Bayesian analysis [I–7], given a test interval \( t \) without failure:

\[
E(PFD) \approx \frac{(1-p_p)}{et} \text{ as } p_p \to 1 \quad (I–5)
\]

where
- \( e \) is the exponential constant;
- \( t \) is the test interval, without failure;
- \( p_p \) is the probability that the software is ‘perfect’;
- \( E(PFD) \) is the expected PFD.

This is very similar to the worst case bound model (Section I–1.3) except that \( N \) is fractional. In addition, the probability of perfection bounds the long term reliability of the entire fleet [I–7].

**I–1.5. Assumption doubt: The chain rule**

The chain rule can be used to deal with uncertainty in assumptions (e.g. whether or not two channels are independent). So, if \( P_{\text{assump_OK}} \) is the confidence that the assumptions underlying some PFD estimation rule are applicable, then:

\[
E(PFD) = P_{\text{assump_OK}} \times PFD_{1|\text{assump_OK}} + (1-P_{\text{assump_OK}}) \times PFD_{2} \quad (I–6)
\]

where
- \( E(PFD) \) is the expected value of the PFD;
- \( PFD_{1|\text{assump_OK}} \) is the probability of failure on demand given a set of assumptions;
- \( P_{\text{assump_OK}} \) is the probability that the assumptions underlying the estimate of PFD1 are valid;
- \( PFD_{2} \) is some alternative PFD estimation method using a different rule.

For the case where the rule assumptions do not apply, PFD2 is some alternative PFD estimation method using a different rule, which could itself be subject to uncertainty and be addressed by a further rule. This can lead to a sequence of estimates (a chain), and if there is no further rule the final PFD|not \( \text{assump_OK} \) value would be unity.

For example, if we were estimating the probability of failure of a system with two diverse channels, \( A \) and \( B \), the expected value for the PFD is given by:

\[
E(PFD_{AB}) = (1 - P_{\text{indep}}) \times PFD_A \times PFD_B + (1 - P_{\text{indep}}) \times P_{\text{tests_OK}} \times \min(PFD_{A\text{test}}, PFD_{B\text{test}})
+ (1 - P_{\text{tests_OK}}) \times 1 
\quad (I–7)
\]

where
- \( E(PFD_{AB}) \) is the expected probability that both \( A \) and \( B \) fail per demand;
- \( P_{\text{indep}} \) is the probability that channels \( A \) and \( B \) fail independently;
- \( PFD_A \) is the PFD of channel \( A \);
- \( PFD_B \) is the PFD of channel \( B \);
- \( \min(x,y) \) is a function that gives the minimum value of \( x \) and \( y \);
- \( PFD_{A\text{test}} \) is the PFD of channel \( A \) estimated from statistical testing;
- \( PFD_{B\text{test}} \) is the PFD of channel \( B \) estimated from statistical testing;
- \( P_{\text{tests_OK}} \) is the probability that the assumptions that make statistical testing valid are true.

**I–1.6. Indirect estimation methods**

Indirect reliability estimation methods can be useful in cases where no direct reliability evidence is available. They should be part of a general justification of the reliability and include a careful analysis of the assumptions and limitations of the arguments.
I–1.6.1. Infinite time bound

The infinite time bound model [I–8] could be used to bound the total number of failures over the lifetime of the software fleet:

\[ n_{\text{max}} \leq \frac{N}{p_{\text{fix}}} \]  

(I–8)

where

- \( n_{\text{max}} \) is the maximum number of failures over infinite time (assuming faults are detected and fixed);
- \( N \) is the number of faults present at the start of fleet deployment;
- \( p_{\text{fix}} \) is the probability that a fault is fixed when a failure occurs in the fleet.

This model can be applied to both platform and application software and is not dependent on a specific operational profile. It assumes that faults will be fixed as soon as they are reported.

The model requires an estimate of the number of faults \( N \) and the failure fixing probability \( p_{\text{fix}} \). As in the previous section, \( N \) could be based on fault density estimates of similar systems [I–5], or more sophisticated software development process models [I–9–I–11] for application software.

I–1.6.2. Composite indirect models

Bayesian belief networks [I–12] can be used to combine a number of factors that can influence software reliability, and these factors are combined based on expert opinion. The approach can be used to combine the uncertainties from different sources, e.g. from the assumption doubt of the representativeness of the operational profile in statistical testing. Attempts have been made to develop models that combine sources of expert judgement into a reliability figure, but these suffer from technical issues related to justifying the network topology and independence assumptions, as well as from the problem that the input judgements are not calibrated or empirically justified. This is most evident where adherence to a collection of development and verification and validation techniques is used to argue a reliability figure, e.g. compliance with safety integrity level (SIL) 3 techniques achieves SIL 3 reliability. A more appropriate approach for safety systems, if the efficacy of development methods is known, is to have a technical argument to support a worst case bound or, more speculatively, a probability of not perfect.

I–2. COMBINING RELIABILITY ESTIMATES: FAILURE DEPENDENCY

Combining the software reliability of components into an overall system reliability is problematic because of the need to make a judgement of the level of dependence between the components. The approach used in hardware of assuming failure independence is not justified in software. In fact, independence is a very special case of a range between total dependence (unlikely) and total independence (also implausible) [I–13]. Possible approaches to consider are:

- Estimating probability of independence [I–14];
- Combining these using the claims of PFD and probability of not perfect, in which independence, at least an aleatory level, is easier to justify [I–6, I–15].
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Annex II

LICENSING EXPERIENCE

Licensing of software based safety systems has been a significant challenge in a number of Member States for several years. The regulatory structure to support the unique aspects of software based safety systems first evolved in the early 1990s and was at first based primarily on standards compliance. Although a number of software based systems were introduced into NPPs before this time, most were reviewed and assessed using ad hoc methods to determine their dependability.

As more information became available on the significant advantages of these systems as well as the potential new hazards introduced by them, national and international standards were developed and endorsed for use in national regulatory review structures. However, licensing of these systems continued to pose significant challenges to both licensees and regulatory bodies.

II–1. PROJECT DELAYS DUE TO UNRESOLVED LICENSING APPROACHES

There are a number of examples where lack of clarity in the licensing basis or its implementation has led to project delays and costs. This problem affects many technical issues but can be mitigated by a clear definition of licensing principles and the claims and arguments that are being used. Experience has shown that lack of clarity in argumentation has often been a major problem. Some of the challenges and issues that can lead to this are elaborated below. Most national regulators will meet with licensees and vendors early in the development project to discuss assessment claims and argumentation to ensure that all parties are in general agreement as to the level of rigour required and the documentation needed for the evidence provided [II–1]. These meetings are almost always worth the time and effort involved to have them. They are generally of the greatest value early in the development project.

II–2. LACK OF UNDERSTANDING OF THE RIGOUR REQUIRED IN THE NUCLEAR INDUSTRY OR IN THE LICENSEE MEMBER STATE

In many cases, component manufacturers underestimate the evidence required by the nuclear industry, both in terms of the extent of evidence necessary and the need to supply design and implementation information. There are risks that the supply chain may not be able or willing to respond with information to support the safety case. This is particularly true when the supply chain supplies primarily non-nuclear or non-safety critical users.

There are a number of possible remedies for this vulnerability:
— Develop a strategy of engagement and partnership with the supply chain;
— Use the elaboration in guidelines and standards to explain what is needed;
— Use examples of best practices to demonstrate what is required;
— Work with the regulatory body to agree on what other evidence can be substituted for missing component information in developing the safety case or regulatory compliance.

II–3. UNDEFINED OR INADEQUATE REQUIREMENTS, SAFETY CLAIMS NOT CLEAR

Software project failure is often caused by problems in the requirements (in over 70% of cases according to some sources). Sometimes these are linked directly to functional requirements, but often they relate to non-functional aspects at the system level that have a major impact on the subsequent software architecture. In many cases, software architecture decisions are based on inadequate understanding of interface requirements or of regulatory requirements. It is imperative that these requirements be validated early in the design process and discussed with all members of the development team (and ideally the regulator).
Another source of incompleteness in the requirements is a failure to draw the boundary of the system wide enough in capturing requirements. When projects ignore operational and maintenance procedures in requirements for computer based refurbishments (for example, methods of maintenance may not translate easily from an analogue electrical system to a digital one), they frequently encounter problems. There is experience from the nuclear industry where this caused a new system to be unusable. These requirements may not be explicit in existing requirements documents; more likely they are contained in the design of the systems and procedures.

II–4. USE OF COTS/SOUP COMPONENTS

The inclusion of pre-existing software, software of uncertain pedigree (SOUP) or COTS software in safety systems can all lead to risks in the licensing. Dealing with COTS adequately is a challenging topic, with basic issues arising from:

— Lack of understanding of what the software component contains and does (both intended functionality, including functionality intended for more general use but not for the nuclear safety application, and unintended functionality);
— Lack of understanding of software failure modes and the consequences of failure;
— Lack of methods for establishing the degree of trust required in the component (e.g. via software criticality analysis) and the degree that can be justified;
— Lack of supporting information when trying to use operational data in support of licensing;
— Inability to track software changes and limited information on configuration management activities by the developer.

II–5. PREVIOUS CERTIFICATION OR ACCEPTANCE

A particular challenge to licensing software based safety systems is the reuse of components or systems that have been previously certified or approved for use in a safety related application. Although this is the preferred path in a number of Member States, there are potential problems due to:

— Lack of rigour in the original review or certification (for example safety integrity level (SIL) 3 approved devices where the software has not been inspected);
— The inevitable changes to the software configuration between the certified device and the one to be deployed;
— Lack of consensus on how differences between a certified version of a software based device and the one deployed is re-reviewed and documented.

II–6. USE OF ‘PROVEN IN USE’ AND OPERATING EXPERIENCE ARGUMENTS FOR SOFTWARE

When a software based component or a previously used component has been in operation for a long time, it is a potentially important source of evidence. However, there are a number of issues when using this information, which include the following:

— Disagreement on how to consider modifications to the component and changes to its use and environment. Since software failure modes are usually not fully known, proven in use arguments are difficult to extend beyond the particular application. At a minimum, there is a need for an impact analysis.
— Because of the uncompromising (unrealistic) requirements of some standards (such as IEC 61508 [II–2]), ‘proven in use’ is not generally accepted as part of the safety certification.
— Because of the lack of detailed theory on extending a proven in use argument beyond a specific software application, it is frequently very challenging to make the arguments technically rigorous and convincing.
Evidence of operation is often what might be called ‘grey’ evidence — superficially appealing but difficult to make convincing. Often it is not the duration of operation that is so much in doubt but the completeness of the reporting of failures and the applicability of the operating environment to other situations that is called into question.

Some regulations (e.g. for civil aviation in the United Kingdom) require experience to be examined for lessons learned and possible contradictory evidence.

II–7. ARGUMENTS THAT ARE NOT WELL DEFINED

One aspect of a lack of clarity in the basis for licensing is lack of definition of the arguments. The possible strategies for demonstrating that the safety claims are satisfied can be established early in a project, before the evidence is available. However, if this is not done, significant problems can result as the project progresses, for example:

— A ‘proven in use’ argument is vulnerable to changes in the system and challenges to the quality of the data.
— Compliance with standards may not be achievable.

This last point is important. Often, standards require that a wide range of techniques be applied. Users may argue that complying with these techniques produces systems of the required integrity, though this is not necessarily the case (in other sectors there have been IEC 61508 [II–2] SIL 2 compliant systems with failure rates 100–10 000 times the IEC SIL). At best, they can lead to the belief that the system has the required integrity, but additional arguments and evidence will be required.

II–8. ARCHITECTURE AS DESIGNED VERSUS AS IMPLEMENTED

Hazard analysis and other supporting investigations into a system will depend on representations that are abstract models of the implementation. In particular, there have been cases of systems where the architecture provided a good overall indication of intent but in practice the dependencies in the implementation were not well captured. For example, there have been examples where the safety classification of 25% of the code changed following detailed investigations.

The best remedies to deal with this issue are an awareness of the issue and a requirement to validate representations throughout the project life cycle.

II–9. SECURITY THREATS AND VULNERABILITIES

Historically, the security of safety systems in nuclear power plants has been assured by the use of physical measures, separation from the outside world and a general reliance on the security measures of the plant as a whole. While in the past security has often been the responsibility or concern of other agencies, it is now perfectly credible that a security incident can compromise safety and thus should be part of the design basis. The appropriateness of a given computer security measure will depend on safety, security and operational considerations. The implementation of these measures should not adversely affect the essential safety functions and performance of the software and associated instrumentation and control system. If a conflict between safety and security exists, then design considerations taken to ensure safety should be maintained, but a compatible solution to meet computer security requirements should also be identified.

In recent years, formal requirements for computer security, apart from general security or those integrated into general security, have become more common. The most important aspect of this is that most safety review criteria have been updated to ensure that if software and computer security is included, it does not challenge the safety of the software or computer systems.

A challenge in this area is the use of COTS components that have been developed over many years whose provenance is not entirely known. The amount of unused code is surprising. Indeed, there are well known issues of
‘Easter eggs’ (hidden functionalities that do not relate to the main purpose of the product) with large commercial software that might be used in lower integrity applications.

Also, COTS maintainability features can cause vulnerabilities, providing possibilities for inadvertent effects during maintenance and for unauthorized access. There are examples of critical systems that have had safety reducing modifications propagated in a population of devices.

II–10. NON-COMPLIANCE WITH STANDARDS

Lack of compliance with standards can be a serious issue and ensuring compliance is often a significant part of the licensing justification effort. The common standards IEC 61508 [II–2] and IEC 60880 [II–3] (or in other Member States IEEE 603 [II–4] and IEEE 7-4.3.2 [II–5]) need to be interpreted in the context of nuclear COTS equipment. Both technical and regulatory inputs are needed, as is a detailed knowledge of the safety system and its justification. Areas where the standards have frequently needed interpretation — often by reversing their recommendations — include:

— Unused code;
— Interrupts;
— Languages;
— Verification and validation;
— ‘Proven in use’ claims.

II–11. DISCOVERING SOFTWARE (OR FPGAS) IN UNEXPECTED PLACES

Sometimes, there are surprises, as when software appears where it is not expected (e.g. in so-called smart devices which, from a black box viewpoint, may look and feel like plug and play replaceable items). This has been a very significant issue with field programmable gate arrays (FPGAs) and complex programmable logic devices in recent years. There might also be unexpected software in a product that has been developed for many years (COTS/SOUP), and often networks and connectivity are larger than thought. This might not be as common in nuclear systems, but it is a very common problem in other areas. In a control room, knowing exactly what system is connected, and the scope of this connectivity together with the exact configuration, can be an issue.

II–12. LIFE CYCLE OF EVIDENCE

Sometimes, how the evidence supports the arguments throughout the lifetime of the safety system is not explicitly taken into consideration. This can lead to a justification that ‘decays’.

In some Member States, this is a known generic issue and is tackled systematically. However, the lifetime costs of evidence should be a factor in designing the argumentation strategy. For example, static analysis may be expensive the first time through, but much cheaper to maintain. The testing evidence cost may vary with the power of the SIL and can also be expensive to maintain in the light of minor changes (e.g. having to repeat statistical testing).
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Annex III

VULNERABILITIES AND CHALLENGES

This annex provides examples of vulnerabilities and challenges based on nuclear industry experience. The examples provided are indicative rather than definitive and can be extended by considering vulnerabilities found in other software based systems, for example, challenges related to the use of tools. Additionally, vulnerabilities found in non-nuclear safety critical systems have not been considered here. By their very nature, the following lists of application specific challenges and platform specific challenges may need to be further developed for specific claims about specific systems.

III–1. APPLICATION SPECIFIC CHALLENGES

Category A (Cat. A) applications are usually constructed by ‘wiring’ together generic logic elements to construct a specific application. Thus, some claims about the application can be devolved into claims about these logic elements. Hence, it is important to challenge the assumptions that underpin such arguments.

III–1.1. Richness of the logic element language

The core elements needed to implement Cat. A functions are often considered to be simple compositions of logic elements. However, the actual elements being composed might be more complex than the requirements of the application logic suggest. This can be for a variety of reasons:

— The logic elements provide additional functionality that is not required in Cat. A applications.
— The logic elements need to access operating services.
— The programming platform is not as straightforward as the abstraction suggests, meaning that considerable ‘knitting’ is required to implement the logic elements.

Thus, in order to justify specific claims about properties such as predictability, one needs to consider the full range of logic elements, identify a subset of elements that satisfy the relevant property, impose limitations on the way in which these elements can be combined in order to ensure that the property is still valid for any composition of elements, and then impose design restrictions on the use of the logic element language to ensure that Cat. A applications can only be constructed using this limited subset of the full programming model.

For example, a typical programming model includes the following logic elements:

— Basic arithmetic and logic;
— Data conversion;
— Complex mathematical functions such as square root and trigonometric functions.

Although the third category is more complex and would therefore require more justification for use in a Cat. A application, all three categories are pure functions with no hidden state, which makes it easier to reason about their composition. However, there is also a need for logic elements such as the following:

— Memory;
— Counters;
— Timers.

Thus, the programming model is already quite complex, before considering logic elements that are specific to a particular application domain. An example would be logic elements for processing analogue signals, such as:

— Filters;
— Function generators;
— Integration and differentiation.

Reasoning about the behaviour of such logic elements requires the use of control theory and an awareness that a continuous function is being approximated by a recursive function that operates in discrete time and stores the result of the previous function invocation to feed it back into the calculation of the next function invocation.

Finally, there are logic elements for interacting with devices and performing various kinds of input/output operations:
— Polling;
— Event handling;
— Message passing.

III–1.2. Vulnerabilities: Logic elements and their composition

Table III–1 summarizes some generic vulnerabilities that can be used to challenge claims about application level programming models.

Table III–2 lists some specific vulnerabilities based on our knowledge and experience of assessing logic elements intended for use in Cat. A systems. All the vulnerabilities identified have been found in actual platforms being assessed for use in nuclear applications, so it is certain that these vulnerabilities have occurred in real systems.

### TABLE III–1. GENERIC VULNERABILITIES

<table>
<thead>
<tr>
<th>Issue</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unpredictable execution time</td>
<td>It should be possible to predict the execution time of each logic element; otherwise, it can be difficult to calculate the worst case execution time for the application logic</td>
</tr>
<tr>
<td>Dependencies on other logic elements</td>
<td>There should be no hidden interfaces or dependencies between logic elements; otherwise, it is difficult to reason about compositions of elements</td>
</tr>
<tr>
<td>Uncertain error handling</td>
<td>All error conditions should be identified and handled transparently — there should be no hidden error conditions</td>
</tr>
</tbody>
</table>

### TABLE III–2. SPECIFIC VULNERABILITIES IN LOGIC ELEMENTS

<table>
<thead>
<tr>
<th>Category</th>
<th>Explanation</th>
<th>Examples</th>
</tr>
</thead>
</table>
| Incomplete or inadequate user documentation | The documentation must be complete and correct; otherwise, logic elements may not behave as expected | Undocumented error reactions  
Undocumented data types  
Undocumented or incorrect details |
| Range checks                          | Operands and results should always be within the appropriate range for the data type concerned | Missing range checks on input values  
Incorrect range checks on output values  
Failure to check that the number of inputs is appropriate for the type of output |
| Under specified behaviour             | The behaviour of each logic element should be determined entirely by its inputs | Arbitrary non-deterministic behaviour if some of the inputs are not connected |
III–2. PLATFORM SPECIFIC CHALLENGES

Claims about the application have to be guaranteed by the underlying platform that is responsible for executing or interpreting the application. In effect, an argument has to be constructed to show that the realization of the application on the platform takes into account whatever claims have been made about the abstract model of the application. For example, if it is claimed that the behaviour of the application is deterministic, then it has to be shown that the interpretation or execution of the compiled representation of the application on the platform is also deterministic.

III–2.1. Generic issues

The prompt tree in Fig. III–1 illustrates some generic issues that need to be considered at both the platform and application levels. The key challenge is to show that claims about the properties of individual components are still valid when those components are combined within a particular context. This is both an abstract modelling
problem and an implementation issue. First, it is necessary to show that the claims about composition are valid for the abstract model. Then it is necessary to show that the implementation conforms to the abstract model.

Problems with composition can arise because of interference between components. The prompt tree suggests potential areas of difficulty, such as competition for resources, concurrency issues such as race conditions, and lack of robustness or completeness caused by failure to consider all possible modes of operation or ranges of input values.

### III–2.2. Platform vulnerabilities

To illustrate some of these threats to compositionality, a list of potential vulnerabilities is presented in Table III–3 based on current knowledge and experience from assessing platforms intended for use in Cat. A systems. These vulnerabilities have been discovered in actual platforms being assessed for use in nuclear applications, so it is known that these vulnerabilities have occurred in real systems.

#### TABLE III–3. EXAMPLES OF PLATFORM VULNERABILITIES

<table>
<thead>
<tr>
<th>Category</th>
<th>Consequence</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corruption of the memory</td>
<td>If one process can overwrite the memory space of another, then process isolation (virtual machine abstraction) is no longer guaranteed</td>
<td>Uninitialized pointers. Array subscript out of bounds.</td>
</tr>
<tr>
<td>Uninitialized values</td>
<td>If the behaviour of the process depends on an uninitialized value, the results will be unpredictable</td>
<td>Conditional initialization, depending on code path. Local variables that are not initialized explicitly.</td>
</tr>
<tr>
<td>Register integrity</td>
<td>Register values must be preserved when calling between C and assembler; otherwise, the values of variables will change unexpectedly</td>
<td>Assembly code called from C that does not preserve registers that the C compiler expects to be unchanged. Assembly code that calls C code without saving registers that the C compiler is allowed to change. Register values that are saved on the stack should be restored to the same register.</td>
</tr>
<tr>
<td>Stack discipline</td>
<td>Every function call and interrupt should leave the stack unchanged; otherwise, it could grow or shrink over time, leading to corruption of the memory</td>
<td>Registers that are pushed onto the stack are not popped off the stack. The stack pointer is adjusted by the wrong amount after a function call.</td>
</tr>
<tr>
<td>Locking protocol</td>
<td>Every resource that is locked must also be unlocked; otherwise, resources could become blocked</td>
<td>Lock and unlock statements do not refer to the same resource. A timeout or error occurs before the resource is unlocked, leaving it locked.</td>
</tr>
<tr>
<td>Resource leak</td>
<td>Every resource that is used must be released; otherwise, the system might run out of resources</td>
<td>A file is opened but not always closed, depending on the flow of control, resulting in the loss of a file description.</td>
</tr>
</tbody>
</table>

### III–3. UNINTENDED CONSEQUENCES OF FEEDBACK

#### III–3.1. Issues

Although many instrumentation and control (I&C) systems, particularly interlock and protection systems, are designed to behave predictably, sources of feedback can lead to unexpected behaviours. There is a need to identify and review:
— Sources of feedback in the logic:
  • Those intended by the control engineer and explicit in the requirements.
  • Those arising from implementation issues and differences between design abstraction and actual implementation. For example, the requirements might assume ‘instantaneous’ semantics for the graphical language, whereas the implementation might be sequential, even if it is very rapid.
— Indirect feedback from the plant and environment. Again, some of this might be intended, but interdependencies and feedback under all modes of operation should be probed.

The investigation of sources of feedback should consider normal and failure conditions of the plant, equipment and operator.

III–3.2. Vulnerabilities

Table III–4 provides some examples of vulnerabilities.

<table>
<thead>
<tr>
<th>Example</th>
<th>Consequence</th>
<th>Mitigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upgraded system had faster time response</td>
<td>Oscillating plant equipment</td>
<td>Use of claims, arguments and evidence (CAE) to justify upgrade.</td>
</tr>
<tr>
<td>than original</td>
<td></td>
<td>The justification of the upgrade should have had a precise claim about the time response and how it was changed. The assumption that faster has no impact should have been justified explicitly.</td>
</tr>
<tr>
<td>Designer underestimated time delay in digital</td>
<td>Control system instabilities (a small time delay can cause a large phase difference in feedback loops)</td>
<td>Validation should address timing assumptions. For example, a CAE case would have timeliness as an explicit claim and the validity and apportionment of response times to comments should be justified, e.g. supported by a property decomposition CAE block.</td>
</tr>
<tr>
<td>equipment</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

III–4. GENERIC CHALLENGES: ASSESSMENT VULNERABILITIES

III–4.1. Issues

In this section the following generic vulnerabilities in dependability assessment are summarized:

— Formulation of claims;
— Precision or completeness of claims;
— Specific types of argument (e.g. composition of properties);
— Abstraction or mental model of the system (e.g. architecture).

III–4.2. Vulnerabilities

Tables III–5 through III–8 provide examples of specific vulnerabilities that can be used to challenge an assessment, but that can also serve as exemplars for a project to generate their own set. The vulnerabilities have been grouped, but the categories often overlap.
<table>
<thead>
<tr>
<th>Category</th>
<th>Explanation</th>
<th>Examples</th>
<th>Mitigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Claim not a proposition</td>
<td>Claims should be formulated as statements that can be true or false. The claim should be a succinct proposition but will often need additional narrative to explain and provide context.</td>
<td>“Test results” is not a claim, but “System passed all defined tests” is. “Hazard analysis” might refer to an activity or report, whereas the claim might be “Hazard analysis undertaken” or “All identified hazards mitigated”.</td>
<td>Review of definitions. Ask if the claim can be true or false. If using graphical notation to support the case, the narrative might include more detailed claims. Nevertheless, the graphical node should still be a proposition.</td>
</tr>
<tr>
<td>Imprecise claims; concretion needed</td>
<td>Dependability properties can be very abstract and need concretion to become precise enough to argue convincingly about them.</td>
<td>‘Deterministic’ is a property that needs to be clarified in an assessment since it also has a variety of definitions in the guidelines and standards. The distinction between aspects of resilience and fault tolerance might need clarification to support the discussion of determinism.</td>
<td>Review definition, ask whether the claim is a proposition or not. Review argument and evidence to see what they actually demonstrate. Use concretion or substitution CAE blocks to develop more precise claims.</td>
</tr>
<tr>
<td>Overly precise claims; abstraction needed</td>
<td>The requirements may be too precise and contain elements of design or constraints from previous implementations.</td>
<td>The application logic of previous systems may be used as a requirement and contain time delays that are not explained or justified, but are an artefact of the implementation.</td>
<td>Review claim for level of detail and consider abstraction: is it in terms of plant measurements or signals? Top level claims could be validated against a plant model to establish completeness and the level of detail needed.</td>
</tr>
<tr>
<td>Category</td>
<td>Explanation</td>
<td>Examples</td>
<td>Mitigation</td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
<td>----------</td>
<td>------------</td>
</tr>
<tr>
<td>Incomplete or implicit claims; environment not specified</td>
<td>Balance is needed in formulating a claim in terms of making issues explicit. If too much is included as assumptions, then the case can be overly complex; if too little, important details might be missed.</td>
<td>The claim should address a specific system, in a defined application and context. Excluding the environment might lead to changes in the environment being ignored, such as the threat levels.</td>
<td>Use CAE block application tables and prompts to assess whether environment, application and system are detailed sufficiently. For example, see if implicit aspects are changed or differ between claims, in which case these differences should be made explicit. If using a graphical notation to support the case, the narrative might include more detailed claims.</td>
</tr>
<tr>
<td>Incomplete or implicit claims; assumptions about usage; weak argument</td>
<td>Claims need to define the system configuration and usage environment precisely, or the arguments associated with them can be invalid or weak.</td>
<td>A particular version of a device has been evaluated, but the overall claim is about a different version. This needs to be made explicit in the case. Use is made of operating experience, but the details of operational profile and failure reporting are not included.</td>
<td>Use of CAE substitution blocks to carefully record the precise system and configuration changes in the case. Use of CAE block side conditions to explore assumptions and check validity with respect to the real world.</td>
</tr>
<tr>
<td>Incomplete or implicit claims; abstraction</td>
<td>Different states are used to categorize the behaviour of a system (operational, maintenance, failed, OK). The transition between states can be treated as an event that is not analysed further when in fact the transition should perhaps be viewed as an activity or process in its own right.</td>
<td>The transition time between operating modes of a plant can be significant with respect to the timescales of the I&amp;C system. Refurbishment may involve states with more and different dependability claims than originally envisaged.</td>
<td>The first step is to identify when this style of argument is being used — typically when a CAE decomposition block of some sort is applicable. The CAE block application tables ask explicit questions about the validity of the decomposition in the real world. This should be recorded and reviewed by experts with domain knowledge. The explicit use of time bands can help identify these assumptions.</td>
</tr>
<tr>
<td>Category</td>
<td>Explanation</td>
<td>Examples</td>
<td>Mitigation</td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Invalid argument; property does not</td>
<td>An argument might be made that a property applies to each component and so applies to the composition of the components, i.e. the overall system.</td>
<td>An example would be an argument that conservative claims about reliability of the subsystems can be multiplied to provide conservative claims of system reliability.</td>
<td>Use of explicit CAE decomposition blocks requires the composition of the properties to be justified explicitly. Architecture decomposition of properties needs particular attention when reviewing cases. Some aspects are covered in application tables.</td>
</tr>
<tr>
<td>distribute</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logical fallacy; weak argument</td>
<td>Some aspects of logic might be clear from the authors’ point of view, but logically incorrect.</td>
<td>In narrative English, logical terms are sometimes used in a way that is formally incorrect, and this can lead to ambiguous specification e.g. confusion of ‘and’ and ‘or’. Arguing from the specific to the general is classed as a logical fallacy unless supported, e.g. arguing from one device to all devices of that type.</td>
<td>Review of claim formulation to identify logic. Translation of narrative into formulas. Use of tools to animate logic to see if it matches the intention (part of validation). Arguments in CAE block decompositions are always conjunctions. Use of CAE substitution block to capture this type of argument, so the move from ‘the assessed device has this property’ to ‘all delivered devices have this property’ is made clear.</td>
</tr>
<tr>
<td>Not feasible argument/claim too strong</td>
<td>Some claims can be seen as not being feasible.</td>
<td>Making a claim with very high confidence of a numerical reliability target based on statistical testing. Ignoring assumption doubt that comes from epistemic doubt in operational profile and the oracle.</td>
<td>Reduce the strength of the claim (e.g. changing the numerical target) or the required confidence. Make an explicit case that includes the sources of doubt and consider the trade offs (e.g. whether the test bed can have less fidelity but a higher number of test cases, whether the oracle can be developed to higher standards so it can be trusted more, whether research in ‘fair testing’ can be used to reduce the sensitivity of the claim).</td>
</tr>
<tr>
<td>Category</td>
<td>Explanation</td>
<td>Examples</td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Incorrect evidence integration; incomplete argument; claim too abstract</td>
<td>Abstraction is essential, but by its nature it excludes things. Sometimes this exclusion leads to weaknesses in the case. This could be lead to defects in the evidence integration or in a claim.</td>
<td>A claim might be that a property has been proved, but in fact a more precise claim is that the tool used indicates ‘proved’. A claim might be that a system ‘does not fail in 100 demands’, whereas in fact a more precise claim is that the test bed results shows it has passed 100 tests. Both these examples would need expanding to cover the fallibility of the experimental set-up (tools, oracles, specifications, etc.) and the sentencing process.</td>
<td></td>
</tr>
<tr>
<td>Invalid evidence; invalid abstraction; incomplete argument</td>
<td>Abstraction is essential but sometimes the abstract representation is not accurate enough for the argument being made.</td>
<td>A claim might be based on an architectural diagram that is not an accurate reflection of the actual connectivity. It might contain a suggested structure, with the actual code structure being more connected. This can impact claims of CCF and failure behaviour.</td>
<td></td>
</tr>
<tr>
<td>Irrelevant or unclear evidence; weak argument</td>
<td>Projects may provide detailed information, but it may not be clear whether it is really evidence or just extraneous information.</td>
<td>Information on detailed project plans and processes may be provided without rationale.</td>
<td></td>
</tr>
</tbody>
</table>
Annex IV

EXAMPLES OF THE APPLICATION OF ELEMENTS OF THE ASSESSMENT FRAMEWORK

This annex provides examples of the application of elements of the assessment framework. The first two examples illustrate how the claims, arguments and evidence (CAE) approach can be used to express the argument for claims and subclaims raised by the assessment strategy. These are only simplified examples, not generic solutions applicable in all situations.

IV–1. CLAIM 1: THE I&C SYSTEM REQUIREMENTS ARE ADEQUATE

This example illustrates how a strategy for assessing a very generic claim (the instrumentation and control (I&C) system requirements are adequate) can be expressed in a CAE format, so that it can be used as a tool for early communication between stakeholders of the dependability assessment. It provides only the top levels of the strategy, which in practice would need to specify further levels of refinement. Even so, one can see that the effort and cost of developing and formulating such a strategy are limited compared with the complete performance of the assessment.

The plant specific aspects of I&C system requirements are developed based on the results of upstream plant level activities that involve many different disciplines and stakeholders. Often, the I&C requirements specification team will need to engage them when additional information is needed, when these upstream results place unwarranted constraints on the I&C system (e.g. when they state unnecessarily detailed solutions rather than an original need) or when feasibility is questionable.

Other sources of requirements, such as codes of good practice or regulations, are more generic but may be expressed in general terms that need more precise and practical interpretation (concretion), and sometimes constructive discussions and agreement with assessors.

In addition to the need to provide an adequate answer to these input documents, the I&C system requirements specification should possess a number of properties intrinsic to the fact that it is a requirements specification.

Thus, Claim 1 can be made more firm using a concretion block tying together the following subclaims:

— 1.A: The set of input documents used as the basis for the I&C system requirements specification is adequate.
— 1.B: Considering the role assigned to it by the overall plant design, all the statements in these input documents that place requirements on the I&C system are identified.
— 1.C: The I&C system requirements specification adequately addresses each of these statements.
— 1.D: The I&C system requirements specification adequately covers all necessary topics.
— 1.E: The I&C system requirements specification document has key ‘intrinsic properties’.

IV–1.1. Subclaim 1.A: The set of input documents used as the basis for the I&C system requirements specification is adequate

The justification for this subclaim is based on further subclaims tied together by a concretion block:

— 1.A.1: The set of input documents includes a predefined list of documents or document types (e.g. plant level analyses, plant overall design, standards, regulations, codes of good practice).
— 1.A.2: A review of the set membership was performed by persons who collectively have the necessary competence and information.
— 1.A.3: Adequate configuration management ensures that the relevant input documents are identified and the right versions used.
— 1.A.4: These documents adequately consider the I&C system itself, in particular its interfaces with the rest of the plant, its role in the plant, how it will be operated and maintained, and how its postulated failures and vulnerabilities are taken into account.
Assumption: the information provided in these input documents is correct, appropriate and sufficient for what may concern the I&C system. Of course, this claim should at some point be justified, but it is beyond the scope of I&C and of this publication.

Evidence for subclaim 1.A.4 is based on a variety of approaches, such as modelling and simulation, failure analyses, etc. This is usually an iterative process, as particular I&C system requirements might have consequences at plant level, which in turn might need to be taken into consideration by the I&C system.

IV–1.2. Subclaim 1.B: Considering the role assigned to it by the overall plant design, all the statements in these input documents that place requirements on the I&C system are identified

The justification for this subclaim is based on further subclaims tied together by a concretion block:

— 1.B.1: This identification was performed by a team with the right set of competences and information.
— 1.B.2: The identification was performed applying appropriate and agreed methods and tools.
— 1.B.3: A review was performed by persons who collectively had the necessary competence and information and who did not participate in the identification.

IV–1.3. Subclaim 1.C: The I&C system requirements specification adequately addresses each of these statements

The justification for this subclaim is based on further subclaims tied together by a concretion block:

— 1.C.1: The I&C system requirements specification addresses each of these statements (traceability could be one possible source of evidence).
— 1.C.2: The requirements specification was developed by a team with the right set of competences and information.
— 1.C.3: The requirements specification has been developed applying appropriate and agreed methods and tools (e.g. use of modelling and simulation when applicable).
— 1.C.4: A review was performed by persons who collectively had the necessary competence and information and who did not participate in the requirements specification.

IV–1.4. Subclaim 1.D: The I&C system requirements specification adequately covers all necessary topics

The justification for this subclaim is based on further subclaims tied together by a concretion block:

— 1.D.1: The I&C system requirements specification addresses each of the topics of an approved predefined list. It includes topics such as interfaces with other systems and with personnel, operational modes, functions in each mode, response times, accuracy, self-monitoring, fault tolerance, failure modes to be avoided, maximum failure rates, provisions for future changes, etc. The list of topics should address, but should not be restricted to, the system features listed in Section 2.8.
— 1.D.2: A review was performed by persons who collectively had the necessary competence and information and who did not participate in the requirements specification.

IV–1.5. Subclaim 1.E: The I&C system requirements specification document has key ‘intrinsic properties’

An ‘intrinsic property’ is a property that can be judged based on the analysis of the specification alone. The justification for this subclaim is based on further subclaims tied together by a concretion block:

— 1.E.1: The I&C system requirements specification is unambiguous.
— 1.E.2: The I&C system requirements specification is clear to the persons concerned (limitation of complexity, terms are defined).
— 1.E.3: The I&C system requirements specification does not have ‘intrinsic holes’ (i.e. missing elements that
could be identified by the analysis of the specification alone; a typical example would be an incomplete truth
table).
— 1.E.4: The I&C system requirements specification is consistent (no contradiction).
— 1.E.5: The I&C system requirements specification has been approved by the authorized decision makers.

IV–1.6. Comments

The first levels of the assessment strategy for Claim 1 are mostly based on concretion blocks. The objective is
to identify subclaims that have a clear meaning and for which appropriate sources of evidence can be identified. In
this example, many would be provided by quality assurance plans or records (competences, reviews, methods and
tools, etc.). Others would be provided by application of specific techniques (traceability, modelling and simulation,
predefined templates, etc.).

IV–2. CLAIM 2: THE I&C SYSTEM CORRECTLY IMPLEMENTS ITS SPECIFIED
REQUIREMENTS

This example illustrates a possible approach to justify Claim 2 (that the I&C system correctly implements its
specified requirements), in a CAE format. Here again, it should be viewed only as a simplified example.

In a very abstract manner, the safety I&C system of this example can be viewed as a distributed system
composed of multiple interconnected digital controllers receiving inputs from analogue sensors. The argument can
be organized into the following steps:

— Step 1 substitutes the operational system with its design and possibly with system ‘samples’ (for test
purposes). This substitution can be made under the justification that the design and the samples are adequate
representations of the operational system.
— Step 2 decomposes the system into functional units, as specified by the system architecture. The decomposition
block claims that each unit complies with its requirements. It also claims that the combination of compliant
units (as specified by the system architecture) complies with the system requirements.
— Step 3 decomposes each digital unit into a combination of hardware and software (in a general sense)
as specified by the unit design. As in the previous step, each decomposition block claims first that the
components (hardware and software) separately meet their requirements, and then that the combination meets
the unit’s requirements. In this limited example, hardware subsystems and the hardware part of digital units
are assumed to be fully compliant with their own requirements specifications.
— Step 4 substitutes the software of each digital unit with its design and/or source code. Here again,
the substitution can be made under the justification that the design and the source code are adequate
representations of the executable software installed in the operational system.
— Step 5 further decomposes the software of each digital unit into an application specific part and a platform
specific part.
— The next steps regarding the platform specific part include decomposition into smaller software components,
claims on control flow and data flow, functional claims on particular software components (e.g. on elementary
library functions) and innocuousness claims on others (e.g. a component performing auto tests).
Annex V

EXAMPLES OF TECHNIQUES FOR GENERATING EVIDENCE

Table V–1 summarizes techniques of generating evidence for the dependability properties discussed in Section 4 of the main text.

TABLE V–1. DEPENDABILITY CHARACTERISTICS AND EXAMPLES OF TECHNIQUES FOR GENERATING EVIDENCE

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Definition</th>
<th>Examples of evidence generation techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adequacy of instrumentation and control system requirements</td>
<td>n.a.*</td>
<td>Audits</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inspections and reviews</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Static analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Formal modelling and verification</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Failure mode and effects analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fault tree analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Probabilistic reliability analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hazard and operability analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>System-theoretic process analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Analysis of operating experience</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Modelling and simulation</td>
</tr>
<tr>
<td>Functionality</td>
<td>Correct implementation of the required functions</td>
<td>Random testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Statistical (operational profile) testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Functional testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Model based testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Random model based testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unit testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interface testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Development metrics</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Static analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Formal specification, modelling and verification</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Modelling and simulation</td>
</tr>
<tr>
<td>Time response</td>
<td>The time allowed for the software to respond to the inputs or to periodic events</td>
<td>Performance testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Design inspection evidence for invariant execution time</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Worst case execution time analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Modelling and simulation</td>
</tr>
<tr>
<td>Accuracy</td>
<td>The degree of closeness of the measured or calculated value to its true value</td>
<td>Accuracy tests, as part of functional testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Numerical precision analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Measurements</td>
</tr>
<tr>
<td>Reliability</td>
<td>The probability that the software will perform to a specified requirement for a given period of time under specified conditions</td>
<td>Statistical (operation profile) testing</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Development measures</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coding standards compliance checking</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Static analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Formal modelling and analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fault tree analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Probabilistic reliability analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Analysis of operating experience</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Modelling and simulation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fault injection</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Definition</td>
<td>Examples of evidence generation techniques</td>
</tr>
<tr>
<td>---------------</td>
<td>------------</td>
<td>------------------------------------------</td>
</tr>
</tbody>
</table>
| Maintainability | Ability to undergo repairs and modifications | Design inspection  
Code inspection  
Code complexity metrics  
Coding standards compliance checking  
Hazard and operability analysis  
System-theoretic process analysis  
Modelling and simulation |
| Robustness | Response to external events: spurious (unexpected) inputs, hardware faults and power supply interruptions | Stress testing  
Negative testing  
Overload analysis  
Design inspection and code inspection of features to handle overloads, out of range values, invalid input and output  
Hazard and operability analysis  
System-theoretic process analysis |
| Failure integrity | Probability that an internal failure can be detected externally | Runtime integrity checking  
Fault injection  
Failure integrity analysis  
Modelling and simulation |
| Operability | Avoidance of human error in maintenance and calibration | Usability testing  
Hazard and operability analysis  
System-theoretic process analysis  
Modelling and simulation |
| Security | Prevention of loss of component confidentiality, availability and integrity due to malicious acts | Audits  
Inspections and reviews  
Development metrics  
Coding standards compliance checking  
Static analysis  
Formal modelling and analysis  
System-theoretic process analysis  
Analysis of operating experience  
Modelling and simulation  
Penetration testing  
Vulnerability testing |

* n.a.: not applicable.
# ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP</td>
<td>assessment principle</td>
</tr>
<tr>
<td>CAE</td>
<td>claims, arguments and evidence</td>
</tr>
<tr>
<td>Cat. A</td>
<td>Category A</td>
</tr>
<tr>
<td>CCF</td>
<td>common cause failure</td>
</tr>
<tr>
<td>COMPSIS</td>
<td>Computer-based Systems Important to Safety (project)</td>
</tr>
<tr>
<td>COTS</td>
<td>commercial off the shelf</td>
</tr>
<tr>
<td>CPU</td>
<td>central processing unit</td>
</tr>
<tr>
<td>DFMEA</td>
<td>design FMEA</td>
</tr>
<tr>
<td>EN</td>
<td>European norm</td>
</tr>
<tr>
<td>EPRI</td>
<td>Electric Power Research Institute</td>
</tr>
<tr>
<td>FMEA</td>
<td>failure mode and effects analysis</td>
</tr>
<tr>
<td>FPGA</td>
<td>field programmable gate array</td>
</tr>
<tr>
<td>FTA</td>
<td>fault tree analysis</td>
</tr>
<tr>
<td>HAZOP</td>
<td>hazard and operability analysis</td>
</tr>
<tr>
<td>HDL</td>
<td>hardware description language</td>
</tr>
<tr>
<td>I&amp;C</td>
<td>instrumentation and control</td>
</tr>
<tr>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
</tr>
<tr>
<td>MISRA</td>
<td>Motor Industry Software Reliability Association</td>
</tr>
<tr>
<td>NPP</td>
<td>nuclear power plant</td>
</tr>
<tr>
<td>O&amp;M</td>
<td>operation and maintenance</td>
</tr>
<tr>
<td>OECD/NEA</td>
<td>Nuclear Energy Agency of the Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>PFD</td>
<td>probability of failure on demand</td>
</tr>
<tr>
<td>PRA</td>
<td>probabilistic risk assessment</td>
</tr>
<tr>
<td>SAE</td>
<td>Society of Automotive Engineers</td>
</tr>
<tr>
<td>SIL</td>
<td>safety integrity level</td>
</tr>
<tr>
<td>SOUP</td>
<td>software of uncertain pedigree</td>
</tr>
<tr>
<td>STPA</td>
<td>system-theoretic process analysis</td>
</tr>
</tbody>
</table>
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### Nuclear General Objectives

- **NG-O**
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    - NG-G-2.#
    - NG-T-2.#
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  - 5. Energy System Analysis
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    - NG-T-5.#
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    - NG-G-6.#
    - NG-T-6.#

### Nuclear Power Objectives

- **NP-O**
  - 1. Technology Development
    - NP-G-1.#
    - NP-T-1.#
  - 2. Design and Construction of Nuclear Power Plants
    - NP-G-2.#
    - NP-T-2.#
  - 3. Operation of Nuclear Power Plants
    - NP-G-3.#
    - NP-T-3.#
  - 4. Non-Electrical Applications
    - NP-G-4.#
    - NP-T-4.#
  - 5. Research Reactors
    - NP-G-5.#
    - NP-T-5.#

### Nuclear Fuel Cycle Objectives

- **NF-O**
  - 1. Resources
    - NF-G-1.#
    - NF-T-1.#
  - 2. Fuel Engineering and Performance
    - NF-G-2.#
    - NF-T-2.#
  - 3. Spent Fuel Management and Reprocessing
    - NF-G-3.#
    - NF-T-3.#
  - 4. Fuel Cycles
    - NF-G-4.#
    - NF-T-4.#
  - 5. Research Reactors — Nuclear Fuel Cycle
    - NF-G-5.#
    - NF-T-5.#

### Radioactive Waste Management and Decommissioning Objectives

- **NW-O**
  - 1. Radioactive Waste Management
    - NW-G-1.#
    - NW-T-1.#
  - 2. Decommissioning of Nuclear Facilities
    - NW-G-2.#
    - NW-T-2.#
  - 3. Site Remediation
    - NW-G-3.#
    - NW-T-3.#

## Key

- **BP:** Basic Principles
- **O:** Objectives
- **G:** Guides
- **T:** Technical Reports
- **Nos 1-6:** Topic designations
- **#:** Guide or Report number (1, 2, 3, 4, etc.)

## Examples

- **NG-G-3.1:** Nuclear General (NG), Guide, Nuclear Infrastructure and Planning (topic 3), #1
- **NP-T-5.4:** Nuclear Power (NP), Report (T), Research Reactors (topic 5), #4
- **NF-T-3.6:** Nuclear Fuel (NF), Report (T), Spent Fuel Management and Reprocessing (topic 3), #6
- **NW-G-1.1:** Radioactive Waste Management and Decommissioning (NW), Guide, Radioactive Waste (topic 1), #1
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