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Abstract 
Old and new problems in the physics of multicusp magnetic sources for the production of negative 
H-/D- ions are presented and discussed. We emphasize particularly, in this kind of plasmas, both 
the vibrational and electron non equilibrium energy distributions, the role of Rydberg states in 
enhancing the negative ion production, the production of vibrationally excited states by the Eley-
Rideal mechanism, and the enhancement of negative ion concentrations in pulsed discharges. 
In appendix I recent cross sections calculations for elementary processes and the theoretical 
determination of hydrogen recombination probability on graphite surface are illustrated. 
In appendix II two types of sources are modeled: the first one is a classical negative ion source in 
which the plasma is generated by thermoemitted electrons; in the second one, electrons already 
present in the mixture are accelerated by an RF field to sufficiently high energy to ionize the gas 
molecules.  

 

 

 

1.Introduction 

It is by now a well established fact that ITER program will use a negative ion beam for 

priming the fusion reaction. The research in this field started many years ago when Bacal et 

al. [1], [2] reported high fractions (<30%) of negative ions in electron beam sustained 

discharges in H2/D2. Since then, a lot of theoretical and experimental work was addressed to 

understand the physics of negative ions including their formation and their losses [3]-[11]. 

The synergy between theoretical and experimental work allowed the development of negative 

ion sources for different applications. 

Nowadays, this synergy seems to be weakened because the researchers, who should build up 

the negative ion source for the different applications including that one for ITER, think the 

problem as a pure technological one. These researchers are experiencing procedures to 

improve the performances of the relevant sources, for both the plasma processes and the 

coupling of the external electrical power devices to the free electrons of the discharge. This is 

why we have assisted to the progressive substitution of volume sources to surface (cesium) 

ones as well as to the substitution of filament sustained discharges with rf ones [12]-[14]. In 

these sources, however, we have the same physics of negative ion production discussed in the 

  



  

past, including many unresolved problems. Among them we remind 1) the experimental 

determination of the plateau of the vibrational distribution function, 2) the enhancement of 

negative ion concentrations by pulsed discharges, 3) the extension of the simulation to D2 

discharges, 4) the role of dissociative attachment from Rydberg states, and 5) the 

atom/molecule interaction with the surfaces. 

These problems will be reviewed in this paper, by using old and new literature on the subject, 

with the hope to stimulate a new synergy between the researchers, in charge of the negative 

ion sources development for ITER program as well as for other applications, and the 

numerous European laboratories still active in plasma physics and plasma chemistry of 

negative ion sources. 

 

1. Non-Equilibrium Plasma Kinetics 

Different chemical-physical models were built in the last 20 years to describe the complex 

phenomenology occurring in multipole magnetic H2/D2 plasmas [3]-[11]. Time dependent and 

stationary approaches were used to this end. 

The models include 

1) the non equilibrium vibrational kinetics responsible for the population of vibrationally 

excited states, 

2) an appropriate Boltzmann equation for describing the thermalization of electrons emitted 

by the filaments and accelerated by the applied voltage Vd, 

3) the dissociation kinetics for getting information about the concentration of atomic species, 

4) the ion chemistry for determining the concentration of atomic and molecular positive ions, 

5) the kinetics for the production and losses of negative ions including the dissociative 

attachment both from vibrationally excited states and Rydberg states. 

A state to state approach is necessary for the characterization of the negative ion formation 

since the dissociative attachment occurs mainly from vibrationally excited states. 

Points 1-5 were solved simultaneously due to the interdependence between all the quantities 

occurring in the different kinetics. To better understand the complexity of the kinetic problem 

we write, in implicit form, the equations for the first two steps of the complete kinetic scheme 

i.e., the vibrational kinetics and the Boltzmann equation (see also [8]). 

For the vibrational kinetics we write [8]. 
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where each term on the right hand side represents the gain or the loss for the v-th vibrational 

quantum number under the influence of the relevant microscopic processes listed in Table I. 

 
TABLE I 

KINETIC PROCESSES 

Symbol Process 

e-V e + H2(v) → e + H2(w) 
E-V e + H2(v=0) → e + H2(B1Σu

+, C1Πu) → e + H2(w) + hν 
V-V H2(v) + H2 (w) → H (v-1) + H2(w+1) 
V-Tmol H2(v) + H2 → H2(v-1) + H2

 

V-Tat H2(v) + H → H2(v-1) + H 
e-D e + H2(v) → e + H2

*→ e + H + H 
   (H2

* = a3Σg, e3Σu
+, C3Πu, b3Σu

+) 
e + H2(v) → e + H2

*→ e + H + H* 
e + H2(v) → e + H2

*(X2Σu
+, X2Σg

+) → e + H+ + H(1s) 
e-I e + H2(v) → e + H2

+ + e 
e-da e + H2(v) → H + H- 
e-E e + H2(v) → e + H2

* 

(H2
* = E/F3Σu

+, B’1Σu
+, D’1Πu, B”3Σu) 

Wall1 H2(v) → H2(w) 
Wall2 H + H → H2(v) 
Wall3 H2

+ + ewall → H2(v) 
e-Eat e + H → e + H*(n=2) 
e-Iat e + H → e + H+ + e 
elasticmol e + H2 → e + H2 
elasticat e + H → e + H 

 

The Boltzmann equation can be written as [8]-[10] 
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where − ∂Jel ∂ε( )e−M

−

 accounts for the flux of electrons along the energy axis due to elastic 

collisions, ∂Jel ∂ε( )e−e  for that due to electron-electron Coulomb collisions, and the other 

terms correspond to inelastic (In), ionizing (Ion) and superelastic (Sup) collisions and electron 

losses (L) due to recombination either in gas phase or on the walls (see also table I). The term 
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S characterizes the source term and corresponds to the injection of electrons through the hot 

filaments and reads as: 

 

 
S =  I d V e ∆ε( )     (3) 

 

where Id is the discharge current, V is the plasma volume, e is the electron charge and ∆ε is 

the energy spreading of the injected electrons. 

A complete description of the plasma kinetics of negative ion sources requires a self-

consistent coupling between the heavy particle kinetics and the electron one. This coupling 

occurs as heavy particle density evolution depends on the rate coefficients of electron 

processes whereas the electron energy distribution function EEDF turns to be a function of 

the distribution of heavy particles. For the i-th electron process, the rate coefficient ki
e 

depends on the related cross section σi(ε), with threshold energy εth, on the electron velocity 

v(ε), and on the electron distribution n(e) through 

 

    
ki

e =  σ iε th

∞∫ (ε) v(ε) n(ε) dε.
    (4) 

 

EEDF is governed by the electron Boltzmann equation, that describes the time evolution of 

the electrons with energy between ε and ε + dε  It takes into account different terms involving 

the flux of electrons, in the energy space, due to various contributions. Some of the terms, 

appearing in the Boltzmann equation, are characteristic of the system we are investigating. 

Similar equations describe both the atom and the positive and negative ion concentrations. 

State to state cross sections entering in the kinetics have been discussed in the past by several 

authors. More recently a further effort, in improving the data base, has been reported by 

Celiberto et al. [15], [16] and by Fabrikant et al. [17] for electron molecule cross sections, by 

Esposito et al. [18] for H-H2(v) cross sections, by Takagi [19] for dissociative recombination 

of different ions and by Wang and Stancil [20] for ion-molecule charge transfer and 

rearrangement. Details of the new calculations performed by our group are reported in 

Appendix 1 [95]. 
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3. Non Equilibrium Vibrational Distributions 

The vibrational distribution of H2/D2 molecules plays a determinant role in the formation of 

the negative ions since the dissociative attachment cross sections increase by many orders of 

magnitude with the increase of vibrational quantum number. This point stimulated and is still 

stimulating a lot of experiments for the determination of the whole vibrational distribution of 

H2 and D2 in the plasmas. 

The first attempts used CARS [21] (Coherent Anti-Stokes Raman Spectroscopy) and REMPI 

[22] (Resonant Enhanced Multiphoton Ionization) techniques obtaining the first part of the 

vibrational distributions. As an example Fig. 1a-b [8] reports the experimental (a) and the 

theoretical (b) vibrational distributions Nv of H2 up to v = 5 for different pressures p (Id = 10 

A, Vd = 100 V), whereas Fig. 2a-b [8] reports the same quantities for different discharge 

currents Id (p = 7.5 mtorr, Vd = 100 V). In general, we observe a qualitative agreement 

between the theoretical and experimental values, even though the theoretical vibrational 

distributions are higher than the experimental ones. The most critical point, in this 

comparison, is the apparent quasi Boltzmann behavior of the experimental vibrational 

distributions against the clear appearance of the onset of a plateau, from v = 3 on, in the 

corresponding simulations. A quasi-Boltzmann vibrational distribution was also 

experimentally detected, at the Lawrence Berkeley National Laboratory [23] up to v = 8, by 

vacuum ultraviolet-laser absorption spectroscopy, in a source with Id = 24 A and p = 8 mtorr 

(see also [24] for the corresponding theoretical study). 
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Fig. 1. A comparison between experimental (a) and theoretical (b) vibrational distributions at several pressures p 
[8]. 
 

It should also be noted that REMPI technique has been used by Robie et al. [25] for getting 

information on vibrational quantum number up to v = 11. 
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Vacuum ultraviolet absorption spectroscopy, used for the first time by Graham [26], is still in 

use in different laboratories [27], [28] to get information about high lying vibrational levels. 

More recently Dobele et al. [29], [30] were able to detect the vibrational distribution of H2 up 

to v = 13 in a magnetic multipole plasma source, by laser-induced fluorescence with vacuum 

ultraviolet radiation, unambiguously showing the plateau in the vibrational distributions (see 

Fig. 3) as predicted by the theoretical results. We believe that this technique will open new 

interesting perspectives in the experimental determination of the vibrational distribution of 

H2/D2 systems. 
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Fig. 2. A comparison between experimental (a) and theoretical (b) vibrational distributions at several discharge 
currents Id [8]. 
 

3. Pulsed discharges 

The time dependent simulation of multipole discharges showed that, switching on the 

discharge, both negative ion n(H-) and atom n(H) densities rise with time [6]-[8]. However, at 

around 100 µs, the negative ion density reaches a maximum, then decreases and saturates. 

This behavior was explained with the increased importance of associative detachment in 

collision with atoms, the density of which continues to rise. If, in a repetitive discharge, the 

current would be switched off as soon as the n(H-) density reaches its maximum value and for 

a period sufficiently long to affect the atom density, one would obtain a higher mean value of 

n(H-).  

It should be noted that this procedure is correct as long as the atom life time, controlled by 

surface recombination, is shorter than that of either negative ions or vibrationally excited 

molecules. A second aspect of discharge modulation is related to the primary energetic 

electrons. As soon as the discharge is switched off their production stops and their density 

rapidly drops. Then also the fast electron detachment, one of the main actor in n(H-) 

destruction processes, is halted. A third aspect is linked to the temporal behavior of the low 
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energy part of EEDF which can find a temporal window, in the post-discharge, for increasing 

the dissociative attachment rates. 
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Fig. 3.  Experimental vibrational distribution Nv measured in a H2 multicusp source (p = 11.25 mtorr, Id = 0.5 A, 
Vd = 100 V), adapted from [29]. 
 

Because of the similarity with the magnetic filter, in which there is a separation between fast 

and slow electrons, Hopkins and Mellon [31] called “temporal filter” the procedure of 

separating in time the required hot and cold electron distributions. 

Different experiments [31]-[35] show the enhancement of n(H-) in the post discharge regime. 

Fig. 4 reports that one performed by Hopkins and Mellon which shows an enhancement by a 

factor 3 in the extracted H- current. Note that the enhancement lasts for about 200 µs. Similar 

results (enhancement by a factor 2.5, time duration of about 100 µs) were obtained by 

Mosback et al. [34], who also developed a phenomenological model to explain the 

experimental results, and by Fukumasa and Shiroda [35] (enhancement by a factor 4 and 

duration of approximately 100 µs). On the other hand the code developed in Bari was used 

[36] to qualitatively reproduce the complex phenomenology of pulsed discharges. The results 

are summarized in Figs. 5a-d [36]. In particular Fig. 5a reports the relaxation of EEDF at 

several times tpd in the post discharge. We can see that the relaxation of EEDF is such to 

increase the number of electrons with small energy, enhancing those rate coefficients 

characterized by a small threshold energy. In particular the dissociative attachment rates, from 

highly vibrational excited states, can increase during the relaxation as can be appreciated from 

Fig. 5b. Note that in D2 system this behavior occurs for v>12. On the other hand, Fig. 5c 

shows the relaxation of the vibrational distribution Nv, that starts decreasing after 100 µs. The 

D- maximum, in the post discharge, can take place due to a favorable interplay between the 

relaxation of EEDF, and therefore of the dissociative attachment rates, the relaxation of Nv 

and the decrease of D- losses in the post discharge regime. This is indeed the case as reported 

in Fig. 5d that shows the time dependence of negative ion concentration under discharge and 
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post discharge conditions. We can see, that when the discharge is switched off, a slight 

increase of D- concentration appears, the effect being enhanced by reducing the vibrational 

losses on the metallic walls. 
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Fig. 4.  Extracted H- current in a pulsed hydrogen discharge with a 2.7 µs pulse length and a 87 Hz repetition rate 
(p = 2.4 mtorr, Id = 15 A) [31]. 
 

The calculated negative ion concentrations are in line with the experimental results even 

though further improvements in the models must be done to obtain a better agreement with 

the experimental results. 

Future improvement in pulsed discharges can be achieved by coupling numerical and 

experimental efforts. 

 

5. D2 Plasmas 

Modeling of D2 plasmas received and is receiving less attention in the hope that the results for 

H2 plasmas can be extended to D2 ones. An attempt in this direction was presented some years 

ago by Gorse et al. [37] which applied the self-consistent model discussed in section II to D2 

plasmas. Table 1 of [37] reports the elementary processes and the sources of the 

corresponding cross sections introduced in the simulation. A sample of results has been 

reported in Figs. 6-9. In particular, Figs. 6a and 6b compare stationary EEDF and vibrational 

distributions, in the same plasma conditions, for H2 and D2. To understand the form of EEDF 

we must remember that in the multicusp magnetic discharges electrons are emitted by 

filaments and accelerated by the applied voltage Vd. The multicusp magnetic field is such to 

increase the confinement time of the electrons in the source. As a result the discharge is 

sustained by an electron beam that collides with the target gas. The resulting EEDF, obtained 

by the solution of the Boltzmann equation, is therefore typical of the degradation spectra of an 

electron beam through elastic (electron-molecule, electron-atom and electron-electron), 

inelastic (electronic dissociation and excitation), superelastic (collisions of electrons with 
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vibrationally excited states) and ionization collisions. So we can see the electron peak located 

at about 110 eV, followed by the long plateau caused by ionization and inelastic losses ending 

with the low energy bulk electrons, that represent the electrons at the final stage of their 

energy degradation. Note that the smooth plateau extending from 20 to 100 eV is due to 

electron-electron collisions that contribute to fill the depressions between maxima arising 

from ionizing and inelastic collisions [6], [9], [10].  
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Fig. 5  Relaxation of several quantities (EEDF (a), e-da rate coefficient (b), Nv (c), D- density (d)) in the D2 post-
discharge regime (see text). In Fig. 5d, the dashed line has been obtained by decreasing by a factor 8 the rate 
coefficient for the deactivation of vibrationally excited molecules on the metallic walls, the vertical dashed line 
indicating the onset of the post-discharge regime [36]. 
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Fig. 6.  Theoretical EEDF (a) and  Nv (b) in H2 and D2 multicusp sources (p = 4.5 mtorr, Id = 10 A, Vd = 115 V, 
plasma potential Vp = 2.9 V) [37]. 
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It should be noted that the theoretical EEDF, obtained by the solution of the Boltzmann 

equation, has been experimentally reproduced by using Langmuir probe technique [38], [39]. 

Concerning the form of the vibrational distribution (Fig. 6b), we can note a strong decay in 

the concentration of the first few levels followed by a long plateau. This behavior depends on 

the microscopic processes acting in the plasma and on their dependence on the vibrational 

quantum number. In particular the low energy part of the vibrational distribution depends on 

e-V rates 

 

  
e +  M 2 v = 0( ) →  M 2

- →  e +  M 2 w( )    (5) 

 

that strongly decrease with the increase of the vibrational quantum number v, while the long 

plateau is due to E-V rates 

 

  
e +  M 2 v = 0( ) →  e +  M 2

*  →  e +  M 2 w( )   (6) 

 

that present a weak dependence on the final vibrational quantum number. 

The differences between H2 and D2 are quite small, specially in the EEDF behavior. The 

divergence in the vibrational distribution is mainly due to the differences in the vibrational 

energies of the two isotopes. This last point is responsible for the different behavior of the 

dissociative attachment rates in the two gases (Fig. 7).  
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Fig. 7.  Dissociative attachment (e-da) rates versus vibrational quantum number for H2 and D2 molecules (same 
conditions as Fig. 6) [37]. 
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Again, we can see a similar behavior in the two systems but shifted to higher v for D2. Note 

also the strong dependence of the dissociative attachment rates on the vibrational quantum 

number, as already pointed out. 

Figs. 8a-d and 9a-d show a comparison of different quantities (ne, Te, [D]/[H], [D-]/[H-]) as a 

function of the pressure p and of the current intensity Id. All these quantities increase by 

increasing pressure and current intensity, the only exception being represented by the 

behavior of electron temperature Te versus p at fixed Id. In this case Te decreases as a function 

of p since the increase of inelastic losses, with the pressure, is such to cool the temperature of 

the bulk electrons. 

It should be noted that the electron temperature values Te, that are calculated by the slope of 

EEDF in the low part of the distribution, in D2 overcome the corresponding ones in H2, the 

reverse being true for atom and negative ion concentrations and for the electron density ne. 

The reported trends are in qualitative agreement with the experimental ones reported by 

different authors [40], [41]. The experimental results have been obtained in multicusp 

magnetic plasmas operating under conditions slightly different from the calculations reported 

in the relevant figures. Note also that the differences, in the negative ion production in H2 and 

D2 plasmas, tend to disappear when comparing the extracted D- and H- currents corrected for 

the different ion mobilities. 

In general the reported results seem confirm a small isotopic effect in the different plasma 

quantities. 

Before concluding this section we want to point out that improvement in the cross sections for 

both H2 and D2 systems has been obtained in these last years [15]-[20] These new information 

should be included in future modeling of H2 and D2 plasmas. 

 

6. Rydberg States 

So far we have considered the dissociative attachment from vibrationally excited states as the 

mechanism for generating H- ions. Recently, however, Pinnaduwage et al. [42], [43] proposed 

a new mechanism for producing negative ion based on the dissociative attachment on 

Rydberg states  

 

 e +  H2
*  →  H +  H -

    (7) 

 

where H2
* represents a generic Rydberg state. 
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Fig. 8.  The behavior of electron density ne (a), electron temperature Te (b), atomic concentration [H]/[D] (c), 
and negative ion concentration [H-]/[D-] (d), for H2 and D2 systems versus pressure p (Id = 10 A, Vd = 115 V) 
[37]. 
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Fig. 9.  The behavior of electron density ne (a), electron temperature Te (b), atomic concentration [H]/[D] (c), 
and negative ion concentration [H-]/[D-] (d), for H2 and D2 systems versus current Id (p = 7.5 mtorr, Vd = 115 V) 
[37]. 
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In a first paper, Pinnaduwage et al. [42] found an experimental value of 10-6 cm3. s-1 for the 

corresponding rate. A new value of 6 10-5 cm3. s-1 was found by the same group in a 

subsequent publication [43]. The first value,  i.e. 10-6 cm3.s-1, was used by Nagpal and 

Garscadden [44] in a simplified kinetic scheme 

 

 e +  H2 →
k1

 e +  H2
*      (8) 

 H2
*  →

A
 H2 +  hν      (9) 

 e +  H2
*  →

k 3

 H +  H -
    (10) 

 

for estimating the concentration of negative ions through this mechanism. Insertion of this 

channel gives an enhancement of negative ion concentration by a factor 10 as compared with 

the concentration of negative ions obtained by the dissociative attachment mechanism from 

vibrationally excited states. This result was also confirmed, even though to a minor extent, by 

Gorse et al. [45] by introducing the channel in the self-consistent model previously described. 

The weakness of Nagpal and Garscadden model was in the selection of a lumped electron 

molecule cross section for populating the H2 Rydberg states as well as for considering a value 

of 10-6 s for the lifetime A of the Rydberg states. The cross section for the excitation of 

Rydberg states was about 2.4 10-17 cm2 at 40 eV. 

This kind of weakness has been discussed by Hiskes [46] who developed a collisional 

radiative model for the Rydberg states by using an elegant kinetic scheme. The major 

criticism of Hiskes was about the lifetime of Rydberg states used by Nagpal and Garscadden. 

According to the Hiskes treatment, the lifetime of n = 3 and n = 4 electronically excited states 

of molecular hydrogen should be decreased by a factor 100 i.e., A = 10-8 s, thus reducing the 

importance of negative ion formation from the Rydberg mechanism by a factor 100. Hiskes' 

analysis ruled out the importance of the Rydberg mechanism until Pinnaduwage et al. 

reported a new experimental value of the attachment rate over Rydberg states 60 times higher 

than that one used by Nagpal and Garscadden, by Gorse et al. and by Hiskes. Using this new 

value, together with the arguments of Hiskes about the lifetime of Rydberg states, one should 

find a production of negative ions through the Rydberg mechanism of the same importance as 

that one coming from the dissociative attachment to vibrationally excited states.  
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This point has been confirmed in a recent study by Hassouni et al. [47], who have used the 

more recent dissociative attachment rates from the Rydberg mechanism, in a self-consistent 

kinetic model, including also a collisional radiative model to describe the electronically 

excited states of molecular hydrogen. For typical multicusp magnetic conditions, Hassouni et 

al. found an enhancement of the negative ion concentration by a factor 2.7, when the Rydberg 

state dissociative attachment mechanism was inserted in the complete model. 

 
TABLE II 

Electronically excited molecular state distributions in magnetic multicusp plasma 

n 3 4  5  6 7 >4 

H2* a)  

(106 cm-3) 
13.9 3.8    7,4 

H2*b) 

(106 cm-3) 
24.0 11.0 4.6 2.0 0.85 8.3 

a) adapted from [47] 
b) adapted from [46] 

 

It should be also noted that the concentrations of Rydberg states calculated by Hassouni et al. 

are in satisfactory agreement with the values found by Hiskes, in slightly different operating 

conditions, (see Table II). These new results indicate that the Rydberg mechanism can not be 

ruled out as suggested by Hiskes. 

More accurate results can be obtained in the future, by inserting a scaling law for the 

dissociative attachment from Rydberg states, as a function of the principal quantum number n 

of the Rydberg state, as well as a better description of the population density of Rydberg 

states. An approximate scaling law, for dissociative attachment, as a function of the principal 

quantum number of the Rydberg state, has been proposed by Pinnaduwage et al. [48] in the 

form 

 

    kda(n) =  10-8  n7 2 cm3 ⋅ s -1
    (11) 

 

In this case, the Rydberg states responsible for electron attachment correspond to those with 

n>12. We can compare the two dissociative mechanisms, from Rydberg and vibrationally 

excited states, in the form 
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6 10-5  H2 n( )

n>12
∑  =  10-8  H2 v( )

v>4
∑

   (12) 

 

where we have assigned an upper limit to the rate of dissociative attachment form 

vibrationally excited states of the order of 10-8cm3.s-1. Taking into account a concentration of 

vibrationally excited states, on the plateau of the vibrational distribution, in the order of 1010-

1012cm-3, we can estimate that Rydberg states with n>12 can be important for negative ion 

production when their concentrations are in the range 1/6 107 to 1/6 109cm-3. 

 

7. Wall effects 

Plasma wall (w) interactions are of paramount importance for determining the non 

equilibrium vibrational distribution of H2(v)/D2(v) species. We focus our attention on the 

following processes [49] 

- vibrational (v) and rotational (j) relaxation in inelastic collisions 

 

  
H2 v, j( ) +  w →   H2 v' , j'( ) +  w,

    (13) 

 

- dissociative chemisorption of vibrationally and rotationally excited molecules 

 

  
H2 v, j( ) +  w →   (H2

* )ads. →  H +  H +  w,
  (14) 

 

- hydrogen atom recombination 

 

  
H +  H +  w →   H2 v, j( ) +  w.

    (15) 

 

The first two processes destroy vibrationally excited molecules, the reverse being true for the 

third process. 

Pioneering work of Karo et al., on the deactivation of vibrationally excited states on an iron 

surface, showed quite high accomodation coefficients. Their classical dynamical calculations 

were inserted in the codes of negative ion production by Gorse et al. [7], [8] 
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(dN v dt)wall  =  (1 4 ) ( A0 V ) v H2

 ( (N v (vb(v)
v

∑ )) -  ( N v b(v) ))
  (16) 

 

where A0/V is the ratio between the total surface and the volume of the container,   v H2 the 

mean velocity of H2 molecules. The wall collision parameter b(v) for deactivation of vth 

vibrational level ranges continuously from the value b(v=1) = 4 to b(v=14) = 1; molecules 

belonging to a particular vibrational level are assumed to be deactivated toward each lower 

level with the same probability. 

More detailed and extensive molecular dynamic study has been performed by Billing et al. 

[49]-[52]. A semi-classical theory, for the interaction of molecules with a non rigid surface, 

has been developed and applied to the H2(v,j)/Cu(100) system. In the dynamics the interaction 

mechanism assumes the excitation of both the surface phonons and the electrons to be treated 

within a quantum approximation. 

Table III shows the dissociation probability for H2 colliding with a Cu surface as a function of 

initial internal vibrational excitation and kinetic energy. We see that the dissociation 

probability increases with the vibrational excitation such that the kinetic energy threshold is 

lowered considerably with the vibrational energy. The table also shows that the rotational-

vibrational quenching of an H2 molecule leaving the surface is modest if not null. Also, the 

energy transfer to the phonons is small due to the small mass of the H atom compared with 

the Cu mass. These results completely contradict those by Karo et al., even though the 

surfaces examined by the two groups (Fe/Cu) are different.  

Interesting results have been also obtained for the recombination process of atomic hydrogen 

on Cu. Experimental results established by Hall et al. [53] and by Eenshuistra et al. [54] 

showed highly non equilibrium vibrational distributions of H2 coming from the heterogeneous 

recombination process. 

Two mechanisms are usually invoked to explain the recombination process i.e., the Eley-

Rideal (E-R) and the Hinshelwood-Langmuir (H-L) ones. 

According to the E-R mechanism the recombination occurs between an atom in the gas phase 

and an adsorbed atom on the surface. The atom on the surface can be physisorbed or 

chemisorbed. In the first case the total available energy is given by the dissociation energy of 

the molecule added to the initial energy of the incoming atom. For the chemisorbed atom we 

should subtract the binding energy, about 2.5 eV. The E-R mechanism can yield vibrationally 

excited molecules in the whole vibrational manifold for physisorbed atoms and up to v = 4 for 

chemisorbed atoms. 
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TABLE III 

Dissociation Probabilities And Energy Accomodation For H2(v,j) Colliding With A Cu(100) Surface As A 
Function Of Vibrational And Rotational Angular Momenta v And j And Initial Kinetic Energy 

v j Ekin (eV) PD a)  v’ b)  j’ b) Eint b,c) (eV) 

5 0 1,0 0,0 5 0,1 0,016 

  2,0 0,70 5 1 0,026 

       

6 0 0,2 0,0 6 0,1 0,0024 

  0,4 0,0 6 0,1 0,0060 

  0,6 0,0 6 1 0,0095 

  1,0 0,62 6 1 0,014 

       

8 0 0,05 0,0 8 (7) 0 0,001 

  0,2 1,0    

       

10 0 0,05 0,95    

  0,1 1,0    
a) Dissociation probability. 

b) Averaged values for reflected trajectories. 
c) Energy transferred to surface phonons. 

 

The H-L mechanism considers the recombination process as occurring through two 

chemisorbed atoms. In this case, the available energy can pump only the first vibrational 

excited level of the desorbing molecule. 

The semiclassical molecular dynamics approach developed by Billing et al. has been used to 

calculate the recombination rate of H and D atoms on copper surfaces according to the E-R 

mechanism (see Fig. 10). The authors considered the case of physisorbed atoms. Of special 

interest is the final state distribution on vibrational and rotational levels. Figs. 11 and 12 show 

the normalized contributions to the reaction rate constant, for hydrogen and deuterium 

recombination as a function of the vibrational states of the nascent molecule, at a temperature 

of 5000 K. For hydrogen molecules, about 50% have v less than 5. Due to the smaller 

vibrational spacing in deuterium, higher vibrational quantum numbers are accessible with a 

given amount of energy and hence about 80% of the molecules desorbs with v less than 7. 

The E-R mechanism has been also studied, by other authors, on copper and tungsten surfaces 

[55], [56] obtaining results similar to those described by Billing et al. On the other hand, a 

study by Shalashilin et al., on the E-R mechanism of H impinging on chemisorbed D on Cu 

and vice-versa, shows an excitation of desorbed molecules up to v = 3 [57]. 
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The recombination of atomic hydrogen on graphite has been recently analyzed by our group 

and is reported in Appendix 1. 
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Fig. 10  Recombination rates for H2 and D2 versus gas temperature. The surface temperature is 300 K [52]. 
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Fig. 11  Normalized vibrational contribute to the recombination reaction rate constant for H2 (adapted from 
[52]). 
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Fig. 12  Normalized vibrational contribute to the recombination reaction rate constant for D2 (adapted from 
[52]). 
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8. Conclusions 

We have presented, in the previous pages, the efforts made, in the past, to understand the 

physics of negative ion sources. Nowadays, different groups are actively working to 

understand the formation of negative ions in parallel plate rf reactors [58], [59], in flowing rf 

inductive discharges [60]-[62], in glow discharges [63] as well as in low voltage Cs-H2 

discharges [64], [65] (see Appendix 2 for the recent efforts made by our group [95]). On the 

other hand, other groups are interested on the influence of negative ions on the so called 

molecule assisted recombination, for conditions typical of divertor plasmas [66]-[68]. All 

these groups could join their efforts for better understanding negative ion sources, for the next 

ITER project. 

We believe in fact, that further work needs to completely understand the physics of negative 

ions. We should add to the list of the unresolved problems, discussed in the previous pages, 

also the problem of transforming the existing sophisticated zero dimensional codes [69], [70] 

into 1D/2D codes. The existing dimensional codes, that take into account the transport of 

vibrationally excited molecules and of negative ions in the source, use, generally, quite 

simplified kinetic models, so loosing a lot of information about the production of negative 

ions. Again, in this case, collaboration between different groups [71]-[73] can help the 

development of negative ion sources. 

Last but not least we should seriously consider to develop a kinetic modeling for 

understanding the influence of cesium, either in volume discharges or in surface ones, on the 

enhancement in the production of negative ions. 

 

Appendix 1. Progress in Elementary Processes for Negative Ion Source Modeling 

 

A1.1 Electron-molecule collision processes 

Electronic excitation Allowed transitions to the singlet terms of the H2 spectrum promoted 

by electron impact have been widely investigated, representing the first step of the indirect 

mechanism of vibrational excitation, the so-called E-V process 

 

      (A1.1) .),()(),( 1
22

1
2 ν++νΣ→→+νΣ +∗+ heXHstatessingletexcitedHeXH fgig

 

As sketched the fate of excited states is to radiatively decay back to the ground electronic 

state populating preferentially the high vibrational levels (vf ). 
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The principal excitations in this excitation-radiative sequence proceed through the lowest 

singlets  and C [15] +
u

1ΣB u
1Π

 

eBHeXH uig +Σ→+νΣ ++ )(),( 1
2

1
2     (A1.2) 

     (A1.3) eCHeXH uig +Π→+νΣ+ )(),( 1
2

1
2

 

Total cross sections (summed over final bound and continuum vibrational states) for the 

processes (A1.2),(A1.3), calculated in the framework of the semiclassical impact-parameter 

method, have been reported in ref. [15] for H2, D2, T2 and DT molecules, as function of both 

the collision energy and the initial vibrational quantum number. These results allow an 

interesting study on the existence of isotopic effect. In figure A1.1a the dependence of total 

cross section on the initial vibrational quantum number for the X→B excitation process is 

presented, at a fixed incident energy, for all isotopic variants of hydrogen molecule. The 

observed shift of cross sections to higher values of νi, in passing from H2 to T2 molecule, 

seems to correspond to the increase of molecular mass. However this isotopic effect is only 

apparent and the cross sections collapse if plotted as a function of the vibrational eigenvalues 

(figure A1.1b), suggesting a dependence of excitation cross section on the vertical transition 

energy. 

A not negligible contribution in process (A1.1) is also represented by radiative cascade 

processes from higher singlet states. Excitations to the B’, B’’,D,D’ states, usually referred as 

low-lying Rydberg states, have been also studied [74] 

 

     (A1.4) eBHeXH u
'

ig +Σ→+νΣ ++ )(),( 1
2

1
2

      (A1.5) eBHeXH u
''

ig +Σ→+νΣ ++ )(),( 1
2

1
2

      (A1.6) eDHeXH uig +Π→+νΣ+ )(),( 1
2

1
2

      (A1.7) eDHeXH u
'

ig +Π→+νΣ+ )(),( 1
2

1
2

 

Total cross sections for processes (A1.4)-(A1.7) are presented in figure A1.2a-d, respectively. 
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Fig. A1.1. Cross section for the transition ( ) ( )++ Σ→ uB1

ig
1 v,ΣX  for different isotopes, at a fixed energy of 40 eV, 

(a) as a function of initial vibrational quantum number; (b) as a function of vibrational eigenvalues. 
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Dissociation The forbidden transition from the ground state to the pure repulsive b state 

represents the main dissociative channel and the related cross sections, for different initial 

vibrational quantum numbers, have been calculated by different authors [15, 75, 76]. As 

expected in forbidden transitions the X→b cross section is peaked in the threshold region, 
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while in the high energy region the allowed transitions to the continuum of bound excited 

electronic states give a significant contribution. 

A global dissociative cross section for direct dissociation through excited singlets, including 

Rydberg states, is reported in figure A1.3. The irregular dependence on the initial vibrational 

quantum number, determined by the behaviour of Franck Condon density [74, 77], shows that 

the dissociation is favoured by vibrational excitation. 

Transitions populating the vibrational manifold of the lowest bound triplet states (processes 

(A1.8),(A1.9)) also lead to dissociation through radiative cascade to the b state and 

predissociation mechanisms, respectively. 

 

    (A1.8) eaHeXH gig +ν′Σ→+νΣ ++ ),(),( 3
2

1
2

    (A1.9) ecHeXH uig +ν′Π→+νΣ+ ),(),( 3
2

1
2

 

State-to-state excitation cross sections, obtained in the Born approximation, summed on the 

final vibrational manifold, are reported in figure A1.4a-b. The direct dissociation through 

these states is negligible, this being confirmed by the Franck Condon density evaluation. 
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Fig. A1.4. Cross sections as a function of energy for the process (a) ; (b) 
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Triplet-triplet transitions Only few examples of cross section calculations involving two 

electronically excited states are available in literature, nevertheless these transition can be 

relevant in plasma modeling. Transitions initiated from the metastable and states to 

other excited triplet states of H2 molecules have been considered [77]. In particular process 

(A1.10), known as Fulcher transition, is important in spectroscopic diagnostic methods, 

providing information about vibrational and rotational population of hydrogen plasmas [79]. 

+Σga3
uc Π3
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Total cross sections for transitions (A1.10), (A1.11) are shown, as a function of collision 

energy, respectively in figure A1.5a,b. The relative position of potential energy curves for 

electronic states does not favour the dissociative channel, which represents a negligible 

contribution to the total cross sections. 
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Fig. A1.5. Cross sections as a function of energy for the process (a) ; (b) 
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A special treatment is required for the transition to the h  state, whose adiabatic potential 

energy curve exhibits a barrier sustaining three quasi-bound vibrational levels (Fig. A1.6). 

These vibrational states, due to their quasistationary character, can lead to dissociation 

tunneling through the barrier.  

+Σg
3

Energy positions of quasi-bound vibrational states is determined by using the method of  

internal amplitude, (IA), defined as 
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    (A1.13) 

 

(Ra and Rb are the two classical turning points of the vibrational e energy level). The IA is 

shown in figure A1.7 as a function of the potential energy ε . The peaks indicate three regions 

of resonances which, except for the last one very close to the top of the barrier, present a very 

sharp intensity. At a closer resolution becomes evident the energy enlargement, as shown in 

the inserted picture in figure A1.7. In figure A1.6 are shown the vibrational wavefunctions of 

three quasi-bound states, at a selected energy corresponding to the maximum of the related IA. 

In the same plot the dotted line represents, as a comparison, the wavefunction of completely 

dissociative state. The cross sections for these states depend on the ratio between the 

tunneling and radiative times. The calculated values (obtained by evaluating the tunneling 

probabilities and radiative Einstein coefficients) are shown in figure A1.8. As expected, the 

last resonance, located at the maximum of the barrier, shows a strong dissociative character, 
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being the contrary for the first state, placed inside the potential well, which behaves 

practically as a bound state. An ibrid character is displayed by the second resonance. 
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(dashed line) are also displayed. The left portion of the first three wavefunctions has been multiplied by 10 , 

 (dashed line) and 10  for a better representation.  

uΠ3 +Σg
3

2

6−

510 2−

 

0.0

500.0

000.0

500.0

000.0

500.0

000.0

0.550 0.552 0.554 0.556 0.558 0.560 0.562

Energy (a.u.)

th
re

sh
ol

d 
en

er
gy

to
p 

of
 th

e 
ba

rr
ie

r

(a
rb

ita
ry

 u
ni

ts
)

 
 

Fig. A1.7. Internal amplitude (A1.13) as a function of continuum energy (the second peak is magnified in the 
inserted picture).   
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Fig. A1.8. Quasi-bound state dissociative cross section for the process H  as a 
function of initial vibrational quantum number, at the incident energy E=10 eV. The curve labeled as ν 4 has 
been multiplied by a factor of 10 .   
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Fig. A1.9. Cross sections as a function of energy for the process (a) H ; (b) 
.   
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Total and dissociative cross sections for c → h transition, as a function of the energy and the 

initial vibrational quantum number, are presented in figure A1.9. 

 

A1.2 Atom-molecule collision processes 

 

Extensive dynamical calculations have been performed [18, 94] on the LSTH (Liu-Siegbahn-

Truhlar-Horowitz) PES [80] of state-to-state (VT-processes) and dissociation cross sections 

for collision of atomic hydrogen with rovibrationally excited molecular hydrogen.  

All possible molecular rovibrational states (348) relative to the used PES have been 

considered and used as initial states, including quasibound ones (classically bound but 

quantally subject to tunnelling), which are of importance for recombination kinetics. 
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The code integrates the Hamilton equations of motion using Runge-Kutta fourth-order 

method with variable time step size controlled by a space interval of 0.015 Å and a velocity 

interval of 0.01 Å/fs. Total energy error checks (6 × 10-4 eV) are also performed. The impact 

parameter is scanned using a stratified sampling method. The standard QCT method 

(quasiclassical trajectory method) has been modified by using continuous distributions of 

rovibrational actions in reactants instead of delta function distributions, weighting trajectories 

with a simple "square window" function centered in integer values with integer width [81]. 

Dissociative cross sections as a function of the relative collision energy for different (v, j) 

pairs are presented in figure A1.10. 
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Fig. A1.10. Dissociative cross section for selected initial states of H2, as a function of collision energy, compared 
with results of ref. [82] (open symbols). 
 
Cross section energy profile is characterized by a threshold energy, decreasing with the target 

internal energy, and by an increasing trend up to a maximum, whose value strongly depends 

on the initial roto-vibrational state. Comparing the cross sections with results calculated with 

a similar approach for few transitions by Dove and Mandy [82] (also reported in figure 

A1.10) a good agreement is found. 

State-selected dissociative rate coefficients, Kd(ν), (figure A1.11) have been obtained from 

cross section data, averaging on a Boltzmann distribution function of the rotational states. 

Cross sections for vibrational de-excitation process 

 

  ),(),( 22 jallHHTHH rot ′ν′+→ν+     (A1.14) 
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summed over final j/ values and averaged on the rotational temperature, have been obtained 

including both reactive and non-reactive collisions. The cross section sharply increases with 

translational energy up to a maximum and then decreases to an approximately flat trend. In 

figure A1.12a-b results for monoquantic de-excitation initiated from two different vibrational 

levels are shown for different rotational temperatures. Vibrational excitation emphasizes the 

peak value and shifts its position in the low energy region. The cross section dependence on 

the rotational temperature is more significant for low initial v, due to the wide rotational 

ladder and to the related large contribution at high rotational temperature. Derived rate 

coefficients are in good agreement with the rates calculated by Laganá [83]. 

In order to compare the calculated dynamical data with experimental results, the global 

dissociation rate coefficient has been derived, building up a kinetic model of the H2 

dissociation as occurring in a thermal bath of atoms at a temperature T. The atomic hydrogen 

concentration is taken to be 100 times higher than that one of the molecules. As a 

consequence only V-T processes involving atomic hydrogen can be assumed to significantly 

contribute to populate the vibrational ladder. The kinetic problem deals with the solution of 

the vibrational master equation including 15 vibrational levels of H2 submitted to the action of 

processes 

 

  )()( 22 ν′+→ν+ HHHH     (A1.15) 

 HHH 3)(2 →ν+            (A1.16) 

 

In this scheme the global dissociation rate is the resultant of the dissociative processes 

initiated from vibrationally excited molecules, expressed as 

 

  
dHHdHd KNNKNNv

2
=)(= νν

ν
∑

      (A1.17) 

 

Kd, the second order dissociation constant, can be obtained from the relevant Kd(v)values and 

from the vibrational distribution function Nv . Vibrational populations have been determined 

by integration of the system of vibrational master equations, assuming the initial vibrational 

distribution as a delta function centered at v=0 level. 

The temporal evolution of vibrational populations can be followed up to the quasistationary 

condition. Quasistationary vibrational distributions have a markedly Boltzmann character at 
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all translational temperatures and distortions occur only for high vibrational levels (figure 

A1.13a). In figure A1.13b the global dissociation constant is displayed as a function of 1/T, 

the experimental global dissociation rates quoted in [84] is also reported, showing the good 

agreement between experimental and theoretical results and indirectly confirming both the 

accuracy of the potential energy surface and the reliability of the QCT approach. 
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Fig. A1.11. Dissociation rate coefficients averaged over Boltzmann distributions of rotational states plotted as a 
function of temperature for even (a) and odd (b) vibrational quantum numbers. 
 

 
Fig. A1.12. Monoquantic vibrational de-excitation cross sections as a function of translational energy, for 
different rotational temperatures. (a) ν=5, (b) ν=9. 
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Fig. A1.13. (a) Quasistationary vibrational distribution functions plotted versus vibrational quantum number for 
different gas temperature values. (b) A comparison of theoretical and experimental values of the global 
dissociation rate by Scott [84]. 
 

A1.3 Surface processes 

The interaction of atomic and molecular hydrogen on the reactor walls is relevant in affecting 

the H2 vibrational distribution through recombination/dissociation reactions and diffusion 

processes on the surface. 

The recombination of atomic hydrogen on graphite has been studied in the framework of the 

semiclassical collisional method [85], according to which the dynamics of the chemical 

particles, H and H2, interacting with the graphite surface is described classically by solving 

the relevant Hamilton’s equations of motion while the phonons modes of the graphite surface 

are treated quantum-mechanically. The coupling between the classical degrees of freedom 

with the phonons dynamics is made via a time and surface temperature dependent effective 

potential Ve f f , of the mean-field type. 

The crystal model K62/62/62 consists of 186 carbon atoms displayed over three layers 

according to the appropriate lattice symmetry (figure A1.14a). 

The adopted hydrogen-surface potential smoothly switches from H2-graphite to H-graphite 

interaction potential according to the H-H interatomic separation. H2 is physisorbed on 

graphite in the perpendicular geometry, as confirmed both by experimental and theoretical 

results [86, 87], the adsorption energy being negligible regardless the adsorption site. On the 

contrary the H-graphite interaction is characterized by chemiadsorption, the binding energy 

depending on the interacting site. Different semiempirical electronic structure calculations 

have been performed to explore the potential surface and it turns out that the strongest 

interaction occurs on top of carbon atom, i.e. at the lattice site A in figure A1.14b. The 

interaction potential for atomic hydrogen approaching the surface perpendicularly at site A 
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has been modelled fitting results by Fromhertz et al. [88] (figure A1.15a) and by Jeloaica et 

al. [89] (figure A1.15b). 

The more recent DFT calculations performed by Jeloaica et al. predict a well depth a factor 

two lower with respect to the value of ref. [88], affecting significantly the catalytic activity of 

the graphite surface. Reported results have been obtained employing the potential by Jeloaica 

et al.. Details on the parametric expressions for the interactions potentials can be found in 

refs. [90, 91]. Hydrogen recombination at graphite surface can occur through two alternative 

mechanisms: 

• the direct Eley-Ridel two-step mechanism (E-R mechanism) 

 

        (A1.18) graphiteHgraphiteH adsgas *→+

   graphitejHHgraphiteH gasads +ν→+ ),(* 2    (A1.19) 

 

• the indirect Langmuir-Hinshelwood mechanism (L-H mechanism) 

 

  graphitejHgraphiteHgraphiteH adsads +′ν′→+ ),(** 2            (A1.20) 

 

The L-H mechanism simulation of the diffusive processes of adsorbed hydrogen atoms across 

the surface is complex and requires the knowledge of the full topology of the interaction 

potential, therefore the E-R recombination reaction has been studied. 

The adsorbed H atom is placed at the equilibrium distance of 1.5 Å and in thermal 

equilibrium with the surface at the temperature TS, the molecular dynamic code simulates the 

H atom in the gas phase impinging on the surface with polar angles (θ;φ) with a kinetic 

energy Ekin, giving the recombination probabilities, the nascent vibrational and rotational 

distribution of formed H2 molecules and reaction probabilities for different reaction products. 

Recombination probability critically depends on surface temperature: the increase of TS 

corresponds to the decrease of the probability for the recombination. It can be appreciated by 

inspection of figure A1.16 where results for TS = 10K (temperature range for astrophysical 

applications) and for TS = 500K are presented. The energy distribution analysis shows that a 

fraction of the exothermic energy released in hydrogen recombination is shared among the 

internal states of the newly formed molecules, leading to non-Boltzmann nascent vibrational 

distribution, being the non-equilibrium character emphasized at high surface temperature. In 
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figure A1.17 typical calculated vibrational populations of H2 molecules for different surface 

temperatures are presented, at the impact energy of 0.03 eV. 

The interaction with graphite actually can lead to activation of several reaction exit channels: 

 

   (A1.21) 
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the non-reactive surface processes (A1.21)b-d are relevant in the investigation of plasma 

walls performance in fusion devices, in fact the relative importance with respect to the 

recombination channel can be considered as an indication of the efficiency of surface damage 

processes experimentally observed. Probabilities for reactive and non-reactive channels in 

hydrogen-graphite interaction are presented in figure A1.18. 

 
Fig. A1.14. (a) Crystal model K62/62/62. (b) Graphite surface structure. 
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Fig. A1.15. Hydrogen-surface interaction potential as a function of the atom surface distance, Z, at the site A. (a) 
ref. [88], (b) ref. [89]; dashed lines indicate fitting curves. 
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Fig. A1.16. Recombination probability as a function of incident kinetic energy. (a) TS = 10K; (b) TS = 500K. 
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Fig. A1.17. Population of vibrationally excited H2 molecules in recombination process at the impact energy of 
0.03 eV. (a) TS = 10K; (b) TS = 100K; (c) TS = 500K. 
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Fig. A1.18. Probability for recombination (circles), adsorption of one atom (triangles), of both atoms (diamonds) 
and scattering of both atoms (down triangles) as a function of incident kinetic energy. (a) TS = 100K; (b) TS = 
500K. 
 

Appendix 2. Recent achievements in modelling for negative ion sources 

Different methods can be used to generate plasmas. In this section we consider two different 

kinds of plasma sources that can be used to generate negative hydrogen ions. 

In multicusp ion sources the plasma is produced by high energy electrons, emitted by hot 

filaments and accelerated by the negative voltage between the filaments and the source wall. 

The flux of accelerated electrons impinges on the H2 target and gives rise to molecular and 

atomic reactions such as ionization, excitation and dissociation. In particular, negative ion 

production in the plasma volume is driven by the dissociative attachment of low energy 

electrons to highly vibrationally excited molecules. On the other hand high energy electrons 

cause H- destruction through electron detachment. This production mechanism evidences the 

necessity of dividing the source into two regions where electron energy distributions are 

optimized respectively for the plasma excitation and the dissociative attachment process. This 

separation is reached in multicusp ion sources by two kind of “filters”: the first one acts 

separating spatially electrons with different energies by means of a magnetic filter; the second 

one, realized pulsing the discharge (temporal filter), creates different electron energy 

distributions at different times. 

Multicusp ion sources present some technical limitations due to the damage of the emitting 

filaments and their evaporation that causes also a contamination and then a variation in the 

operating conditions. These problems are absent in a RF discharge: because of their low mass, 

electrons already present in the gas can be easily accelerated by the electric field to energies 

which are sufficient to ionize a gas molecule, then generating the plasma. 
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A2.1 Zero-dimensional Model of Multicusp Ion Sources 

In previous works the coupling between heavy particle kinetics and electron kinetics was 

realized by solving at the same time step on the one hand the master equations describing the 

temporal evolution of the heavy particle density and on the other one the Boltzmann equation 

for the electron energy distribution function. 

In this section we introduce a new approach [92] to couple heavy particle and electron 

kinetics, which shows a higher self-consistent character. In our scheme the electron energy 

range is discretized and represented by a set of intervals. At each interval, characterized by its 

mean energy, a different “kind” of electron is associated, then these “representative electrons” 

behave as the vibrationally or electronically excited levels of the hydrogen molecule or atom. 

 

 n ε,t( ) ≈ n εi,t( ) for εi −
1

2
∆εi ≤ ε ≤ εi +

1

2
∆εi  (A2.1) 

 

It means that also for electrons we can write a state-to-state set of kinetic equations whose 

rate coefficients can be written in the following way: 

 

 ki
e = σ i ε( )v ε( ) (A2.2) 

 

which represents the rate coefficient for the excitation of such a species promoted by an 

electron with velocity: 

 

 v ε( )=
2ε
me

 (A2.3) 

 

These rate coefficients are no more global and referred to the overall electron energy 

distribution function but to an electron with a specific energy. 

 

  

35



  

109

1010

1011

1012

1013

1014

0.0 1.0 2.0 3.0 4.0 5.0

P=2.25 mtorr
P=4.5 mtorr
P=7.5 mtorr

vi
br

at
io

na
l d

is
tri

bu
tio

n 
of

 H
2 (c

m
-3

)

energy (eV)

(a)

106

107

108

109

1010

1011

1012

0.0 20.0 40.0 60.0 80.0 100.0 120.0

EE
D

F 
(c

m
-3

 e
V

-1
)

energy (eV)

(b)

 
Fig. A2.1. VDF (a) and EEDF (b) for different pressures (Tg = 500 K; discharge current = 10 A; discharge 
voltage = 100 V). 
 

The described approach is easily applicable to all electronic processes, but it can be applied 

also to describe the flux of electrons along the energy axis due to elastic and electron-electron 

Coulomb collisions. The numerical scheme resulting from this approach has been used to 

build a zero-dimensional model of multicusp ion sources in the driver region. The negative 

ion concentration is described as a function of some discharge parameters (pressure, discharge 

current) together with electron and heavy particle distributions. 

Fig. A2.1a shows the vibrational distribution of H2 as a function of the vibrational energy 

for different pressures: increasing the filling pressure, the number density of the vibrational 

levels increases; low vibrational levels are stronger affected by the increasing pressure. A 

pressure variation reflects on the plasma potential that governs the electron wall loss: the 

plasma potential decreases if the discharge current and the voltage current are kept constant. 

As a consequence the number of low energy electrons increases because they are not lost on 

the walls (Fig. A2.1b). 

A variation of the discharge current does not cause a significant variation of the vibrational 

distribution of molecular hydrogen (Fig. A2.2a). On the other hand the electron energy 

distribution function is shifted at higher number density, reflecting the greater number of 

electrons injected from the filaments (Fig. A2.2b). 
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Fig. A2.2. VDF (a) and EEDF (b) for different discharge current (Tg = 500 K; pressure = 7.5 mtorr; discharge 

voltage = 100 V). 
 

A2.2 RF Ion Sources: Inductive discharge 

Boltzmann equation assumes a slightly different form when we consider an RF discharge. 

In this case the source term S is lost, while another one appears, which describes the flux of 

electrons in the energy space due to the electric field. Then Boltzmann equation reads as 

[60,61,70]: 

 

 
∂n ε, t( )

∂t
= −

∂Jel

∂ε
 
 
 

 
 
 

field

−
∂Jel

∂ε
 
 
 

 
 
 

e−M

−
∂Jel

∂ε
 
 
 

 
 
 

e−e

+ In + Ion + Sup − L  (A2.4) 

 

The integration of the Boltzmann equation requires the determination of the RF electric 

field amplitude. This amplitude, or the corresponding root mean square (rms) value, can be 

determined from the absorbed RF power density that is a model input parameter known from 

the experiment. For this purpose, the following additional algebraic equation that expresses 

the dependence between the electric field and the absorbed RF power density (RFPD) was 

coupled to the electron Boltzmann and species balance equations: 

 

 Erms = MWPD
me

nee
2

 

 
 

 

 
 

1 2
ν

ν 2 + ω 2 f ε( )dε
ε
∫

 

 
 

 

 
 

1 2

 (A2.5) 

 

where ω is the angular frequency of the RF field, me, e, ne, ε and f(ε) are the mass, the charge, 

the density, the energy and the distribution function of electrons, ν ε( ) is the electron-heavy 

particle collision frequency. 
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The model includes a total energy equation that yields the gas temperature that governs the 

rate constants of the collisions that involve heavy species and a quasi-homogeneous plasma 

transport model for the estimation of species and energy losses at the plasma reactor wall. 

The coupling between all the sub-models is realized through a detailed radiative and 

collisional model [93]. 

We analyzed and interpreted vibrational and experimental temperatures of molecular 

hydrogen obtained by Coherent Anti-Stokes Raman Spectroscopy (CARS) in radiofrequency 

inductive plasmas in the following discharge conditions: (a) pressure = 1torr, injected power 

= 0.5W, plasma length = 27cm, radius = 1.27cm, wall temperature = 370K; (b) pressure = 

6torr, injected power = 2.0W, plasma length = 27cm, radius = 1.27cm, wall temperature = 

550K. We report comparisons between theoretical and experimental vibrational temperatures 

defined on the basis of the v = 1 level to v = 0 level population ratio as a function of the 

recombination factor (Fig. A2.3). Theoretical vibrational temperatures increase with the 

increase of γ H .  
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Fig. A2.3. Theoretical vibrational temperature as a function of the atom recombination coefficient. (a) 
pressure = 1torr, injected power = 0.5W, wall temperature = 370K; (b) pressure = 6torr, injected power = 2.0W, 
wall temperature = 550K. 
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The difference in the γ H  values can be partially explained by the different experimental 

wall temperatures. The variation of the recombination factor reflects obviously on the other 

features of an RF discharge. In particular increasing γ H  leads to the increase of both the 

vibrational temperature and the density associated with the plateau of the vibrational 

distribution (Fig. A2.4).  

On the other hand the increase of γ H  results in warming up the EEDF (Fig. A2.5) with a 

subsequent increase of the electron temperature (Fig. A2.6). 
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Fig. A2.4. Vibrational distribution functions for different γH values. 
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Fig. A2.5. Electron energy distribution function for different γH values. 
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Fig. A2.6. Total electron density and electron temperature as a function of γH. 

 

A2.3. 1D(r)2D(v) PIC/MCC Model of RF Parallel Plate Discharges 

A 1D(r)2D(v) fully self-consistent particle/continuum model has been developed to study 

capacitively coupled RF discharge plasmas in hydrogen [58]. The code includes a state-to-

state reaction diffusion model. 

Also in this case it is necessary to realize a self-consistent coupling of the electron 

transport with the chemical kinetics, i.e. to solve at the same time the electron transport and 

chemical kinetics problems taking into account their reciprocal connection. 

During the calculations, the densities of different species will be updated by solving 

appropriate equations. The approach is different for charged and neutral particles. 

To solve the problem we use a Particle in Cell/Monte Carlo method for the transport 

equation and a grid-discretized relaxation technique for the reaction-diffusion part. In the 

PIC/MCC, applied to electrons and four ionic species (H3
+, H2

+, H+ and H-), the Newton 

equation for a large ensemble of mathematical point particles is solved taking into account the 

local electric field as it results from local interpolation within a cell of a mathematical mesh. 

The problem can be formalized as follows: 

 

 ∂
∂t

+ vx

∂
∂x

−
qs

ms

∂ϕ x,t( )
∂x

∂
∂vx

 

 
 

 

 
 f s x,v, t( )= Cs Fc{ }( ) (A2.6) 
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where fs  and Fc  are the kinetic distribution functions for the s-th charged species and the c-th 

neutral species respectively, s and s are the s-th species electric charge and mass, ϕ is the 

electric potential,  is the number density of the c-th neutral component,  is its diffusion 

coefficient, k and ν are, respectively, the rate coefficient and the molecularity of the c-th 

species in the r-th elementary process. 

q m

nc Dc

In eq. (A2.6) Cs is the Boltzmann collision integral for charged/neutral particle collisions: 

 

 
Cs Fc{ }( )= − fs v( ) d3 ′ v pv→ ′ v ∫ + d3 ′ v p ′ v →v f s ′ v ( )∫
p ′ v →v = d3wd3 ′ w ∫ | ′ v − ′ w | σ k ( ′ v , ′ w ,v,w)Fc(k )(r, ′ w )

k

∑  (A2.9) 

 

where k is an index addressing a specific collision process, σ k  and c k( ) are the differential 

cross section and the neutral collision partner of the k-th process. 

The PIC method delivers a solution of the Vlasov-Poisson plasma problem in the following 

form 

 

 fs r,v, t( )=
Ws

Ns

S r − rp( )
p=1

N

∑ δ v − vp( ) (A2.10) 

 

Ws is the ratio between real and simulated particles and S is the particle shape factor which 

describes the way particles are assigned to the mesh. 

The density for the neutral species is obtained by finding a stationary solution for the a set 

of non-linear equations equal to that given in equation (1) except for a diffusion term that in 

one dimension reads as: 

 

 dNv

dt

 
 
 

 
 
 

diffus

= Dv

∂ 2

∂x 2 Nv  (A2.11) 

 

After any calculation step of the motion equations, the electric charge in any cell of the 

mesh is determined from the number of electrons and ions found in the cell itself, according 

to their statistical weight. Known the electric charge density, the electric potential and field 

are determined by solving the Poisson equation on the mesh. 
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The electron-molecule process rates are calculated as a function of the position taking into 

account the translational non equilibrium of electrons and the vibrational non equilibrium of 

molecules. 

As regard the inclusion of the Boltzmann collision term Cs, as it has been demonstrated [71], 

a stochastic calculation of Cs in the von Neumann sense delivers directly an improved version 

of the null-collision Monte Carlo method including the thermal distribution of neutrals. 

Recombination processes cannot fit the basic PIC/MCC formalism since they involve two 

charged particles. These processes are treated as a combination of two first order ones, each 

including one of the two particle species involved in the process. 

The model has been applied to a discharge in pure hydrogen, produced by into a parallel-plate 

high frequency reactor. One of the plates (x = 0) (the so-called “grounded electrode”) is 

constantly kept at zero voltage, while the other one (the “powered electrode”) is assumed to 

be driven by an external generator to an oscillating voltage. 

We present some results calculated considering the following physical conditions: gas 

temperature = 300K, voltage amplitude = 300V, gas pressure = 1torr, discharge frequency = 

13.56MHz, discharge gap = 0.02m, DC voltage (bias) = 0V. 
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Fig. A2.7. Plasma phase quantities in typical conditions for the probability parameters (γv = 0.05, γH = 0.2): (a) 
number density, (b) drift velocity, (c) mean kinetic energy of charged species as a function of position and (d) 
EEDF as a function of energy. 
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In Fig. A2.7 plasma phase quantities in typical conditions for the probability parameters (γv = 

0.05, γH = 0.2) are shown. In particular: (a) number density, (b) drift velocity, (c) mean kinetic 

energy of charged species as a function of position and (d) electron energy distribution 

function as a function of energy. From (a) it is evident a slight electronegative behaviour in 

the centre of the discharge as shown by the separation of the positive ion and electron density 

in the bulk plasma. The EEDF as shown in (d) significantly deviates from the Maxwell-

Boltzmann law showing the necessity of including a kinetic level description of the electron 

transport. 

Table A2.1 reports the results obtained for H- ions, H atom and electron density varying the 

vibrational level on which H atoms recombine at the reactor walls, according to the reaction 

 

 H → 1
2 H2 v( ) 

 

It can be noticed that the level of recombination has a significant effect on H- density, 

while the other quantities are not considerably affected. 

 
Table A2.1. Influence of the vibrational level for H-atom wall recombination. 

 n
H −  / m-3 nH  / m-3 ne  / m-3 

v = 0  3×1014 7.3×1018 1.15×1015 

v = 7 5.72×1014 7.4×1018 1.18×1015 

v =14  6×1014 7.4×1018 1.18×1015 
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