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FOREWORD

In radiotherapy it is essential that the dose delivered to the patient be known
accurately so that patients receive the correct amount of radiation to kill the
cancer cells while at the same time sparing healthy tissue. Consistent reference
dosimetry traceable to metrological primary standards is key to the radiotherapy
process and enables common procedures to be followed within a country. For
conventional radiotherapy this has been achieved by universally adopted codes
of practice such as the IAEA publication titled Absorbed Dose Determination in
External Beam Radiotherapy: An International Code of Practice for Dosimetry
Based on Standards of Absorbed Dose to Water (Technical Reports Series
No. 398) and the American Association of Physicists in Medicine (AAPM)
publication titled AAPM’s TG-51 Protocol for Clinical Reference Dosimetry
of High-Energy Photon and Electron Beams. However, recent developments in
radiotherapy have resulted in an upsurge in the use of small static photon beams
such as those used in various forms of stereotactic radiotherapy, stereotactic body
radiotherapy, stereotactic radiosurgery and intensity modulated radiotherapy.
These radiotherapy treatments are performed not only with specialized, dedicated
machines such as TomoTherapy®, CyberKnife® or Gamma Knife®, but also
with conventional, non-dedicated accelerators equipped with high resolution
multileaf collimators. These developments have increased the uncertainty of
clinical dosimetry and weakened its traceability to reference dosimetry based on
codes of practice for conventional radiotherapy. Accidents have occurred in some
radiotherapy centres owing to the use of methods and procedures recommended
in conventional codes of practice that are not applicable to small fields.

This publication has been written in collaboration with the AAPM. 1t is
the first Code of Practice dedicated to the dosimetry of small static fields used
in radiotherapy and fulfils the need for a systematic and internationally unified
approach to the dosimetry of small static fields.

This Code of Practice is addressed to clinical medical physicists using
small static photon fields with energies less than 10 MV, provided with ionization
chambers calibrated in terms of absorbed dose to water traceable to a primary
standards dosimetry laboratory.

The IAEA wishes to express its gratitude to the authors and reviewers
of this publication, in particular H. Palmans (Belgium), P. Andreo (Sweden),
M. Saiful Huq (United States of America) and J. Seuntjens (Canada).

The TAEA officers responsible for this publication were S. Vatnitsky,
A. Meghzifene and K. Christaki of the Division of Human Health.
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1. INTRODUCTION

1.1. BACKGROUND

For conventional radiotherapy, dosimetry is based on widely adopted
codes of practice (COPs) such as Technical Reports Series No. 398 (Absorbed
Dose Determination in External Beam Radiotherapy: An International Code of
Practice for Dosimetry Based on Standards of Absorbed Dose to Water) [1],
the American Association of Physicists in Medicine (AAPM) publication titled
AAPM’s TG-51 Protocol for Clinical Reference Dosimetry of High-Energy
Photon and Electron Beams [2] and Refs [3—7]. These and other dosimetry
protocols are based on measurements using an ionization chamber with a
calibration coefficient in terms of absorbed dose to water, traceable to a primary
standards dosimetry laboratory (PSDL) for reference conditions, such as a
conventional field size of 10 cm x 10 cm. Departure from reference conditions,
such as the determination of absorbed dose to water in beams of different field
sizes, were considered in less detail, or not included at all.

However, in radiotherapy there has been an escalation in the use of small
static fields that has been facilitated by the generalized availability of standard
and add-on multileaf collimators (MLCs) and a variety of treatment machines
of new design. This has increased the uncertainty of clinical dosimetry and
weakened its traceability to reference dosimetry based on conventional COPs.
At the same time, dosimetric errors have become considerably larger than with
conventional beams, mostly for two reasons [8]:

(a) The reference conditions recommended by conventional COPs cannot be
realized in some machines;

(b) The measurement procedures for determination of absorbed dose to
water in small and composite fields are not standardized. In some cases
accidents have occurred owing to the use of methods and procedures that
are appropriate for large fields but not for small fields [9].

To develop standardized guidance for dosimetry procedures and detectors,
an international working group on reference dosimetry of small static fields used
in external beam radiotherapy was established by the IAEA in cooperation with
the AAPM. In 2008 this working group published a formalism for the dosimetry
of small and composite fields [8]. This formalism introduced the concept of two
new intermediate calibration fields: (i) a static machine specific reference (msr)
field for those modalities that cannot establish conventional reference conditions
and (ii) a plan class specific reference field that is closer to the patient specific



clinical fields and thereby facilitates standardization of composite field dosimetry.
Prior to progressing with developing a COP, the members of this [AEA/AAPM
working group requested comments from the international medical physics
community on the formalism. Since 2008 there have not been comprehensive
data available for plan class specific reference fields, so this COP was written for
static fields, with the intention of adding the second part of the Code when more
data become available. However, there have been many challenges in writing this
Code, mainly relating to providing a comprehensive set of relevant data together
with associated uncertainties.

Guidance provided here, describing good practices, represents expert
opinion but does not constitute recommendations made on the basis of a
consensus of Member States.

1.1.1. Definition of small field

In this COP, the requirements of a small field are described in detail.
To summarize, at least one of the following three physical conditions will be
fulfilled for an external photon beam to be designated small:

(i) There is a loss of lateral charged particle equilibrium (LCPE) on the beam
axis;

(i1) There is partial occlusion of the primary photon source by the collimating
devices on the beam axis;

(ii1) The size of the detector is similar or large compared to the beam dimensions.

The first two characteristics are beam related, while the third one is detector
related for a given field size. All three of these conditions result in overlap
between the field penumbrae and the detector volume.

1.1.2. Dosimetry equipment

For the msr field it is advised to use an ionization chamber calibrated in
terms of absorbed dose to water. The size restriction on an ionization chamber
for msr dosimetry is that the outer boundaries of the detector are at least a lateral
charged particle distance 7| p; away from the field edges (at 50% absorbed
dose level). The preferred approach for reference dosimetry is to obtain a
calibration coefficient directly in the msr field, provided the standards laboratory
is able to supply such a calibration coefficient. There has been research into
the use of calorimeters in small fields, but to date PSDLs are not able to offer
calibrations in small fields, although it is expected that they will be available in



the future. In a second approach, the ionization chamber is calibrated for current
standard reference conditions and factors are used to convert to the msr field.

Ionization chambers, which have been the ‘backbone’ of radiotherapy
dosimetry, are not always suitable for both reference and relative measurements in
small fields. Volume averaging and lack of electronic equilibrium, which requires
a sufficiently large region of uniform particle fluence surrounding the detector,
complicates the use of certain ionization chambers for the dosimetry of small
photon beams. As is well known, any detector perturbs the particle fluence in the
medium, and appropriate correction factors are used to account for this effect;
however, when relatively large ionization chambers (e.g. of a Farmer type) are
used in small fields, the necessary corrections either become excessively large
and uncertain or are not known. This implies that the conversion from ionization
to absorbed dose to water based on cavity theory and using the currently
available perturbation factors used in existing dosimetry COPs or protocols such
as Refs [1, 2, 7] is not accurate. Furthermore, spectra, and therefore beam quality,
may change as the field size decreases. Hence, for small fields, other detectors
for relative dosimetry are discussed and proposed in this Code.

For some treatment units, the use of water phantoms for reference
dosimetry is possible but highly inconvenient, and therefore plastic water
substitute phantoms may be necessary. Today, plastic materials such as
polymethylmethacrylate (PMMA) (Lucite), acrylonitrile butadiene styrene
(ABS) and Solid Water® (Sun Nuclear Corp., Melbourne, FL) have well
controlled densities, well defined atomic properties, and can be machined for
accurate positioning of dosimeters. Therefore, this Code gives a methodology for
use of plastic water substitute phantoms that complements the dosimetry in the
reference conditions recommended in existing COPs.

1.1.3. Methodology

This COP builds on the established reference dosimetry for conventional
10 cm % 10 cm fields such as that given in Refs [1, 2, 7]. It then extends the
dosimetry down to small fields by introducing an msr field and gives the required
factors as recommended by Alfonso et al. [8]. It is recommended that the msr field
have dimensions as close as possible to those of the conventional reference field
and extend at least a distance 7| -pr beyond the outer boundaries of the reference
ionization chamber. In the case that only fields smaller than the 10 cm x 10 cm
reference field can be realized, the msr field will usually be the largest achievable
field.

Field size is not uniquely defined for small fields, so for the purpose of
applying the procedures in this COP, the field size is the pair of dimensions
(in case of rectangular fields) or the diameter (in case of circular fields) that



define(s) the area of the field at the measurement distance. Each dimension is
defined by the full width at half maximum (FWHM) of the lateral beam profile
measured at a depth sufficient to eliminate the contribution of contaminating
electrons; 10 cm is the depth recommended in this COP.

The beam quality indices given in Ref. [1] (TPR,; () and Refs [2, 7]
(%dd(10),) apply only for a conventional 10 cm x 10 cm field, so this Code gives
guidance on how to convert these indices from the msr field to a conventional
field size so that conventional dosimetry coefficients can be used. Many modern
radiotherapy machines give the option of having a beam that is flattening filter
free (FFF); therefore the Code gives details of how to perform dosimetry for
small, FFF beams.

Owing to the difficulty of measuring field output factors, this Code gives
the option to move away from reference conditions and gives a methodology and
factors to determine field output factors. The determination of field output factors
is treated as formally as reference dosimetry, and requires explicit correction
factors to be applied.

1.1.4. Data

All of the data presented in this COP are based on values published in peer
reviewed journals, determined using Monte Carlo calculations and measurements,
following the considerable amount of research undertaken on small megavoltage
photon beam dosimetry during recent years. Unfortunately, the published data
are rather scattered for certain field sizes, especially for the smallest fields,
and lack homogeneity with regard to the source-to-surface distance (SSD) or
source-to-detector distance (SDD) used, the depth of measurement or calculation,
the definition of field size at the surface or at a reference depth, etc. Further
complicating the determination of average values for the different detectors and
their subsequent statistical analysis is the fact that most of the published data
lack a proper estimation of the uncertainty in the various steps involved in the
determination of the correction factors given by the different authors. Values of
the correction for the small field of interest are limited to a maximum value of
5% in this COP.

1.1.5. Expression of uncertainties

Uncertainty estimates have been derived following as closely as possible
Ref. [10], according to a procedure adapted from Ref. [11]. A detailed analysis of
the estimated uncertainties for factors used in reference and relative dosimetry is
given in the appendices of this COP.



1.1.6. Quantities and symbols
Most of the symbols used in this COP are comparable to those used in

Ref. [1], although some are new in the context of small field dosimetry. For
completeness, Table 1 contains a summary of all the quantities used in this COP.

TABLE 1. QUANTITIES AND SYMBOLS USED IN THIS PUBLICATION

Symbol Definition

%dd(10,10) Percentage depth dose at 10 cm depth in a water phantom for a field size
of 10 cm x 10 cm at an SSD of 100 cm.

%dd(10,10), Percentage depth dose at 10 cm depth in a water phantom due to photons
only (i.e. excluding the contribution of electron contamination) for a
field size of 10 cm x 10 cm at an SSD of 100 cm.

%dd(10,S), Percentage depth dose at 10 cm depth in a water phantom due to photons
only (i.e. excluding the contribution of electron contamination) for an
equivalent square field size of S cm X S cm at an SSD of 100 cm.

in a water phantom

ref>

Do Absorbed dose to water at the reference depth, z,
irradiated by a beam of quality O (unit: Gy).

s Machine specific reference field.

Sret Conventional reference field (i.e. 10 cm x 10 cm, at an SDD of 100 cm),
used for calibration at the standards laboratory and for reference
dosimetry, according to COPs such as Refs [1, 2, 7], at a depth of
10 g/cm? in water.

Jein Clinical non-reference field.
kfl’f2 Generic form of a correction factor that accounts for the differences
between the response of a detector in a field f; in a beam of quality O,
and a field f| in a beam of quality Q. If f; and f, represent the same field
(i.e. field size, reference depth, phantom, etc.), the superscript ‘f, £, is
replaced with a single ‘f,’.

k‘QV’plalSliC Phantom dose conversion factor, for measurements performed in plastic
ms' water substitute phantoms.
M, Reading of a dosimeter at the quality Q, corrected for influence

quantities other than beam quality (unit: C or meter reading (rdg)).



TABLE 1. QUANTITIES AND SYMBOLS USED IN THIS PUBLICATION

(cont.)

Symbol Definition

M 5 Reading of a detector in a field f'in a beam of quality Q, corrected for
influence quantities other than beam quality.

M glastic,Q Reading ofa dete.ctor in a plastic watfir substitute phe.lr}tom in a field f
in a beam of quality Q, corrected for influence quantities other than
beam quality.

M »ji 0 As M é, but used when a distinction has to be made between
measurements in a water phantom and in a plastic water substitute
phantom.

N Ij;feva 0 Calibration coefficient in terms of absorbed dose to water for an

e ionization chamber at a reference beam quality O, in the conventional
reference field f.
N {)m“ Calibration coefficient in terms of absorbed dose to water for an
WO S . . .
ionization chamber in a machine specific reference field f,, at the beam
quality Qmsr'

0/ C“]'_"f o Field output factor of a clinical, non-reference field f,;;, with respect to
the conventional 10 cm % 10 cm reference field f, .

o °“'_"f e Field output factor of a clinical, non-reference field f,;;, with respect to

s the machine specific reference field f; ..

OAR(x,y) Off-axis ratio, the lateral beam profile at the measurement depth
normalized to unity on the central axis.

(0] General symbol to indicate the quality of a radiation beam. A subscript
“0”, i.e. Q,, indicates the reference quality used for the calibration of an
ionization chamber or a dosimeter.

Ohsr Beam quality of a machine specific reference beam.

Ouiin Beam quality of a clinical, non-reference beam.

FLCPE Lateral charged particle equilibrium range.

TPRZO,I o(10)

Tissue phantom ratio in water at the depths of 20 and 10 g/cm?,
for a field size of 10 cm % 10 cm defined at an SDD of 100 cm.



TABLE 1. QUANTITIES AND SYMBOLS USED IN THIS PUBLICATION
(cont.)

Symbol Definition

TPRy 4(S) Tissue phantom ratio in water at the depths of 20 and 10 g/cm?, for an
equivalent field size of S cm x § cm defined at an SDD of 100 cm.

w(x,y) Weighting function representing the extension of the sensitive volume of
a detector along the beam axis as a function of the lateral coordinates x
and y.?

Zpax Depth of maximum dose (in g/cm?).

of Reference depth (in g/cm?) in water for in-phantom measurements.
Depth in plastic water substitute phantom (in g/cm?), equivalent to the
reference depth in water, scaled according to the ratio of electron
densities.

Z eq,plastic

* See Appendix I for its definition and examples of its usage.

1.2. OBIJECTIVES

This is the first international COP dedicated to reference and relative
dosimetry of small static fields used in radiotherapy. It will provide consistent
reference dosimetry traceable to metrological primary standards and enable
common procedures to be followed within a country for small field dosimetry.

1.3. SCOPE

This COP addresses the reference and relative dosimetry of small static
fields used for external beam photon radiotherapy of energies with nominal
accelerating potential up to 10 MV. It does not address other radiotherapy
modalities such as electron, proton and orthovoltage beams.

This COP consists of six sections. The first two are introductory sections
describing the rationale of the COP and the physics of small field dosimetry. The
COP is based on the concepts and formalism introduced by Alfonso et al. [8];
these are described in Section 3. The fourth section discusses the detectors and
equipment that are suitable for use in msr fields and for relative dosimetry in
small fields. The fifth section is the COP for reference dosimetry in msr fields for
both beams with flattening filter (WFF) and FFF. The sixth section is the COP for



relative dosimetry for small fields. Sections 5 and 6 give data required to use the
COP. Appendix I discusses the origin of the beam quality correction factors for
reference dosimetry and their associated uncertainties, and Appendix II discusses
the origin of the field output correction factors and their associated uncertainties.

1.4. STRUCTURE

In this COP, an overview of the physics of small field dosimetry is presented
first, followed by a general formalism for reference dosimetry in small fields.
Guidelines for its practical implementation using suitable detectors and methods
for the determination of field output factors are given for specific clinical
machines that use small static fields. Guidance for relative dosimetry including
detectors, procedures and data is also provided.



2. PHYSICS OF SMALL FIELD DOSIMETRY

Small fields in external radiotherapy are created by downstream collimation
of a flattened or unflattened photon beam. Different collimation types are
used, including jaws, MLCs and, in some cases, cones or adjustable tertiary
collimators. Small photon fields differ from conventional reference fields'
in their lateral dimensions, causing the penumbrae at both sides of the field to
overlap and making most of the commonly used detectors large relative to the
radiation field size. This has physical repercussions on dosimetry, which have
in general been described well in the literature. Until the publication of Institute
of Physics and Engineering in Medicine (IPEM) Report 103 [12], however,
those repercussions had not been comprehensively reviewed. This section
discusses the physics aspects that are relevant for reference dosimetry and for
the determination of field output factors in small static photon fields. It is not
meant to present a comprehensive literature overview similar to that in Ref. [12].
Rather it focuses on those small field issues that are of particular relevance to
reference dosimetry and on the determination of field output factors. There is
some overlap with Ref. [12], but a number of other aspects are introduced, such
as the measurement of beam quality when conventional reference conditions
cannot be met, equivalent square msr fields and equivalent square small fields,
the use of plastic water substitute phantoms for reference dosimetry and a formal
approach for the determination of field output factors. Additionally, this section
provides a brief overview of the current status of primary standards of absorbed
dose to water for small fields, of the current practice of performing reference
dosimetry and of the determination of field output factors.

2.1. PARAMETERS DESCRIBING SMALL FIELDS AND PROBLEMS OF
SMALL FIELD DOSIMETRY
2.1.1. Small field conditions

At least one of the following three physical conditions will be fulfilled for
an external photon beam to be designated small:

! In this COP the term ‘conventional reference fields’ refers to the reference fields
(and conditions) for the user’s beam calibration prescribed in COPs such as those mentioned in
Section 1. In the future, new reference conditions such as those introduced by Alfonso et al. [8]
may become conventional for small field dosimetry, but they are not used that way at present.



(i) There is a loss of LCPE on the beam axis (Fig. 1);

(il) There is partial occlusion of the primary photon source by the collimating
devices on the beam axis (Fig. 2);

(iii) The size of the detector is similar or large compared to the beam dimensions

(Fig. 3).

The first two characteristics are beam related, while the third one is detector
related for a given field size. All three of these conditions result in overlap
between the field penumbrae and the detector volume.

2.1.1.1. Beam related conditions

Loss of LCPE occurs in photon beams if the beam half width or radius
is smaller than the maximum range of secondary electrons that contribute
measurably to the absorbed dose. This condition has been quantified by
evaluating the minimum radius of a circular photon field for which collision
kerma in water and absorbed dose to water have reached the values determined
by broad beam transient charged particle equilibrium (TCPE) conditions (for the
definition of TCPE refer to Attix [13], chapter 2, section VII). An illustration
is shown in Fig. 1 [14]. Absence of LCPE is problematic for dosimetry using

FIG. 1. Ratios of dose-to-water to water-collision-kerma calculated by Monte Carlo
simulation in water at 5 cm depth on the central axis of high energy photon beams. The data
are plotted as a function of the radius of clinical narrow beams defined at 100 cm SSD for
the high energy X ray beams and 80 cm SSD for “’Co (reproduced from Ref. [14] with the
permission of P. Papaconstadopoulos, McGill University, Canada).
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non-water detector materials, as will be discussed in Sections 2.1.1.2 and 2.1.5.
A practical parameter that quantitatively determines when field sizes are small
is the lateral charged particle equilibrium range (7 -pg), defined as the minimum
radius of a circular photon field for which collision kerma in water and absorbed
dose to water are equal at the centre of the field (aside from a correction for the
centre of electron production in TCPE). This parameter will be discussed in more
detail in Section 3.1.3.

The second condition is illustrated in Fig. 2 and is related to the finite size
of the primary photon beam source, the extended focal spot, which is usually
determined by the FWHM of the bremsstrahlung photon fluence distribution
exiting the target. A small field created by collimation that shields part of the
finite primary photon source will produce a lower beam output on the beam axis
compared to field sizes where the source is not partially blocked. This primary
source occlusion effect becomes important when the field size is comparable
to or smaller than the size of the primary photon source. For modern linear
accelerators where the primary photon source size is not larger than 5 mm, direct
source occlusion usually occurs at field sizes smaller than those where lateral
electron disequilibrium starts [12]. Partial occlusion of the primary photon source
influences the particle spectrum and is a source of steep local absorbed dose
gradients, both of which can have a large effect on the detector response.

The loss of LCPE and the primary photon source occlusion effect are both
responsible for a sharp drop in beam output with decreasing field size. This drop

full view of extended direct beam source partial view of extended direct beam source
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FIG. 2. Schematic illustration of the source occlusion effect (replotted from Ref. [12] with the
permission of the Institute of Physics and Engineering in Medicine).
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becomes more pronounced when the photon beam energy increases or the density
of the medium decreases (in both cases the electron ranges increase).

2.1.1.2. Detector related conditions

The third feature that characterizes a small field is the size of the detector
relative to the size of the radiation field. A detector produces a signal that is
proportional to the mean absorbed dose over its sensitive volume and this
signal is affected by the homogeneity of the absorbed dose over the detection
volume (volume averaging). The effect in a small field is illustrated in Fig. 3.
A deconvolution process would be required to derive the absorbed dose to water
at a point from this signal.

Besides volume averaging, the perturbation of the charged particle fluence
(and thus the deviation from Bragg—Gray cavity theory conditions) due to
the presence of a detector is an important issue and it must be noted that both
effects are always entangled. In the presence of large dose gradients and in the
absence of LCPE conditions, fluence perturbations become large and difficult
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FIG. 3. Schematic illustration of the volume averaging effect in one dimension. The black
curve is a Gaussian curve approximating a small field profile; the dashed black curve
represents what a detector of 5 mm length would measure. The double arrow represents the
dimension of the detector along the scanning axis. The dash-dotted line shows the difference
between the two curves as a fraction of the maximum dose (replotted from Ref. [15] with the
permission of the International Organization for Medical Physics).
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to model. Corrections for volume averaging will also have a larger uncertainty.
The dosimetric difficulties thus caused start to show up as soon as the effects
of lateral absorbed dose gradients and charged particle disequilibrium reach the
detector volume. For these reasons, small field conditions can be assumed to
exist when the external edge of the detector volume is at a distance from the field
edge smaller than the 7 pp in the medium. To avoid this condition in central axis
measurements, the beam half width or radius has to be at least as large as 7 qp
plus half the size of the external volume of the detector.

2.1.2. Definition of field size

The International Electrotechnical Commission provides definitions for
two differently termed field sizes [16]:

— The geometrical field size is defined as the geometrical projection of the
collimator opening by the radiation source on a plane perpendicular to the
axis of the beam;

— The irradiation field size is defined in terms of the dimensions of an area
in a plane perpendicular to the radiation beam axis defined by specified
isodose lines.

The geometrical field size corresponds with an aligned light field which
equals the collimator setting for focused flat edged collimators. For cylindrical
collimators, the relation between geometrical field size and collimator settings
is a quadratic curve [17]. In broad beams, the FWHM of the lateral profiles,
i.e. the irradiation field size specified at the 50% relative dose level, equals the
collimator setting and is thus congruent with the geometrical field size. The field
size defined by the collimator setting thus corresponds well with the FWHM of
the lateral beam profile at the isocentre depth, and measuring the FWHM is a
common way of verifying the field size setting. In small fields, however, owing to
partial occlusion of the finite primary photon source and loss of LCPE, resulting
in a drastic reduction of beam output, this congruence breaks down as is shown in
Fig. 4(c) [12, 18]. Because the central axis maximum dose value is reduced, the
FWHM is determined by a lower position on the penumbral curve (see Fig. 4).
The FWHM of the resulting field is therefore not consistent with the geometrical
definition of the field. The irradiation field size specified at 50% relative dose
level thus becomes broader than the geometrical field size defined by the
projected collimator settings, an effect called apparent field widening. For a
given SDD, this effect is dependent on the source-to-collimator distance.
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FIG. 4. Effect of overlapping penumbrae on the FWHM of the lateral beam profile for small
fields illustrating the apparent field widening compared to the collimator settings (reproduced
from Ref. [18] with the permission of the American Association of Physicists in Medicine).

The absence of information on whether the size of a field has been specified
in terms of FWHM of the lateral beam profile or of the projected collimator
setting complicates the interpretation of field output factor data published in the
literature. This COP advises that publication of all small field data such as field
output factors be accompanied by unambiguous statements on how the field size
is defined. It has been shown that the detector response and perturbation depend
on the irradiation field size specified at 50% relative dose level, i.e. the FWHM,
at the measurement depth rather than on the collimator setting [19]. The analysis
of published data on detector perturbation corrections indicates that the errors
made when choosing an incorrect field size specification are substantial [20]. It is
advised that the FWHM be used for selecting detector perturbations as a function
of field size. It is thus concluded that the FWHM of the lateral beam profile is
the most representative and essential field size parameter for accurate small field
dosimetry, and field size for small field dosimetry is, in this COP, defined as the
irradiation field size or the FWHM of the field. If another field size parameter is
referred to, such as geometrical field size, then this will be explicitly mentioned.
To facilitate establishing a relationship between FWHM and collimator setting,
it is also advised that both the FWHM and the geometrical field size be recorded
when reporting small field data. The accurate measurement of profiles for small
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fields involves careful procedures; these will be discussed in Section 6 and
measurement guidelines are provided in that section.

2.1.3. Hardening of the energy spectrum of small fields

The collimator that defines a small field not only occludes the primary
photon source but also shields photons that are scattered from different
components inside the linac head, including flattening filter and primary
collimator. Thus, the number of low energy photons scattered from the primary
collimator, flattening filter and other components in the linac head reaching the
centre of the small field is reduced. For off-axis fields, however, there may be an
increased relative contribution of photons scattered in the treatment head, and
whether this leads to softening or hardening depends on the shape and materials
of the flattening filter (if present). Additionally, the amount of phantom scatter
also decreases for a small field as compared with a broad field. For most depths,
this has a larger effect than the reduced head scatter. These two effects result in
a hardening of the photon energy spectrum at any point on the beam axis with
decreasing field size and an increase in the average photon energy in comparison
with broad beam conditions. This results in a change of the ratio of mass energy
absorption coefficients between water and the detector material (e.g. ratio of mass
energy absorption coefficients of water to silicon will increase with decreasing
field size) and a potential change of the stopping-power ratio between water and
the detector material (e.g. the water to air stopping-power ratio will decrease with
decreasing field size). An additional effect that plays a role is that when the field
is too small for achieving LCPE, there will be a deficit of low energy electrons
reaching the central axis, resulting in an increase of the mean electron energy,
which can also affect the stopping-power ratio.

Monte Carlo simulations indicate that, although the photon fluence
spectrum changes considerably as a function of field size, the charged particle
spectrum produced in water is much less affected. Thus, the influence of field
size on the water to air stopping-power ratio is found to decrease by not more than
0.5% at a depth of 10 cm in a 6 MV photon beam over a range of field sizes from
the 10 cm % 10 cm reference field down to 0.3 cm x 0.3 cm for square fields and
a 0.3 cm diameter for circular fields [21, 22]. Even over a range of depths from
the depth of dose maximum to 30 cm, the variation is not larger than 1% [21].
The increased average photon energy of the beam does affect the response of
silicon based diode detectors because of the large variation of the water to silicon
mass energy absorption coefficient ratio for photon energies below 100 keV.
Simulations show a variation of 3—4% in the response of unshielded diodes over
a range of field sizes from 10 cm x 10 cm to 0.5 cm % 0.5 cm at a measurement
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depth of 10 cm as a result of the reduced phantom scatter [23], and this is
supported by experimental data [24].

2.1.4. Beam quality of small fields and msr fields

Conventional reference dosimetry of a high energy photon beam with
quality Q using an ionization chamber requires an absorbed dose to water
calibration coefficient in the beam quality Q or, if that is not available, an
absorbed dose to water calibration coefficient in a calibration beam quality Q,
and a beam quality and chamber dependent beam quality correction factor k, 0y
The subscript Q, is omitted when the reference quality is “°Co gamma radiation
(i.e. the reduced notation k, always corresponds to the reference quality Co) [1].
The beam quality for high energy photon beams is specified in Ref. [1] and
most other absorbed dose to water based dosimetry protocols by a single beam
quality index, the tissue phantom ratio in water at depths of 20 and 10 g/cm? for
a field size of 10 cm x 10 cm and SDD of 100 c¢m, here denoted TPR20,10(10)2.
In Refs [2, 7], the beam quality specifier or index is the percentage depth dose at
10 cm depth in a water phantom due to photons only, here denoted %dd(10,10),.
The beam quality indices in these protocols are used for the selection of the beam
quality correction factor koo, required when reference dosimetry is performed
with an ionization chamber in a beam with quality different from that used for
its calibration; they are also used by standards laboratories to specify the beam
quality of high energy beams used for calibration.

In Ref. [1], the preferred approach is to use experimental koo, values
measured for the user’s chamber at specific beam qualities Q in a PSDL or a
secondary standards dosimetry laboratory (SSDL). The difference between
beam qualities at the standards laboratory and at the user’s facility would
give preference to k,, 00, factors determined for a specific clinical radiotherapy
machine, a possibility that only exists if the PSDL or SSDL calibrates chambers
in the beam of the particular clinical machine or the same machine type. Some
PSDLs and SSDLs provide high energy photon beam calibrations using clinical
linacs; this option is realistic given the small differences between calibration
coefficients in different machines of the same type. Indeed, with modern
radiotherapy technology, differences between machines of the same type have
been reduced significantly and, within a certain tolerance, the beam quality
for a given photon beam energy at a given machine type is found to vary only
modestly from machine to machine. Thus, it is conceivable that a unique beam

% Note that the symbols used differ from those used to denote the beam quality index in
Ref. [1] (TPR,, o) and in Refs [2, 7] (%dd(10),), because in this COP an additional parameter
in brackets is used to specify the field size.
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quality correction factor could be used for a particular combination of ionization
chamber type and radiotherapy machine type and the dosimetry at these machines
could, in principle, be done without a need for beam quality indices. This has
to some extent been demonstrated for Gamma Knife® (Elekta AB, Stockholm),
Cyberknife® (Accuray Inc., Sunnyvale, CA) and TomoTherapy® (Accuray Inc.,
Sunnyvale, CA) machines. Likewise, for conventional radiotherapy machines with
fields collimated by jaws or MLCs, machine uniformity has improved [25-27].
It must be emphasized though that this does not remove the necessity of verifying
that the beam quality index is within the normal range for a given machine type
and that even if the determination of the beam quality index is not needed to look
up beam quality correction factors, it remains an essential part of commissioning
and quality assurance (QA) procedures. Another point is that most intensity
modulated radiotherapy (IMRT) and stereotactic treatments are delivered with
photon beams of nominal energies not exceeding 10 MV, where the sensitivity
of kg, to the beam quality specifier is rather small [1, 2]. The multitude of
add-ons used for IMRT and stereotactic treatments, however, makes it difficult
to tabulate factors for all combinations of basic radiotherapy machines, add-ons
and chamber types. Overall, the current situation is that for a wide range of high
energy photon treatment machines, kQ’Q0 for specific machine/ionization chamber
combinations is not available. Consequently, one has to continue to rely on the
use of beam quality indices to link the calibration beam quality to individual end
user machines.

For the dosimetry of small fields, two practical questions remain to be
considered: Is the beam quality specification for the conventional 10 cm X 10 cm
reference field appropriate and sufficient for the dosimetry of smaller fields
in the same machine? If the answer to this question is yes, how can the beam
quality index be determined for radiation generators that cannot establish the
conventional reference conditions prescribed for the measurement of beam
quality?

The first question has already been partially answered in the previous
section: the very small variation of water to air stopping-power ratios with field
size suggests that for ionization chambers the beam quality index of the broad
field would be sufficient for all field sizes. The variation of stopping-power
ratios and perturbation factors with field size can then be incorporated into a field
dependent output correction factor.

Various approaches have been suggested to address the second question.
For those types of generators, Alfonso et al. [8] introduced the concept of an msr
field, f,,- For TomoTherapy machines, one study [28] introduced a specific beam
quality index similar in definition to %dd(10,10), but measured under different
conditions achievable in these treatment machines. Monte Carlo calculated
kg values as a function of this specific index were then compared with values as
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a function of the conventional beam quality index to establish a relation between
the machine specific index and the conventional index. This approach has been
adopted by Ref. [29]. Another approach relies on the measurement of TPR,, 4(S),
the ratio of absorbed dose to water values at the depths of 20 and 10 g/cm?
in water for a square field size of S cm X S cm defined at an SDD of 100 cm.
TPR,, ((S) values are measured for the non-conventional machine at a series of
square field sizes S and compared with the variation for a machine where the
conventional reference conditions can be established, enabling extrapolation of
the measured data [30]. A related approach used in several publications [30, 31]
is to extrapolate measurements as a function of field size using data for the same
range of field sizes from the generic set in Ref. [32]. Mainly based on these data,
a generic expression was formulated for deriving the beam quality index of the
conventional 10 cm x 10 cm reference field, TPRy,,,(10), from a measurement
of TPRy, 1,(S) [33].

It was demonstrated by Sauer [33] that the model works well also for
non-square (e.g. circular or rectangular) fields using the equivalent square field
method (Ref. [32]), and even for FFF beams applying a correction for the scatter
deficiency caused by their conical lateral beam profiles. It is important to be aware
of the slightly different relation between stopping-power ratios and beam quality
index between FFF beams and beams with flattening filter (WFF) [34-37].

Consistent formulas for TPR,, ;4(10) and %dd(10,10), for a narrower range
of square field sizes (S between 4 cm and 12 cm, the relevant range for this COP)
have been derived [38] based on the same data from Ref. [32] and are illustrated
for TPR, ;,(10) in Fig. 5. The expressions are given in Section 5.

2.1.5. Detector response

In radiotherapy dosimetry it is well known that the characteristics of a
detector may affect its response to ionizing radiation considerably. For example,
the particle fluence that is sampled by the detector differs, sometimes substantially,
from the fluence that exists in a homogeneous medium in the absence of
the detector. This is caused by the size, shape and materials in the detector,
which result in deviations from the ideal small volume concept underlying
the Bragg—Gray principle. For a real detector, the application of Bragg—Gray
cavity theory based on medium-to-detector stopping-power ratios requires a
modification using perturbation correction factors. All dosimetry protocols for
conventional reference dosimetry based on a theoretical determination of all
perturbation correction factors necessary to correct the detector response from
the calibration beam quality to the user’s beam quality explicitly or implicitly
include such perturbation correction factors [1, 2, 39, 40]. When measurements
are performed in CPE or TCPE conditions, any variation in stopping-power ratio
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FIG. 5. Dependence of TPR,, (S) on the field size S based on data from Ref. [32] (square
symbols), and according to the model of Palmans [38] (curves) for field sizes between 4 cm
and 12 ¢cm and nominal photon beam energies between 4 MV and 10 MV (reproduced from
Ref. [38] with the permission of the American Association of Physicists in Medicine).

is evaluated independently of perturbation correction factors for wall effects,
the presence, if any, of a central electrode, electron in-scattering effects, volume
of the medium displaced by the detector, etc. [41], all assumed to be small
and independent. In recent years there has been a renewed interest in accurate
determinations of perturbation correction factors for ionization chambers. In
particular, Monte Carlo methods have analysed in detail the various types of
perturbation effects in a stepwise fashion [42—44], leading to a total perturbation
correction factor for an ionization chamber in a given beam quality.

Studies on perturbation effects of small ionization chambers in small static
beams are scarce. One of the earliest comprehensive studies pertaining to this area
is the work by Crop et al. [45]. The results of this Monte Carlo study, of which
the data at the centre of a 0.8 cm x 0.8 cm field are shown in Fig. 6, indicated that
the central electrode and wall perturbation correction factors were, even though
different from those in a broad beam, close to unity. The major perturbations
were caused by the volume averaging effect and the difference between the mass
density of the detector and that of the medium, and both corrections were rather
large and of similar size. The perturbations were considerably larger for off-axis
measurements. This shows that for small fields, perturbation effects even for small
detectors are considerably larger than for conventional ionization chambers in
broad beams. In the smallest fields of interest, some perturbations become so large
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FIG. 6. Contributions to the Monte Carlo calculated overall perturbation correction factor
in the centre of a 0.8 cm x 0.8 cm field in a 6 MV photon beam resulting from the non-water
equivalence of the wall (p,,,;), the presence of the central electrode (p,,,), the perturbation
from replacing water with air (p,,,) and volume averaging (p,,,) for two types of PinPoint
chambers (PP16 = PTW 31016 and PP06 = PTW 31006 with nominal volumes of 0.016 cm’
and 0.015 cn?®, respectively) and two electron spot sizes (6G and 20G = 0.6 mm and 2.0 mm
FWHM, respectively). The data are not in any particular order and the dotted lines serve
only the purpose of visually connecting data points that represent the same contributing
factor. Note that, for comparison, the value of the total perturbation correction factor p,,, in
a 10 em x 10 cm field amounts to 0.99 (reproduced from Ref. [45] with the permission of
1OP Publishing).

that the various contributions to the overall perturbation correction factors are no
longer independent. This situation, which differs from broad beam conditions,
undermines our current approach of applying Bragg—Gray cavity theory. Monte
Carlo calculations based on a ratio of absorbed dose to water and absorbed dose
to the detector material for the entire detector geometry are then preferable for
calculating an overall conversion factor. It might still be of scientific interest to
study the contributions in a stepwise fashion but not with the aim of proposing
independent values for the various factors that could be reproduced via different
routes. Decreasing the relative detector-to-beam size, misalignments, or primary
photon source size can in addition, lead to unpredictably large effects. Figure 7
illustrates the uncertainty contribution to the absorbed dose determination using
a PTW 60012 diode due to a uniformly distributed displacement error of 1 mm in
all directions perpendicular to the beam axis.
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FIG. 7. Uncertainty contribution to the absorbed dose determination using a PTW 60012 diode
due to a uniformly distributed displacement error of 1 mm in all directions perpendicular to
the beam axis only calculated by Monte Carlo (reproduced from Ref. [46] with the permission
of IOP Publishing).

More recently, a number of authors have studied the components of small
field perturbation factors by Monte Carlo simulations in a more systematic
way [47-50]. Scott et al. [47] defined the ratio of absorbed dose to water at the
measurement point in the water phantom and the mean absorbed dose over a
volume of water replacing the entire detector’s sensitive volume as the volume
averaging correction factor. Any other factor is then related to the non-water
equivalence of detector materials in the sensitive volume, the electrodes and the
encapsulation. It was then observed that, next to volume averaging, the main
additional contribution to small field perturbation factors is the difference in
density between the detector materials and water, especially in the variation of
perturbation factors with field size. Not only is the density of the material in the
sensitive volume of importance, but so is that of surrounding materials such as
the epoxy encapsulation of diode detectors [51, 52], thin metallic electrodes and
presence of small air gaps [53].

Differences in interaction data, while important in the overall conversion
factor, are found to make only a small contribution to the variation of the
perturbation correction factor with field size. Following up on those observations,
Monte Carlo studies have investigated the possibility of compensating for small
field perturbations by ‘mass density compensation’ [54, 55].
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It is emphasized that small solid state detectors may also exhibit some
level of volume averaging, which, considering their size, is shown only for the
smallest therapeutic fields, i.e. those smaller than 1 cm [47, 56-58]. For these
detectors, other perturbation effects may play a role as well (e.g. backscattering
from metallic electrodes). The energy and angular dependence of some detectors,
such as diodes, plays an important role. Owing to the fact that silicon has a higher
mass energy absorption coefficient than water, unshielded diodes over-respond in
large fields because of the significant phantom scatter component of low energy
photons. The consequence is an underestimation of field output factors when they
are normalized to a large field size (e.g. the conventional 10 cm X 10 cm reference
field). In large fields, the over-response is usually compensated by adding a
layer of high Z material around the sides and the bottom of the silicon chip that
filters out the low energy scattered photons. These high Z caps are, however,
undesirable in very small fields, as they may cause large perturbation effects
that are difficult to determine accurately even with Monte Carlo calculations, as
detector-to-detector differences are complicated to simulate [59].

2.1.6. Energy range of interest

Photon beams with nominal accelerator potentials greater than 10 MV are
often thought necessary for deep seated tumours. Compared to lower energy
beams, these create electrons with longer ranges so that full buildup occurs at
greater depths, resulting in a lower absorbed dose to water at shallow depths.
In addition to the longer forward electron range, higher energy beams also have
a longer lateral electron range that increases the penumbral width significantly.
This is particularly noticeable for small field sizes and within low density tissues
such as the lung.

In IMRT, fluence modulation is primarily determined by beam transmission
through open and closed leaf positions but is also heavily influenced by the
penumbrae of the lateral beam profiles. A simple illustrative example is shown
in Fig. 8 whereby the profiles created by alternating open and closed leaves are
compared for 18 and 6 MV beams. The peak doses are higher and the valley
doses are lower for 6 MV beams, indicating better modulation for lower energy
beams. In addition, at least part of the reason for the lower valley depth is the
lower collimator transmission for 6 MV beams. Neutron production from high
energy photons is a particular problem for IMRT because a significant number
of (y,n) reactions occur in the high atomic number collimation components. For
example, at 18 MV the cross-section for neutron production by collimation is two
orders of magnitude greater than for 10 MV photons [60]. Not only do neutrons
produce unwanted radiation exposure to the patient, but they also cause activation
of linac components that leads to extra exposure to staff and service personnel.
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FIG. 8. Absorbed dose to water profiles for alternating open and closed MLC leaves. Both
measurement and Monte Carlo calculation show improved modulation for the lower energy
beam. For the higher energy beam, a larger fraction of electrons scatter from the open to
closed field region and the MLC transmission is higher (courtesy of Jeffrey Siebers,
Virginia Commonwealth University).

Based on these observations, the International Commission on Radiation Units
and Measurements (ICRU) stated that the use of higher energy beams is not
justified for IMRT [61]. For these reasons, guidance in this COP is only provided
for high energy photon beams with nominal accelerating potential up to 10 MV.
The predominance of the use of these beams also provides a robust argument to
restrict the applicability of this COP to potentials below or equal to 10 MV. Data
from IAEA’s Directory of Radiotherapy Centres (DIRAC) database show that
about 80% of beams used at linacs installed after the year 2000 used for all forms
of radiotherapy have nominal energies of 10 MV or lower [62]. Furthermore,
data from the Imaging and Radiation Oncology Core (IROC) Houston QA Center
indicate that, for lung stereotactic radiotherapy, about 96.4% of the beams used
are of 6 MV and 3.2% of 10 MV, whereas for liver stereotactic radiotherapy the
figures are 80% and 15.7% respectively [63]. The availability of data for small
field dosimetry is also dominated by the 6-10 MV range.
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2.1.7. Summary of small field characterization for dosimetry

Based on the discussion in the previous sections, a summary is given here
of the parameters that need to be determined to enable accurate dosimetry of
small fields:

— It is advised that to allow lookup of output correction factors from tables,
the field size be specified by the FWHM of the lateral beam profile at the
measurement depth (see Section 2.1.2). The depth of measurement is such
that electron contamination originating from the materials in the beam path
is negligible (in this COP, 10 cm is recommended). The reference distance
will usually be the isocentric distance. The collimator setting, which is
the aperture size projected to a reference position (isocentre or reference
distance from the source), could be recorded as well to enable the link with
the beam data management and treatment planning systems.

— The beam quality of a small field, representing the energy spectrum of
the beam, is characterized by the determination of a beam quality index
(TPRy 1((10) or %dd(10,10),) for a conventional 10 cm x 10 cm reference
field at the beam. For machines that cannot establish this conventional
reference field, modified procedures exist to derive the beam quality index
from quantities measurable in smaller fields (see Section 2.1.4).

— A distinction between small and large fields is made by introducing the
concept of the beam energy dependent 7| ... Because detector perturbations
are influenced substantially by the absence of equilibrium conditions,
small field conditions are also assumed to exist when any point within the
outer boundaries of the detector volume is less than 7| pp away from any
field edge (at 50% absorbed dose level). Equations are provided of the
dependence of 7| -p on the beam quality index.

2.2. ABSORBED DOSE TO WATER STANDARDS FOR SMALL FIELDS

In small field radiotherapy, as in conventional radiotherapy, all dosimetric
measurements need to be traceable to primary radiation standards. Traceability
is obtained by the process of detector calibration and the entire path between
a clinical measurement and a standard is referred to as the calibration chain.
QA programmes need to be in place to ensure the quality of the calibration chain.
For broad reference fields (10 cm x 10 cm), primary standards of absorbed dose
to water exist. These instruments allow for the determination of the absorbed
dose to water according to its definition. They are normally maintained in PSDLs.
User instruments can be directly calibrated against these primary standards, but
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more often they are calibrated against secondary standards, which themselves
are calibrated against primary standards. Secondary standards are maintained
in SSDLs or Accredited Dosimetry Calibration Laboratories (ADCLs) in
North America. The exact roles and positions of PSDLs, SSDLs, the Bureau
International des Poids et Mesures (BIPM) and the role of key comparisons are
explained by the BIPM web pages (www.bipm.org) and, particularly in terms of
how they relate to radiotherapy dosimetry, in Ref. [1].

The most common primary standard for absorbed dose to water in
conventional reference fields is calorimetry, although standards based on
other methods, such as ionization chambers and chemical dosimeters, are also
available. Water calorimetry is the most direct method for the measurement
of absorbed dose to water. Graphite calorimeters are also common given their
higher sensitivity and robustness as compared to water calorimeters. An extensive
review of calorimetric absorbed dose standards for external beams can be found
in Seuntjens and Duane [64] and McEwen and DuSautoy [65]. However, only a
few studies deal with the application of calorimetry to small field dosimetry; for
example, Krauss [66] has applied the primary standard water calorimeter of the
Physikalisch-Technische Bundesanstalt (PTB), the National Metrology Institute
of Germany, to determine absorbed dose to water and to calibrate ionization
chambers in 5 cm X 5 cm and 3 cm X 3 cm fields [67-69]. One of the main
technical complications of using a water calorimeter designed for measurements
ina 10 cm x 10 cm field in small fields is the increasing correction for heat
conduction across the lateral profile. De Prez [70] simulated heat loss corrections
for the VSL (Dutch Primary Standards Laboratory) water calorimeter and found
that these corrections were within 5% for field sizes down to 3 cm X 3 cm and
increased dramatically for smaller field sizes (up to 60% for a 1.8 cm x 1.8 cm
field). These corrections depend on the measurement time, which, in turn,
depends on the available dose rate. However, if the irradiation time could be
shortened, absorbed dose to water determination in a small field using water
calorimetry could be feasible; although a substantial increase in absorbed dose
rates would be needed for this purpose. This is possible with FFF photon beams.
While graphite calorimeters that are used as primary standards instruments
have cores that are too large for small field dosimetry, small core graphite
calorimeter probes that can be used in water or a water equivalent phantom have
been constructed [71, 72] for dosimetry in small photon fields and IMRT fields.
Following on the suggestion to derive field output factors from integrated lateral
dose or ionization profiles [73, 74], dose—area product calorimeters have been
proposed. The BIPM calorimeter [75] has this capability for a limited range of
field sizes with its core diameter of 45 mm.

For practical reasons, transfer standards are often used in standards
laboratories to calibrate individual user instruments. Also, given that in
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most calorimeters, the phantom is part of the construction and thus there is
no flexibility on phantom shape, transfer standards are used to establish the
calibration quantity in different phantoms. lonization chambers, ferrous sulphate
chemical dosimeters and alanine/electron spin resonance (ESR) have been used
for that purpose. Of these, alanine/ESR has also been used as a transfer standard
for dose determination in small fields. Because the density of alanine pellets is
close to the density of water, the overall correction can be determined with good
accuracy as it is dominated by volume averaging. Even for a 0.5 cm diameter
field, volume averaging corrections from 3-D dose distributions obtained by
gel dosimetry bring the alanine response into good agreement with the response
of a range of small detectors [76]. One of its disadvantages is its relatively low
sensitivity; however, a type-A standard uncertainty of 0.5% can be achieved for
absorbed dose to water values of 10 Gy [77, 78]. For high energy photon fields,
a difference of 0.3% to 0.6% in detector response has been reported as compared
to ®°Co [79, 80].

2.3. OVERVIEW OF CURRENT REFERENCE AND
RELATIVE DOSIMETRY OF RADIOTHERAPY BEAMS

2.3.1. Reference dosimetry
2.3.1.1. Conventional reference beams

Guidance for the determination of absorbed dose to water in high energy
photon beams based on standards of absorbed dose to water has been provided in
various national and international COPs (including Refs [1, 2, 4, 5, 7]). These use
common reference conditions for the determination of the beam quality and for
the determination of absorbed dose to water: a field size of 10 cm % 10 cm at the
phantom surface or at the measurement depth, and an SSD or SDD of 100 cm.
These formalisms are very similar and can be described by that given in Ref. [1],
which is used as the basis for the formalism in this report and briefly summarized
here.

The absorbed dose to water at the reference depth z, ., in water for a user
beam quality O and in the absence of the chamber is given by:

Dy o=MyNpyo (1)
where M, is the reading of the ionization chamber at the user’s beam quality O,

corrected to the reference values of influence quantities other than beam quality,
for which the calibration coefficient is valid, and Np,, is the calibration
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coefficient in terms of absorbed dose to water of the ionization chamber measured
at a standards laboratory for the user’s beam quality Q.

In most countries, direct calibrations in clinical beam qualities are not
available, and even when they are available, the calibration beam quality
0, is usually different from the user’s beam quality Q. In that case, Eq. (1) is
replaced by:

Dyo=MoNpy0,k00, )
where Np, o is the calibration coefficient in terms of absorbed dose to water
of the ionization chamber measured at a standards laboratory for the calibration
beam quality Q,, and koo, is th.e factor that corrects Npy, o for the difference
between the reference beam quality O, and the actual user quality Q.

2.3.1.2. Non-conventional reference beams

Several modern radiation generators that are purposely developed for
stereotactic treatments or IMRT cannot establish the reference conditions
prescribed in the COPs mentioned. Issues related to the determination of the
beam quality index for such machines have been described in Section 2.1.4. For
reference dosimetry, the common practice is to use the same formulas as for
conventional beams, but performing reference dosimetry in the field size closest
to 10 cm x 10 cm (often the largest field available) and in most cases assuming
that the beam quality correction factors are the same. Specific procedures are
often followed for a particular type of radiotherapy machine. For FFF beams it
has been determined that an additional volume averaging correction factor may
be required to correct for the non-homogeneity of the lateral profile [81, 82].

For TomoTherapy, a 5 cm x 10 cm reference field at a distance of 85 cm
from the source is recommended in Ref. [29], and for the selection of the beam
quality correction factor, a generic relation between a TomoTherapy specific
beam quality index and the conventional beam quality index from Refs [2, 7]
is given. The formalism of Alfonso et al. [8] is followed and a factor to correct
for the difference between the ionization chamber’s response in a virtual
10 cm x 10 cm reference field and the 5 cm x 10 cm TomoTherapy specific
reference field is advised. The value of this factor was based on Monte Carlo
simulations and is close to unity.

For CyberKnife, the largest fixed collimator defined field is taken as the
reference field. This field is circular and has a nominal 6 cm diameter at a distance
of 80 cm from the source. For the determination of the beam quality index,
equivalent field and interpolation methods using data from Ref. [32], similar to
those described by Sauer [33], have been used for deriving TPR,, ;,(10) [83] and
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%dd(10,10), [31] from measurements in the largest circular field. Beam quality
correction factors for ionization chambers in this field are found to be close to
those for other 6 MV machines, but for the relatively long Farmer type chambers,
a correction greater than 1% needs to be applied for volume averaging over the
projected effective area of the ionization chamber [81, 82].

The Gamma Knife is a special case because a treatment field is always
composed of a superposition of multiple small fields. Nevertheless, it is
considered a case to be categorized under static small field dosimetry rather than
composite field dosimetry. The maximum field size diameter is 1.8 cm or 1.6 cm,
depending on the machine model, and reference dosimetry for that field size is
performed in the centre of a plastic sphere using a microchamber calibrated in
%9Co without the use of a beam quality correction factor [84-86]. An air kerma
based approach has also been suggested [87].

For Brainlab add-ons, the reference SDD or SSD of 100 cm can be
established, but the field size cannot be set to exactly 10 cm x 10 cm, so the nearest
field size is used. By choosing one dimension larger than 10 cm and the other
smaller, one can achieve a field area which is almost identical to a 10 cm x 10 cm
field (e.g. 9.6 cm x 10.4 cm), in which case no special considerations for the
determination of beam quality and for reference dosimetry are required.

A formal treatment of the dosimetry of non-standard® beams was published
by Alfonso et al. [8], and their formalism will be followed in this COP.

2.3.2. Relative dosimetry
2.3.2.1. Field output factors

A field output factor is defined as the ratio of absorbed dose to water
in any non-reference field to that in a reference field at a given depth. In
conventional broad beams, it is derived from a ratio of detector readings because
of the practical independence of dosimetric quantities on field size. In small field
dosimetry, however, such independence does not exist, notably for perturbation
factors, and a field output factor will in most cases require an output correction
factor to be applied to the measured detector reading ratio. It will thus in most
cases be incorrect to report a ratio of readings as a field output factor, a mistake
which is, unfortunately, all too often encountered in clinical practice as well as
in the scientific literature [88]. Many examples have been published showing
large discrepancies between the ratio of readings measured with different types
of detectors for a particular beam compared with the actual ratio of absorbed

3 “Non-conventional’ in the nomenclature of this COP.
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dose to water values [18, 24, 73]. These discrepancies are mainly field size and
detector dependent and can be unacceptably high when measured with detectors
that have a large volume compared to the size of the small field. The common
practice of reporting ratios of detector readings as field output factors is a mistake
that has led to much confusion, potentially to serious errors and, in some of the
worst cases, to real accidents. For example, the use of inappropriate detectors for
measuring field output factors without further corrections has been reported as
the main cause of an accidental overdosage of patients for beams defined by the
Brainlab m3 micro MLC [89]. A comparison of beam data measured in different
centres in France with microchambers for the 0.6 cm x 0.6 cm beam of different
Varian Clinac models, under identical measuring conditions (6 MV photons,
micro MLC type, SSD, depth, type and orientation of the detector), showed a
discrepancy of about 15% in the extreme values of the detector output ratios
as uncorrected estimates for field output factors, as shown in Fig. 9. The report
by the French Society of Medical Physics (SFPM), which was the result of a
follow-up effort after this accident, advises using at least two different detectors
for the measurement of field output factors [89].

FIG. 9. Detector output ratios as uncorrected estimates for field output factors determined
in different centres in France for 6 MV photon beams and the Brainlab m3 micro MLC
(SSD = 100 cm, depth = 5.0 cm) using three different detector types. The Brainlab
WOI 10-26 data correspond to manufacturer guidance data. (Reproduced from Ref. [89] with
the permission of the Institut de radioprotection et de stireté nucléaire.)
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Alfonso et al. [8] have emphasized the distinction between ratios of detector
readings and ratios of absorbed dose to water values by explicitly including an
output correction factor in the expression for the field output factor.

In large reference fields, output correction factors are required for detectors
exhibiting an energy dependent response due to low energy scattered photons
originating in the treatment head and in the phantom combined with the different
mass energy absorption coefficient for those low energy photons. This is
for example the case for silicon based devices such as unshielded diodes and
metal oxide semiconductor field-effect transistors (MOSFETs), as described
in Section 2.1.5, and it results in a more or less linear increase of the response
with increasing field size as illustrated in Fig. 10. From these observations, the
approach employed to obtain field output factors is to use an ionization chamber
for field sizes down to the one where volume averaging sets in, and use a small
detector (e.g. a diode, diamond, liquid ionization chamber or organic scintillator)
for smaller fields. The field output factors derived from the measurements with
the small detectors are renormalized at the smallest field size where the ionization
chamber is used; this is referred to as the intermediate field method in this COP.
This method has sometimes been called “daisy-chaining” [90].

For determination of field output factors in small fields, another approach
has been proposed that suggests using a large area parallel plane ionization
chamber (LAC) in combination with radiographic or radiochromic film [73, 74].
From the signal produced by the two dimensional fluence distribution over the
area of the LAC, the value of the dose—area product (DAP) can be determined.
With accurate film dosimetry at the same plane of measurement as the LAC,
the field size and a two dimensional relative absorbed dose distribution can be
determined. From this and the DAP value, the absorbed dose to water is derived
at the region of interest. While this is an interesting area of research, there is
not enough experience and information at present to provide guidance on this
method.

2.3.2.2. Lateral beam profiles

The lateral beam profile is defined as the distribution of absorbed dose
to water at the reference depth in the phantom, perpendicular to the beam axis
and parallel to the phantom surface. The difficulties of measuring lateral beam
profiles in small photon fields are associated with the dimension of the detector’s
sensitive volume, defined as the geometrical dimension of the measuring
volume in the scan direction, in relation with the beam penumbra size. Even for
conventional broad fields, when tertiary collimation is used for reduction of their
penumbra, the effect of the detector’s finite volume can lead to inaccuracies in
the determination of the penumbra width. This becomes a crucial problem in
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FIG. 10. Ratio of the relative readings of various detectors and the relative reading of
a PTW 31010 Semiflex ionization chamber. The relative readings of all detectors were
normalized at the value for 10 cm equivalent square field size. This figure illustrates the field
size dependence of solid detectors for large fields and the perturbation of ionization chambers
in small fields for (a) a PTW 31006 PinPoint ionization chamber, a Scanditronix Stereotactic
Field Diode (SFD) and a Scanditronix Photon Field Diode (PFD), and (b) two Thomson
Nielsen Si-MOSFETS of the same type (Mosfetl and Mosfet2) and a PTW 60003 diamond
detector (replotted from Ref. [24]). The full lines are linear fits to the data points for field
sizes larger than 5 cm x 5 cm and the dashed lines extrapolations of those fits to smaller
field sizes to illustrate the field size dependence of the diode response solely due to phantom
scatter, i.e. ignoring the effect of fluence perturbations. (Reproduced from Ref. [24] with the
permission of the American Association of Physicists in Medicine.)
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very small fields, as the penumbra represents an important portion of the field.
Because for these small fields detector perturbation factors show a very steep
dependence on field size, small errors in penumbra measurements can result in
substantial dosimetric errors.

Suitable detectors to resolve the penumbra in small photon fields are tissue
equivalent radiochromic film, diodes (stereotactic, shielded or unshielded and
oriented parallel to central axis), diamond detectors, small air filled ionization
chambers and liquid ionization chambers [12]. Even those detectors require
special measures to avoid various artefacts (e.g. the readout procedure for
radiochromic film needs to be well conducted). For scanning detectors, the
orientation needs to be considered and effects of stem and cable irradiation
taken into account. A method has been published to derive corrected penumbrae
from measurements with a series of different sized detectors [91]. A paper by
Francescon et al. [58] investigated the variation of the perturbation of various
small detectors as a function of off-axis position. This is very helpful in advising
on the type of detector to be used for profile measurements, but it is important to
be aware that owing to detector-to-detector variations combined with the extreme
sensitivity of these perturbations to detector dimensions, it is advised that
these not be regarded as providing generic output correction factors for profile
measurements.

Another approach which has been suggested is to deconvolve the lateral
beam profile from the measured profile using Monte Carlo calculated detector
specific kernels [92] or simply Gaussian kernels [93] based on the observation
that despite the lateral fluence convolution kernels for many detectors being quite
complicated, the dose convolution kernels are blurred by the lateral range of
secondary electrons and the effects of the detector construction details are lost,
making Gaussian kernels adequate.

An interesting observation was made by Underwood et al. [54], who
suggested that, while most detectors either under-respond or over-respond on
the central axis, i.e. in the measurement of field output factors, in small fields,
this is actually compensated by an opposing over-response or under-response,
respectively, in the profile tails, and that the integral dose measured for many
detectors would be accurate without any output correction factors. Figure 11
illustrates this for three types of detectors. In IMRT, the integral dose contribution
of a small field is indeed more important than the absorbed dose to water in
the centre of the field itself. This approach would of course only make sense if
the same detector is used to measure the field output factor and to measure the
profile, while in practice often a combination of a point detector for the field
output factor and radiochromic film for the profiles would be used.
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FIG. 11. Lateral beam profiles of a 0.5 cm x 40 cm field (along the short axis of the rectangular
field) in a 6 MV beam measured using three different detectors. These profiles are expressed in
terms of absorbed dose in cGy per monitor unit (MU) by calibration of the detectors in a large
field, denoted as “Calibrated detector reading”. This figure shows the under-response of the
larger detectors around the dose maximum, as schematically explained in Fig. 3. The arrows
on the right hand side vertical axis indicate the ratio of the dose length product (DLP) of the
solid detectors (diamond, diode) to the DLP of the PinPoint ionization chamber, illustrating
that for the diamond detector and the IBA unshielded diode, the DLP is the same, despite
their differences on the axis of the field. (Reproduced from Ref. [54] with the permission of the
American Association of Physicists in Medicine.)
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3. CONCEPTS AND FORMALISM

This section presents the formalism and concepts underlying the small field
dosimetry procedures described in this COP. A distinction will be made between
situations where data are available for specific radiation generator/detector
combinations and for other situations where procedures have to rely on the less
favourable generic approach of using beam quality characterization to look up
beam quality correction factors in tabulated data. Note that for completeness,
some concepts described in the preceding section are also reproduced here.

3.1. CONCEPTS OF SMALL FIELDS
3.1.1. Definition of field size

For the purpose of applying the procedures in this COP, the field size is the
pair of dimensions (in the case of rectangular fields) or the diameter (in the case
of a circular field) that define(s) the area of the field at the measurement distance.
Each dimension is defined by the FWHM of the lateral beam profile measured
at a depth sufficient to eliminate the contribution of contamination electrons.
‘Field size’ is thus used as synonym for ‘irradiation field size’ as defined by
the International Electrotechnical Commission [16]. A depth of 10 ¢cm in water
with the detector’s reference point at the isocentre is advised because this is
adequate to eliminate contamination electrons and because beam flatness has
historically been defined at 10 cm depth. It is advised that the measurement be
made with a dosimeter capable of sufficient spatial resolution. There is no need
for a calibrated dosimeter for this task because many dosimeter types that have
an adequate spatial resolution can be used (for example film, diodes or diamond
detectors), none of which are reference class dosimeters.

It is advised to record, in addition, the collimator settings as a nominal
identification for practical purposes. For example, the treatment planning system,
the electronic patient record and the record and verify system all use the nominal
field setting rather than the FWHM relative to which the profile data, patient
treatment plan and radiation delivery are referenced. This guidance is analogous
to that of stating the nominal accelerating potential (MV) to refer in practice to a
beam with a certain quality index.

In this COP, output correction factors for small fields are tabulated as a
function of the equivalent square small field size. For non-square fields, a
method is provided to determine the equivalent square small field size for which
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the output correction factors are the same. This method simply equates the areas
of the non-square and square small fields as explained in Section 6.5.2.

Note that, distinct from this, for beam quality specification in non-square
msr fields, equivalent square msr fields have to be determined. These are based
on equating the amount of phantom scatter, as explained in Section 2.1.2.

3.1.2. The msr field

In high energy photon beam generators where the conventional
10 cm x 10 cm reference field cannot be established, an msr field is introduced
which has dimensions that are as close as possible to those of the conventional
reference field and extend at least a distance 7, -pr beyond the outer boundaries
of the reference ionization chamber (see Section 4). In the case that only fields
smaller than the 10 cm x 10 cm reference field can be realized, the msr field
will usually be the largest achievable field. Examples of msr fields specific for
different radiotherapy treatment machines are summarized in Section 3.3 and
presented in more detail in Section 5.3.1.

3.1.3. Lateral charged particle equilibrium range

The 7, pg is an important parameter for establishing the relation between
the field size and the minimum detector size for which LCPE conditions exist.
The 7, -p depends on the beam energy and has been quantified by Li et al. [94],
who performed Monte Carlo simulations of absorbed dose to water and water
kerma in water for photon beams of different nominal energies. The 7| pr Was
derived as the minimum radius of a circular field for which the absorbed dose to
water in the centre of the field is related by a constant factor to the water kerma
in water. Updated Monte Carlo calculations [14] have been performed for this
parameter, and expressed as a function of the conventional photon beam quality
index TPR, 4(10), 7; cpg (in cm) is given by:

1 cpe = 8-369x TPR 5 1, (10) - 4.382 3)
Its use is described in Section 5.2.1. When the beam quality index
%dd(10,10), is used, 7 pp can be derived using an approximate relation between

%dd(10,10), and TPRy, ,(10) [95]:

Ficpe = 77.97x107° x%dd (10,10) —4.112 4)
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3.1.4. Volume averaging

The volume averaging correction factor is defined as the ratio of the
absorbed dose to water at the reference point in the water phantom in the
absence of the detector and the mean absorbed dose to water over the sensitive
volume of the detector (still in the absence of the detector). It can be derived
from an integration of the 3-D dose distribution in the water phantom over
the volume of the detector [56, 96—100]. In the case of plane-parallel detector
geometry (e.g. plane-parallel ionization chamber, diode or diamond) with the
parallel electrodes oriented perpendicular to the beam axis, this integration can
be simplified to a 2-D integration of the lateral beam profile over the sensitive
area of the detector facing the beam. In the case of a cylindrical ionization
chamber, an integration over the 2-D area of the sensitive volume projected
perpendicularly to the beam axis includes a weighting function to account for the
fraction of the sensitive volume at different lateral offsets from the beam axis,
although an unweighted integration over the projected area could be sufficient
in many cases [81]. A suitable, high resolution detector is used for lateral profile
measurements with special consideration of the detector orientation. Details are
provided in Section 6. The generic equation to calculate the volume averaging
correction factor is:

. fwa(x,y)dxdy

VOl_ff w(x,y)OAR(x,y)dxdy
A

)

where x and y are the coordinates on the axes orthogonal to the beam central axis,
A is the area of the projection of the sensitive volume of the chamber on a plane
orthogonal to the beam axis, OAR(x,y) is the off-axis ratio, which is the lateral
beam profile at the measurement depth normalized to unity on the central axis,
and w(x,y) is a weighting function representing the extension of the air cavity
of the ionization chamber along the beam axis (z) as a function of the beam
lateral coordinates (x and y). For plane-parallel detector geometry, w(x,y) is unity
over the integration area. Examples of the calculation of the volume averaging
correction factor are given in Appendix I.

3.1.5. Beam quality
The option preferred in this COP for beam quality characterization, to
be discussed in Section 3.2.1, is to rely on data derived for specific radiation

generators as, currently, machine-to-machine differences for a given generator
model are rather small and, for the purpose of reference dosimetry, the beam
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quality index can be easily verified to be within tolerance for the data to be valid.
When data are not available, the common approach of characterizing the beam
in terms of a quality index has to be used. As mentioned in Section 2.1.4, there
are currently two beam quality indices used for conventional high energy photon
beams: TPR,; ;((10), used in Ref. [1] and most other COPs, and %dd(10,10),,
used in Refs [2, 7]. The guidance given here is restricted to these two beam quality
indices.

If a 10 cm x 10 cm reference field cannot be established, it is advised to
measure TPR, () or %dd(10,S), for the largest possible square field size S
(or in case of a circular or rectangular field, an equivalent square msr field size S)
and derive TPRy, 4(10) or %dd(10,10),, using the expressions of Palmans [38]
(these are given in Section 5.3.3). If the SSD is not 100 c¢cm, an additional
correction is required to account for the inverse square law, for the difference
in electron contamination and for the different scatter conditions (also given in
Section 5.3.3).

For photon beams WFF, the determination of an equivalent square msr
field for a circular or rectangular field is based on the guidance in Ref. [32].
The equivalent square msr field is defined as the one that produces an equal
amount of scatter on the central axis at the measurement depth as the circular or
rectangular field. For a FFF beam which exhibits a non-flat lateral beam profile,
the lateral integration of the scatter function [32] is included in the lateral fluence
distribution because the on-axis scatter is the sum of all scatter contributions
from each off-axis elemental volume. This is proportional to the lateral fluence
distribution, which is as a first order approximation given by the lateral beam
profile.

Note that the issue of equivalent field size is very different for small
fields. In the absence of head scatter and any substantial phantom scatter,
the equivalence of small fields is in this COP based on fields that exhibit the
same detector perturbation factors. It has been shown that for this purpose, the
geometric mean of the length and width of a rectangular field (provided the field
is not too elongated) is adequate to represent the equivalent square small field
size [19]. This means that the equivalent square small field has the same area
as the rectangular field, and the assumption is made that this is also valid for
deriving the square small field equivalent of a circular small field. Given that
for square field sizes below 4 cm, phantom scatter factors are independent of
collimation and linac type and only dependent on measurement depth and the
field area [19], 4 cm is taken as the borderline value between the broad beam
equivalent field size method and the small field equivalent field size method.
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3.2. FORMALISM FOR THE DETERMINATION OF THE REFERENCE
ABSORBED DOSE TO WATER

The formalism published by Alfonso et al. [8] for the reference dosimetry
of small fields is followed in this COP with minor modifications. It is based on
the use of an ionization chamber for which a calibration coefficient in terms
of absorbed dose to water in a reference beam is available from a standards
laboratory. For the dosimetry of small photon fields, two steps are considered:
(a) reference dosimetry following the formalism outlined in the following
sections and (b) relative dosimetry following the guidance that will be given for
the determination of field output factors. The practical procedures based on this
formalism will be presented in Sections 5 and 6.

In radiation generators where a conventional 10 cm x 10 cm reference
field can be established, reference dosimetry is performed according to the
guidance given in Refs [1-7] or an equivalent protocol. In generators where a
conventional 10 cm X 10 c¢m reference field cannot be established, an msr field
is introduced which, whenever possible?, has dimensions as close as possible to
the conventional reference field and extends at least a distance 7| -p; beyond the
outer boundaries of the reference ionization chamber. In other words, if the size
of the detector is d (greatest distance between two points on the outer boundary
of the detector), the FWHM of the field has to fulfil the following condition:

FWHM > 27, pp +d (6)

As an example, let us assume a photon beam with quality
TPRy 14(10) = 0.677, for which Eq. (3) yields r{ cpg = 12.8 mm. An IBA CCO8
ion chamber has a cavity length / = 4 mm, a cavity radius » = 3 mm and
a wall thickness 7, = 0.07 g/cm’ (see Table 5 in Section 4.1.1.2); with
p(C-552)=1.76 g/em’, t,,,;,= 0.40 mm. In the longitudinal direction, the chamber
outer size will be d, =/ + ¢, = 4.4 mm and radially d.= 2(r + ¢,;,) = 6.8 mm. As
d,> d,, the largest detector size is d = d, and Eq. (6) yields a field size having a
FWHM =2 x 12.8 + 6.8 = 32.5 mm at a depth of 100 mm in water. Proceeding
in this manner it can be verified that for the chambers listed in Table 5, the
FWHM varies between 29.1 mm (Exradin A16 micro) and 38.2 mm (Victoreen
Radocon II 555) for this beam, i.e. for the chambers in this table the dominant
contribution to the required FWHM is the term 27| cpp.

* There are some special radiation generators which offer no option for that, such as the
Gamma Knife. These will have to be considered on a case by case basis, but for the case of the
Gamma Knife, for example, the second required condition of LCPE can still be fulfilled for
sufficiently small ionization chambers.
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3.2.1. Approaches for the reference dosimetry of msr fields
3.2.1.1. Chamber calibrated specifically for the msr field

The preferred approach for the reference dosimetry is to obtain a calibration
coefticient directly in the msr field (f;), provided the standards laboratory is
able to supply such a calibration coefficient. In this case, the absorbed dose to
water at the reference depth z,. in water in the absence of the ionization chamber

is given by:

Dfmsr

W, = — Mfmsr me‘s;] 0, (7)

where Q. is the beam quality of the msr field (note that this can be different
from the beam quality of a conventional reference field owing to the influence of
the field size on the particle spectrum); My Ins is the reading of the dosimeter in the
msr field f; . corrected for influence quantmes such as pressure, temperature,
incomplete charge collection, polarity effects, etc.; and N/ Do, is the calibration
coefficient in terms of absorbed dose to water of the jonization chamber measured
by the standards laboratory for the msr field f,  of quality O

Although it is not widely available yet, some standards laboratories provide
calibrations of ionization chambers in the hospital’s msr field. A calibration
coefficient could also be available via a cross-calibration, a procedure that will be

described in Section 5.5.

msr*

3.2.1.2. Chamber calibrated for a conventional reference field, with generic
beam quality correction factors available

In most cases, the ionization chamber calibration coefficient is measured
in a calibration beam of quality Q, for a conventional 10 cm X 10 cm reference
field f. In that case, a beam quality correction factor is required for the use of
the calibration coefficient in a beam of a different quality than the one used for
the chamber calibration. The absorbed dose to water for the msr field is then
given by:

Dfmé _Mfmsr N Fret

Wollmsr D.w QD

kg, ®)
where M Ims is the reading of the dosimeter in the msr field f, . corrected for
influence ci]uantltles such as pressure, temperature, incomplete charge collection,
polarity effects, etc.; Ny Jt w.0, 1s the calibration coefficient in terms of absorbed
dose to water of the ionization chamber measured at the standards laboratory for
a conventional 10 cm x 10 cm reference calibration field f  with beam quality
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Q,; and kJ; o= 1s a factor to correct for the difference between the response of
the IOHIZEItImOH chamber in a conventional reference calibration field f, . with
beam quality Q, at the standards laboratory and the response of the ionization
chamber in the msr field f, . with beam quality Qmsr

The beam quality correction factor kf"” Q'eof is defined as the ratio of
the ionization chamber’s calibration coefﬁ01ents in the machine specific and

conventional reference fields:

Finse st Fonse
kémsr %f = ND’W’Qmsr — DW Qmsr /MQmar (9)
msr >0 fre fte fre
ND";/’QO DW éa /1‘4Q0f

In most cases Q, will be a ®Co gamma ray beam, but it could also be a
high energy X ray beam. Ideally, the beam quality correction factor is determined
directly by calibration of the ionization chamber in the calibration reference
and msr fields. A few standards laboratories have developed the capability
of performing such calibrations for clinical machines, but such services are
not widely available. However, given the increased uniformity in physical
characteristics of series of treatment machines of the same type, generic
experimental values for the beam quality correction factors may be available. For
the same reason, generic Monte Carlo calculated beam quality correction factors
may be determined for a particular ionization chamber type in such machines as:

fmsr fmsr
k fmsr ’fref — D WO Dalr Qe ( 1 0)
OneOo = plu Dl
w,0, air,Q,

where all quantities on the right hand side of the equation are calculated in the
Monte Carlo simulation, D,, is the absorbed dose to water at the measurement
point, which, in practice, is calculated as the mean absorbed dose to water over a
small volume around the measurement point (the suitable size of which depends
on the field size) and D, is the mean absorbed dose to air in the cavity of the
ionization chamber.

Where generic experimental or Monte Carlo calculated beam quality
correction factors are available for particular treatment machine/ionization
chamber combinations, they are tabulated in Section 5. Machines for which such
data are available are Gamma Knife, CyberKnife and TomoTherapy for a limited
number of chamber types.

Note that a standards laboratory may be able to provide a calibration
coefficient Nf .0, for an msr field that does not have exactly the same beam
quality as the chmcal msr field. In that case:
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3.2.1.3. Chamber calibrated for the conventional reference field,
without generic beam quality correction factors available

In the case that no generic beam quality correction factors for the calibration
field with reference to the msr field are available, a third approach has to be
followed. In this case, the absorbed dose to water for the msr field is given by:

bl =M N Kt K 02
where M, Ims i3 the reading of the dosimeter in the msr field f, , corrected for
influence cinuantltles such as pressure, temperature, incomplete charge collection,
polarity effects, etc., N ! o o 18 the calibration coefficient in terms of absorbed
dose to water of the 1omzat10n chamber measured at the standards laboratory
for a conventional 10 cm x 10 cm reference calibration field f; with beam
quality Q,, kf 0 is a factor to correct for the difference between the response of
the 10nlzat10n chamber in a conventional calibration field f, . with beam quality
Q, at the standards laboratory and the response of the ionization chamber in a
conventional 10 cm x 10 cm reference field f, . with a beam quality O using
the same machine as the msr field f, ., and kf fod is a factor to correct for the
difference between the response of the 1omzamt5{0n chamber in a conventional
10 cm x 10 cm reference field f; , with beam quality Q using the same machine
as the machine specific reference field f, . and the response of the ionization
chamber in the msr field f, . with beam quality O,

As previously explained, the need for an msr field arose from the
impossibility of realizing a 10 cm x 10 cm field using the treatment machine
to perform dosimetry according to a conventional dosimetry protocol. Where
a 10 cm x 10 cm field cannot be realised, f,; is referred to as a hypothetical
10 cm x 10 cm reference field [8]. The beam quality correction factor kf o0 can
thus be obtained from Ref. [1] or Refs [2, 7], for which the beam quality Q of the
hypothetical 10 cm x 10 cm reference field needs to be determined according to
the guidance in Section 5.3.3.

Since the hypothetical reference field f,; cannot be established
experimentally, a direct measurement of k ém“ el is not possible. If an experimental
determination of kf s f o were available (e. {gwmeasured by a PSDL), a value could
be inferred as:
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fmsr fref —_ Qmsr QO
k mer - kf,ef (13)
0.0,

where kf ref 1s taken from Ref. [1] or Refs [2, 7].
Wlth a Monte Carlo simulation, it is possible to establish a 10 cm x 10 cm
reference field virtually and calculate the beam quality correction factor as:

Fonse Fonse
kfmsr fref —_ ¥msr/ T Xmsr DW Qmsr / air Qmsr (14)

fre fre
D f / D aler

In some cases, establishing the hypothetical reference field in the Monte
Carlo simulation may not only require modification to the secondary and tertiary
collimators, but also to the primary collimator (as for example is the case in
CyberKnife), which could have a substantial influence on the beam quality.

For beams with a flattening filter providing a uniform lateral beam profile,
the factor ké"'“ me equals unity in most cases for the detectors recommended in
this COP. Comparmg Eqgs (12) and (11) shows that this is equivalent to assuming
that kf -/ &t equals k;; “f . For practical implementation of these equations it may
be sufﬁ01ent to estlmate an uncertainty on the assumption that kf e f s =1L

Figure 12 summarizes the three approaches.

For the application to FFF beams, the complication arises that the value
kf < for the FFF beam may be different from those tabulated in existing COPs,
such as Ref. [1] or Refs [2, 7]. For this reason, kf 0 in Eq. (12) is replaced with
the product of two factors to account for the dlfference between the response of
the ionization chamber in the hypothetical FFF beam of quality Q""" = O and that
in a beam WFF with beam quality Q""" , for which the beam quality index is the
same as for the beam quality O°. For clarity, a superscript index ‘FFF’ has been
included for all beam qualities of FFF beams and a superscript index ‘“WFF’ has
been included for all beam qualities of beams WFF:

Dy = M giix Nifto, kgt g, Kgitn g g i (13)

where k7 e, 18 the beam quality correction factor obtained from Refs [1, 2, 7]

or an equivzileont COP for a beam WFF with the same beam quality index as the
one determined for the FFF beam and & é‘%‘n oW is the factor that accounts for the

5 Thisconditionmeansthat TPR,, ;4(10) [OVFE] =TPRy 14(10)[Q]or%dd(10,10), [OVFF=
%dd(10,10),[ O], but the beam qualities are not identical.
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REFERENCE DOSIMETRY

Conventional Machine specific
reference field f, reference field

ref N msr
N f msr
f 1 D.w.0,,

Nio, (1)
(2) /
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FIG. 12. Schematic overview of the dosimetry of small static fields with reference to a machine
specific reference field according to the formalism of this COP. The arrows and formulas
labelled (1), (2) and (3) correspond with the approaches of Section 3.2.1.1, 3.2.1.2 and 3.2.1.3,
respectively. (Reproduced from Ref. [8] with the permission of the American Association of
Physicists in Medicine.)

different response of the ionization chamber in the FFF and the WFF beam. Two
effects contribute to the value of k' ..: one is the different response of the
ionization chamber due to the different charged particle spectra of both beam
qualities changing stopping-power ratios and perturbation correction factors,
and the second one is the volume averaging because of the non-uniformity of
the lateral beam profile in the FFF beam (the typical quasi-conical 2-D profile)®.
The volume averaging correction factor can differ significantly from unity if
there is substantial field non-uniformity as is the case in FFF beams. Details of
the calculation of k é‘%‘m o Are given in Appendix .

® Note that this approach is different from the one adopted in Ref. [7], where the volume
averaging correction factor is not considered as a contribution to the beam quality correction
factor but is included as a correction factor to the ionization chamber reading.
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3.2.2. Measurement in plastic water substitute phantoms

While current dosimetry protocols (Refs [1, 2, 7]) advise determination
of absorbed dose to water in a water phantom at a reference depth z,, it is
acknowledged that there are situations when, for the user, it is more convenient
to perform the measurements in a plastic water substitute phantom but still
determine the absorbed dose to water, D, from these measurements.

For the absorbed dose to water formalism, Seuntjens et al. [101] introduced
a modification to the basic equation that, applied to Eq. (8), can be translated into:

fmsr f fmsr fre w plaStlc
Dw Qe (Zref) Mplastlc Qe ( eq,plastic) ND W,0, k O et Of kasr (16)
where M gi';s'uc 0. ( Zeq plasuc) is the ionization chamber reading in a plastic water

substitute phantom corrected for influence quantities and kg plastic js called the
phantom dose conversion factor. The depth in a plastic water substitute phantom
Zegplastic 18 equivalent to the reference depth in water z,, scaled according
to the ratio of electron densities (see Attix eq. (13.49a) [13]). In general, an
equivalent point is defined as a point where the photon fluence is the same.
With the assumption that Compton scattering dominates photon interactions,
ensuring equivalence in photon fluence requires scaling, by electron density, of
all dimensions involved (i.e. depth, field size, phantom size), while keeping the
SDD constant. In practice, for phantoms with electron density similar to that of
water, the effect of scaling of some of these dimensions (i.e. phantom size and
field size) introduces a negligible effect, while corrections can be introduced
when the SDD cannot be preserved.

The phantom dose conversion factor kgfiasm can be determined
experimentally as a ratio of ionization chamber readings corrected for influence
quantities in the water phantom at depth z,; and in the plastic water substitute
phantom at depth z. ;- Its theoretical determination is more complicated and
relies on Monte Carlo calculations or on the application of the scaling theorem
(see Ref. [13] for details). As an example for broad beams, values of kg’mpiam
for Solid Water and for PMMA, calculated by Seuntjens et al. [101], are shown
in Fig. 13 as a function of the photon beam quality specifiers TPR,, ;,(10) and
%dd(10,10),. It can be seen that kgﬂasm varies between approximately 0.960 and
0.980 for PMMA, and between approximately 0.997 and 1.010 for Solid Water.

For a PMMA phantom, kWplaStlc from Monte Carlo calculations and
experiments agree within 0.2% desplte the rather large depth scaling correction.
For Solid Water, larger differences have been found between Monte Carlo
calculations and experiments, notably from phantom to phantom, which although
yielding an average difference of 0.3% (Monte Carlo always larger) still point
to a variation in the water equivalency between different phantoms. This is
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FIG. 13. Example values of the phantom dose conversion factor for Solid Water (Gammex
RMI 457) and PMMA in a 10 cm x 10 cm reference field based on Monte Carlo calculations.
Note that the correspondence between %dd(10,10), and TPR,,,,(10) is only approximate.
(Reproduced from Ref. [101] with the permission of the American Association of Physicists in
Medicine.)

associated with heterogeneities in the phantom due to manufacturing variability
in the plastic. Computed tomography scanning or radiographing of the plastic
water substitute material may help in QA for the purpose of reference dosimetry
in such phantoms [102].

3.2.3. Determination of field output factors

For the dosimetry of clinical fields, relative to the reference dosimetry of
an msr field, field output factors are used (see Section 2.3.2.1). These factors are
also called total scatter factors [12, 32, 103], or relative dose factors [104]. The
field output factor Qé‘lf 5 with respect to the machine specific reference field
Jmsr 1 defined as the ratio of absorbed dose to water in the clinical field £, with

beam quality Q,;, and absorbed dose to water in the machine specific reference

field £, with beam quality O,
D fclin
fc in ’fmsr — W’QC in
0 8 ™ Dl an
W’Qmsr
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These field output factors are used to convert absorbed dose to water for the
machine specific reference field f, ., to the absorbed dose to water for the clinical
field f;,. For machines that can establish the conventional 10 cm x 10 cm
reference field f. ‘msr’ in Eq. (17) and accompanying text is replaced with
‘ref”. This applies to the remainder of this section.

Field output factors are derived from a ratio of detector readings

according to:

fclin
fclin ’fmsr —_ Qc]in fclin ’fmsr
Q chin ’Qmsr - M fmsr chlin ’Qmsr ( 1 8)

msr

It is clear from this equation that a ratio of readings is not equal to a
field output factor; rather such ratios will need to be multiplied by an output
correction factor to obtain the field output factor. Only if the reading of the
detector is directly proportional to the absorbed dose to water at a point and the
proportionality factor remains constant does the output correction factor become
unity. Even calorimeters or transfer instruments require output correction factors
for the smallest fields. For some detectors that are very small and have an energy
independent response, such as radiochromic film, a liquid ionization chamber or
an organic scintillator, the output correction factors may be close to unity. The
perfect small field detector, however, does not exist.

The output correction factor ké‘lmem can be determined as a directly
measured value, an experimental generic value or a Monte Carlo calculated
generic value:

ein Jein
k (J; clin ’mesr — DW’]chin / delt’Qc]in (19)
clin **msr fmsr ) fmsr
l D, [ Dio,,

As explained in Section 2.3.2.1, if a suitable detector for the entire range
of field sizes from f, , to f;;, is not available, it is advised to use an ionization
chamber for field sizes down to an intermediate field f;, as small as possible but
without small field conditions, and to use a suitable small field detector such as a
diode only for measurements in smaller fields, thereby limiting the effect of the
energy dependence. Using this intermediate field method (IFM), the field output

factor is obtained through the equation:

chlin ’fmsr — {chlin ’fin[ ] [inm’fmsr ]
det Qim ’Qmsr IC

(20)

clin > msr clin>*int

47



where ‘det’ refers to the small field detector and ‘IC’ refers to the ionization
chamber.

Using the definition of the field output factor given in Eq. (18), this
equation becomes:

fclin fim

QfetinSmsr Mchin Je Letin=Tint MQim Je Jintrfonse 1)
Qetin Qs M Fine Qe int M fos Qi Cgr
int det msr IC

making it clear that two output correction factors are required, one for each
detector. However, in the absence of small field conditions for the intermediate
field, {ké‘lfQLC ~ 1 for well designed ionization chambers. Having to correct
only from the intermediate field f, to the clinical field f;, minimizes the
contribution from the small field detector to the overall correction, especially the

influence of low energy photon scatter.

3.3. REFERENCE CONDITIONS

Reference conditions are described by a set of values of influence quantities
for which a calibration coefficient is valid without further correction factors. The
reference conditions for calibrations in terms of absorbed dose to water are, for
example, the geometrical arrangement (distance and depth); the field size; the
material and dimensions of the irradiated phantom; and the ambient temperature,
pressure and relative humidity.

For radiotherapy machines that can generate the conventional
10 cm x 10 cm reference field at 100 cm SSD or SDD, the reference conditions
given in COPs like Refs [1, 2, 7] are used. For machines where the conventional
10 cm x 10 cm reference field cannot be established, specific reference conditions
related to the msr field are used. The reference conditions for the determination of
beam quality and absorbed dose to water for msr fields are given in Section 5.3.
A compilation of msr fields for some common radiotherapy machines is given in
Table 2.
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TABLE 2. msr FIELDS FOR COMMON RADIOTHERAPY MACHINES

Machine type msr field

CyberKnife 6 cm diameter fixed collimator
TomoTherapy 5 cm x 10 cm field

Gamma Knife 1.6 cm or 1.8 cm diameter collimator helmet,

Brainlab micro MLC add-on

SRS cone add-ons

all sources simultaneously out
For example 9.8 cm x 9.8 cm or 9.6 cm x 10.4 cm

The closest to a 10 cm x 10 cm equivalent square msr
field achievable
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4. DETECTORS AND EQUIPMENT

This chapter provides a general background on the characteristics of
detectors suitable for reference dosimetry of msr fields and relative dosimetry
of small fields, and provides guidance on detectors to be used for applying this
COP. Distinction has to be made between detector requirements for dosimetry
of the conventional 10 cm % 10 cm reference field and those for dosimetry of
smaller fields; particularly for the relative dosimetry of small (non-msr) fields,
the requirements can be substantially different. For a review on characteristics of
radiation detectors for dosimetry and imaging see Ref. [105].

4.1. EQUIPMENT FOR MACHINE SPECIFIC REFERENCE DOSIMETRY

Accuracy requirements for conventional reference dosimetry and for msr
dosimetry are expected to be the same. The reference conditions will, however,
be different. Although this places some restrictions on the type of equipment that
can be used, the requirements for equipment used for msr dosimetry are expected
to be largely the same as those applicable to the dosimetry of conventional
reference fields [1, 2]. Equipment considered for msr dosimetry will include, but
not be limited to, smaller ionization chambers and phantoms with geometries and
materials different from those used for conventional reference dosimetry. Thus,
only ionometric measurements are considered for reference dosimetry in this
COP. The basic advice remains that for msr dosimetry, an ionization chamber be
used in a water phantom to determine the reference absorbed dose to water at the
user’s radiotherapy machine.

Traditionally, an ionometric dosimeter system for radiotherapy contains the
following components [106]:

(a) One or more ionization chambers, including the permanently attached
cable and connector. It is advised that the ionization chambers chosen be
specifically designed for the intended purpose (modality, radiation quality
etc.).

(b) One or more phantoms with waterproof sleeves if needed.

(¢) A measuring assembly (electrometer), often separately calibrated in terms
of charge or current per scale division.

(d) One or more stability check devices, specifically designed for the chosen
ionization chamber.

(e) Calibrated thermometer and barometer.
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Component (a) will be reviewed in Section 4.1.1 and component (b) in
Section 4.1.2. The other components (c, d and e) are adequately documented in
existing protocols and no special requirements relating to them will be discussed
in this COP.

4.1.1. Ionization chambers for msr reference dosimetry

Ideally, ionization chambers used for photon beam measurements in a water
phantom are water equivalent and do not perturb the radiation fluence, and have a
dose rate and directionally independent response, high sensitivity (good signal to
noise ratio, reasonable time to acquire the signal), good stability (short and long
term), linear response with absorbed dose to water, limited energy dependence,
low leakage and negligible cable effect. While many of these characteristics can
only be met approximately, thimble ionization chambers have been proven to be
robust, simple and suitable for clinical reference dosimetry in msr fields in water
or solid phantoms.

The size restriction on an ionization chamber for msr dosimetry is that the
outer boundaries of the detector be at least a distance r; -p; away from the field
edges (at 50% absorbed dose level). In use, the chamber needs to be aligned in
such a way that the radiation fluence is approximately uniform over the chamber
cavity. The construction of the chamber is to be as homogeneous as possible,
but it is recognized that for technical reasons the central electrode is likely to be
made of a material different from that of the chamber walls. Indeed, the choice
of materials may play an important role in ensuring that the energy response of
the chamber does not vary considerably. It is also necessary for the air cavity not
to be sealed so that it will equilibrate rapidly with the ambient temperature and
air pressure. Finally, it is preferable that the reference ionization chambers be
waterproof, so they can be used directly in water phantoms.

As an ionization chamber is an instrument of high precision, it is advised
that the performance of the chamber type be sufficiently tested in radiotherapy
beams. Guidance for commercially available ion chambers to be used in generic
msr fields with dimensions equal to or larger than 6 cm x 6 cm will be covered
in Section 4.1.1.1, while guidance for fields smaller than 6 cm x 6 cm will be
given in Section 4.1.1.2. The rationale for this field size limit is based on the
largest ionization chamber dimensions (i.e. Farmer types) used for conventional
reference dosimetry and the 7| .pp of the highest energy beams advised in this COP
(note for example that for an 18 MV beam the field size limit would be larger).
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4.1.1.1. Equivalent square msr field size f,,,> 6 cm X 6 cm

Modern radiotherapy machines have two main generic designs, namely with
and without a beam flattening filter. For beams WFF, the reference ionization
chambers are robust air filled chambers that are often waterproof and are simple
to use for reference in-phantom measurements. The chamber cavity volumes are
between about 0.3 cm® and 1 cm® (many have a volume around 0.6 cm?), a size
range that balances between the need for sufficient sensitivity and the ability
to measure at a point. Chambers with these volumes also have good signal to
noise ratio and negligible leakage effects [107]. The requirements are met in
cylindrical chambers with an air cavity of internal diameter around 6.4 mm and
an internal length around 24 mm, which is typical for Farmer type chambers. In
use, the chamber needs to be aligned in such a way that the radiation fluence is
approximately uniform over the cross-section of the chamber cavity. It is advised
for FFF beams that the reference ionization chamber have a length shorter than
that of a typical Farmer type chamber given the non-uniformity of the lateral
beam profile [108]. Typical volumes for these chambers are between 0.1 cm?®
and 0.3 cm’. If Farmer type chambers are used, a correction for the profile
non-uniformity has to be applied which can amount to 1.5% for 6 MV FFF beams
[76, 81].

A critical analysis of 27 cylindrical ionization chambers used in
conventional megavoltage photon beams was published in Ref. [107] in which
most of the Farmer type chambers as well as the NE 2611 chambers were found
to show good performance compared with the specifications for reference class
chambers listed in Table 3. Also, a number of smaller-volume chambers were
found to be suitable for reference dosimetry. The characteristics of a number
of commercially available ionization chambers for msr dosimetry are given
in Table 4. The performance of each individual ionization chamber has to be
verified to comply with the criteria given in Table 3.

4.1.1.2. Equivalent square msr field size , < 6 cm X 6 cm

msr

Since LCPE conditions are a requirement for machine specific reference
fields, the field edges are at least a distance 7 -p; away from the outer boundaries
of the reference ionization chamber. Based on their size, msr fields are not small
fields (except in the case of Gamma Knife machines, see below), but some
common reference detectors are too large to fulfil the 7 g criterion mentioned.
For example, for 6 MV beams between 3 cm X 3 cm and 5 cm X 5 cm LCPE
exists, but a Farmer type chamber is too large for such field sizes; dosimetry
under these circumstances would result in an underestimation of the absorbed

53



TABLE 3. SPECIFICATIONS FOR REFERENCE CLASS IONIZATION

CHAMBERS FOR REFERENCE DOSIMETRY OF msr FIELDS, f; .. [107]
Parameter Specification
Chamber settling Monitoring chamber response with accumulated dose: equilibrium is

reached in less than 5 minutes; the initial and equilibrium readings
agree within 0.5%.

Leakage Smaller than 0.1% of the chamber reading.

Polarity effect Smaller than 0.4% of the chamber reading. The polarity energy
dependence is less than 0.3% between “°Co and 10 MV photons.

Recombination 1. The correction is linear with dose per pulse.

correction 2. Initial recombination (the dose rate or dose per pulse independent
part of the total charge recombination) is below 0.2% at polarizing
voltages around 300 V.

3. For pulsed beams, a plot of 1/M, (charge reading) vs 1/V/
(polarizing voltage) is linear at least for practical values of V.

4. For continuous beams, a plot of 1/M, vs 1/ V2 is linear, describing
the effect of general recombination. The presence of initial
recombination disturbs the linearity but this is normally a small
effect, which may be neglected.

5. The difference in the initial recombination correction obtained
with opposite polarities is less than 0.1%.

Chamber stability Change in calibration coefficient over a typical recalibration period
of 2 years below 0.3%. Same figure for long term (>5 y) stability.

Chamber material Wall material not exhibiting temperature and humidity effects.

Note: Chamber types that potentially do not meet these criteria but have been proven to be
suitable for reference dosimetry of the Gamma Knife are marked in Table 5.

dose to water on the central axis because of volume averaging and other effects
described in Section 2.1.1.2.

Le Roy et al. [109] evaluated 24 small volume ionization chambers
(0.007 cm® to 0.057 cm?) of eight different types to determine whether these
could be used for reference dosimetry in high energy photon beams with field
sizes down to 2 cm x 2 ¢cm (only measurements in a “°Co gamma ray beam were
performed). They advise that the polarization voltage across the chamber be
chosen such that the electric field strength is between 100 and 200 V/mm. Based
upon this study, the authors concluded that only three of the chamber types tested
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were suitable for use as reference class chambers for small beam dosimetry
(Exradin AISL, IBA CC04 and IBA CCO1), whereas issues with ion collection
efficiency and polarity effects were noted for some chambers. The chamber
specifications given in Table 3 are adopted in this COP for msr dosimetry when
the equivalent square msr field size is smaller than 6 cm % 6 cm.

A representative case of very small msr fields corresponds to the circular
field of Gamma Knife machines, with diameters of 1.6 cm or 1.8 cm. It is noted
that these are still fields that exhibit LCPE given the much smaller 7, . of “°Co,
which is about 0.6 cm [94]. The criterion for the outer boundaries of the reference
ionization chamber to be at least that distance away from the field edges limits the
range of suitable ionization chambers. Fortunately, some of the microchambers
listed in Table 5 that do not fulfil the criteria of Table 3 for high energy X ray
beams do fulfil those for Gamma Knife. This can partially be explained by the
fact that only a small portion of the stem is irradiated, meaning that the polarity
effects observed in broad beams [109] with these chamber types are not observed
in Gamma Knife measurements [110].

For msr dosimetry in fields with equivalent square msr field size smaller
than 6 cm x 6 cm, the largest chamber cavity dimension is restricted to around
7 mm, and this requirement is usually met in ionization chambers with volumes
smaller than about 0.3 cm?®. This criterion could in principle be expressed as a
function of field size and energy, but the limit of 7 mm ensures that fora 10 MV
beam, all fields with an equivalent square size down to about 4 cm fulfil the
condition of LCPE, while for 6 MV this is the case down to about 3 cm, and
for ®°Co gamma ray beams it is the case down to about 2 cm. The fact that for
Gamma Knife fields, the beam quality correction factors for ionization chambers
marked in Table 5 remain small, even for the smaller field sizes of 1.8 cm and
1.6 cm, can be understood by the size of the cavity, with typical values between
2 and 4 mm for these detectors such that full lateral charge buildup, which may
not be achieved at the outer edges of the detector, is still partially achieved
within the additional wall material thickness. This reasoning of course ignores
the fact that at the interface between the phantom material and the wall there is
an additional component of charged particle disequilibrium, and the interplay of
this effect with the absence of LCPE could result in a perturbation correction
factor different from the one for a broad beam. Table 5 gives a list of commercial
small volume ionization chambers recommended for msr dosimetry in this COP
in fields with equivalent square msr field size smaller than 6 cm x 6 cm. The
chambers recommended in this COP for Gamma Knife are marked in Table 5.
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4.1.2. Phantoms

Water is advised as the reference medium for measurements leading to the
determination of absorbed dose to water and beam quality in photon beams. For
some treatment machines, the use of water phantoms for reference dosimetry
is possible but impractical, and therefore, solid phantoms may be necessary. In
those situations only, a water equivalent plastic or similar solid phantom material
may be used for reference dosimetry and for the measurement of beam quality
indices. If solid phantoms are used, it is essential that the detector be placed
accurately, with its measurement point on the radiation beam’s central axis at
the water equivalent depth z, ... Today, commercially available solid materials
used in radiotherapy dosimetry have well controlled densities and well defined
atomic properties, and can be machined for accurate positioning of dosimeters.
Solid phantoms are machined in different forms and shapes, depending on
particular applications. They may be shaped as slab phantoms, cubes, cylinders,
spheres, hemispheres and other geometrical shapes. For additional details on
geometry requirements see Section 5.2.2. Ideally, the solid phantom material is
water equivalent, that is, its absorption and scattering properties are the same
as those of water. The elemental composition (in fractions by weight), nominal
density, mean atomic number, mean excitation energy and depth in plastic
equivalent to 10 cm depth in water of some common phantom materials used as
water substitutes are provided in Section 5.3.4. Note that for the determination
of the phantom dose conversion factor in Eq. (16) and its subsequent use for
reference dosimetry, any potential inhomogeneities or air pockets are taken into
account if the slab order is kept the same in all measurements performed in that
solid phantom.

4.2. EQUIPMENT FOR RELATIVE DOSIMETRY IN SMALL AND
NON-REFERENCE FIELDS

The equipment used for relative dosimetry in small fields introduces
additional challenges such as the need for using detectors with a small volume,
the ability for high spatial resolution measurements and the need to overcome
positioning problems. Meeting all quoted requirements is a challenge for detector
design. The following sections will first outline generic characteristics of
detectors suitable for small field dosimetry, including ‘ideal’ characteristics, and
then provide specific guidance for detectors and phantoms to be used for relative
dosimetry.
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4.2.1.

General characteristics of detectors for small field dosimetry

It is prudent to assume that a detector used for dosimetry in large fields
will not perform well in small fields until the contrary is proven by its adequate
characterization specifically for use in small fields. For example, ionization
chambers are often not suitable in the presence of high absorbed dose gradients.
Volume averaging and substantial perturbations in the absence of LCPE
compromise their use for dosimetry of small photon fields. Generic characteristics
of suitable detectors for small field dosimetry are summarized in Table 6 [12].

TABLE 6.

DOSIMETRY IN SMALL FIELDS [12]

CHARACTERISTICS OF DETECTORS FOR RELATIVE

Detector properties

Guidance

Comments

Stability

Dose linearity

Dose rate linearity

Dose per pulse

linearity

Energy dependence
of detector response

Short term detector response is
better than 0.1% for a total
accumulated absorbed dose of
many hundreds of kGy from
multiple exposures.

Linearity is better than 0.1% over
an absorbed dose range of at least
three orders of magnitude

(e.g. 0.01-10 Gy).

Clinical linear accelerators are
typically operated at average
dose rates of 0.1-0.4 Gy/s;
detector is linear to better
than 0.1% over the range of
operation of the linac.

A detector’s response with
changing dose per pulse remains
stable to better than 0.1% after
correction for ion recombination.

The useful energy range of
the detectors for small field
MYV radiotherapy is from
%9Co to 10 MV.

Correction for instabilities over
time can be made provided the
effect is consistent and
recalibration is not frequently
required.

The range of dose rates is typical
for WFF and FFF beams.

Typical dose per pulse operating
conditions are 0.2-2.0 mGy per
pulse.

An ideal detector is constructed
to be energy independent with
macroscopic interaction
coefficients (u,,/p for photons
and S/p for electrons) having a
constant ratio to those of water
in the energy interval of interest.
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TABLE 6.

DOSIMETRY IN SMALL FIELDS [12] (cont.)

CHARACTERISTICS OF DETECTORS FOR RELATIVE

Detector properties

Guidance

Comments

Spatial resolution

Size of detector

Orientation

Background signal

Environmental factors

The choice of a suitable detector
in terms of spatial resolution is
usually based on a trade-off
between a high signal to noise
ratio and a small dosimeter size.

The detector size is such that the
volume averaging correction is
not larger than 5%.

The response of a detector is
ideally independent of the
orientation of the detector
with respect to the beam and
the variation is less than 0.5%
for angles of less than 60°
between the beam axis and
the detector axis.

Any form of signal leakage that
would contribute to increased
background readings is at least
three orders of magnitude lower
than the detector response

per Gy.

Correction over the full range
of working conditions enables
any influence to be reduced to
better than 0.3%.

The requirement for spatial
resolution is set by the gradients
in the quantity to be measured.

Detectors do not, in general,
have an isotropic response,

and either a correction is
required to account for the
angular response or, more
commonly, the beam incidence
is fixed (i.e. irradiation from end
or side) to minimize the effect.

The zero dose reading of a
detector will affect the low dose
limit of the device and the signal
to noise ratio.

Measurements are ideally
independent of temperature,
atmospheric pressure and
humidity changes or are
corrected accurately for these
influence quantities.

Note: These characteristics are based on the assumption that leakage is negligible and
appropriate polarity and recombination corrections are applied.

The ideal detector for small field dosimetry samples the fluence at a point,
is water equivalent, and has a linear response, which is energy independent and
absorbed dose (fluence) rate independent. Although water calorimeters are the
most water equivalent instruments and have no known energy dependent or
absorbed dose rate dependent response, they are not practical instruments for
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routine use. The most commonly used detector in relative dosimetry is the air
filled ionization chamber. The minimum chamber size, however, is determined
by considerations related to the magnitude of the ionization produced in the
cavity volume as compared to the background signal from other chamber
components such as stem and cable. For every ionization chamber there will
always be a field size below which volume averaging becomes unacceptably
large. Below that size, only liquid ion chambers or solid state detectors are
suitable for dosimetry, with even those exhibiting substantial perturbations for
the smallest field sizes.

Relative dosimetry of small fields often involves the determination of
central axis depth dose distributions, tissue phantom ratios or tissue maximum
ratios, lateral beam profiles and field output factors as a function of field size
and shape. The choice of the most appropriate detectors for the specific type of
measurement is made according to the parameter being measured. As no ideal
detector exists, it is advised to use two or three different types of detectors suitable
for a particular measurement so that redundancy in the results can provide more
confidence and assurance that no significant dosimetry errors are being made.

For the determination of field output factors, the volume averaging
effect may be a limiting factor in the choice of detector; therefore the detector
size is such that the radiation fluence is fairly uniform over the detector area
(see Sections 2.1.5 and 3.1.4). Other properties that affect the performance for
field output factor determination are the field size dependence of the response
of the detector owing to its energy dependence, absorbed dose (fluence) rate
dependence, water equivalence and overall perturbation.

For the experimental determination of beam profiles, a detector’s spatial
resolution, directional response, energy response and absorbed dose rate
dependence are important parameters to consider. Volume averaging effects
and detector material properties affect the measurement of the beam penumbra.
Non-uniform directional response may lead to distortion of the shape of the
measured profile. Absorbed dose rate dependence may manifest itself by an
overestimation of absorbed dose values by some percentage in part of the profile.
Detectors exhibiting absorbed dose rate dependence are not the appropriate
choice, unless a correction is made for the absorbed dose rate effect. This is
especially relevant for FFF beams, where dose rates or dose per pulse values
are higher than for beams with a flattening filter. Also, the contribution of low
energy photons to absorbed dose may be a problem with some detectors. For the
determination of depth dose distributions, the influence of low energy scattered
photons increases with depth, and therefore the lack of water equivalence,
resulting in the energy dependence of some detectors such as diodes, resulting in
an over-response. For the smallest fields, where no in-scatter of photons on the
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central axis occurs, the effect of beam hardening may dominate over the effect of
scatter contributions, resulting in the opposite behaviour.

Fluence perturbation and detector size effects, together with positioning
difficulties, are the most important problems encountered in almost all dosimetric
systems used for measurements in small photon beams. Detector composition is
also important; if high Z material is used in the detector’s construction, the energy
fluence of secondary electrons is altered (see Section 2.1.5). Such detectors
(e.g. ionization chambers with a metal central electrode) may exhibit changes
in response as field size changes. When such detectors are calibrated under
larger beam conditions, their energy response needs to be considered, as there
are differences between large and small beams in terms of the energy spectra of
the photons and electrons detected. Corrections depend not only on the sensitive
medium of the detector but also to a greater extent on the detailed construction of
the detector and surrounding materials.

For accurate measurements in small fields, it is thus important that
each detector is radiographed before use, at more than one rotational position
(e.g. orthogonal views), to identify any potential problems and assess the
construction and symmetry of the device. This will also make it possible to
determine the location of the sensitive volume of the detector, which may differ
from external marks or information provided by the manufacturer to an extent
significantly affecting small field dosimetry [111]. Where necessary, the angular
response is also measured to confirm any asymmetries and determine how to take
these into account [59].

Many types of dosimeters have been used for small beam relative
dosimetry, and it must be emphasized that no single detector stands out as
having characteristics close to the ideal ones. For this reason, in contrast to the
situation for reference dosimetry, it is not possible to advise using a particular
type of detector for particular relative measurements. The wide range of detectors
whose use is described in the literature includes vented air and liquid ionization
chambers, silicon diodes, diamond detectors, plastic and organic scintillators,
radiographic and radiochromic films, metal oxide semiconductor field-effect
transistors (MOSFETs), thermoluminescent dosimeters (TLDs), optically
stimulated luminescence detectors (OSLDs), radio photoluminescence glass rods
and alanine. The items below provide an overview of these detectors.

— Classical vented ionization chambers of a volume of 0.3—0.6 cm® are not
suitable for relative dosimetry in small beams as their size is too large and
they underestimate the absorbed dose to water on the central axis of a small
field [8]. These ion chambers are to be avoided for profile measurements as
corrections for volume averaging effects are unacceptably large.
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— Small vented air ionization chambers of a volume of 0.01-0.3 cm?®
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(minichambers, pinpoint chambers) were reported to be suitable for the
measurements of field parameters down to 2 cm x 2 cm [91, 109]. They have
favourable energy response to low energy photons and uniform directional
response. They are also independent of absorbed dose rate. Stem and cable
effects need to be checked and corrected for. It is also advised that the
polarity effect be carefully checked and corrected for. Examples of small
chambers are given in Table 5, but it is advised that their characteristics be
checked before use.

Microionization chambers of a volume of 0.002—0.01 cm?® (microchambers)
have a very small measuring volume and the volume averaging effect is
less pronounced, but they have limitations with regard to their reduced
sensitivity. The reduced response of microchambers to a given absorbed
dose to water means that signal leakage can be significant if not corrected
for, particularly in low absorbed dose regions of the beam [109, 112, 113].
It is advised that care be exercised when using microchambers in larger
beams, as some authors reported that with an increase in the amount of
chamber cable irradiated, the magnitude of radiation induced signal
increased [112]. Examples of microchambers are given in Table 5, but it is
advised that their characteristics be checked before use.

Liquid ionization chambers (LICs) are filled with dielectric liquid instead of
air. Because of the higher density of liquid, the chamber signal per detector
volume is significantly larger than that for an air filled ionization chamber of
the same volume; therefore, these small chambers are particularly attractive
for small field dosimetry. In addition, they are nearly water equivalent,
which reduces the chamber perturbation effects compared to air filled
chambers. LICs require a bias voltage of 800 V or more. Their response is
dose rate dependent because of substantial recombination effects, and it is
advised that this be corrected for in profile measurements [114—117]. Cable
and stem effects need to be checked and corrected for because the signal
may increase substantially owing to the irradiation of a part of the cable.
Also the temperature dependence of these chambers can have sufficient
influence to necessitate corrections [118]. The only commercial liquid
ionization chamber was the PTW 31018. This chamber, however, is no
longer available.

Silicon diodes generally have a sensitive volume small enough (typically
<0.2 mm’) so that the volume averaging effects are small. However, their
angular dependence is not uniform owing to the internal construction and
materials used, and can vary by 3% in magnitude [119]. For this reason,
it is advised that they only be used with the axis of symmetry parallel to
the beam axis. Diodes are known to over-respond to low energy photons



owing to the differences in mass energy absorption coefficients of silicon
and water at keV energies. However, in small fields, where the scattered
radiation is reduced, the contribution of low energy photons is rather low.
Care needs to be taken to select an appropriate type of diode. Unshielded
diodes (“electron diodes’) were reported to have properties better suited to
small field dosimetry than shielded diodes (‘photon diodes’) [120-123],
but output correction factors are needed for field sizes below 1 cm owing
to the effect of their mass density compared to water [37]. Shielded diodes
are energy compensated, to absorb some of the low energy scattered
photons, and contain high density material (e.g. tungsten) [121]. However,
the presence of tungsten increases the fluence of secondary electrons in
silicon owing to the higher mass energy absorption coefficient of tungsten,
for lower energy photon beams. This causes over-response of the diode.
It was shown that the response of shielded diodes is not completely
independent of changes in field size and the depth of measurement [121].
The increase in the contribution of low energy scattered photons with depth
results in an over-response of shielded diodes. However, some diodes have
been reported to exhibit under-response at large depths [58, 124] that was
attributed to the absorbed dose rate dependent response. In small fields,
the use of unshielded diodes is advised. For measurements in very small
fields, stereotactic diodes are used. Diodes have a limited lifetime and
their sensitivity depends on accumulated absorbed dose. For this reason
it is advised that the constancy of their relative response be verified
periodically.

Diamond detectors exhibit high sensitivity and their response 1is
almost independent of energy owing to the relatively constant ratio of
stopping-power and mass energy absorption coefficients of diamond to
water. They have uniform directional response [125]. Natural diamond
based detectors are small in one dimension (<0.5 mm), but their lateral
sizes vary because of the diamond selection process. Their absorbed dose
rate dependence is significant and needs to be corrected for [126—129],
and they require substantial pre-irradiation. It is advised that care be taken
in ensuring that the diamond detector is biased correctly, otherwise it
can be damaged. It is noted that natural diamond detectors are no longer
commercially available and have been replaced by artificial chemical
vapour deposition (CVD) diamonds [130-132]. The latter detectors are
used without bias voltage and have been shown to be suitable for small
field dosimetry [57, 133], but output correction factors are needed for field
sizes below 1 cm owing to the effect of their mass density compared to
water [47].
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— Plastic and organic scintillators are based on the production of light in

the scintillator during its irradiation. The light is carried by an optical fibre
to a photomultiplier tube located outside the irradiation room. Scintillator
response is generally linear in the absorbed dose to water range of
therapeutic interest [134]. Various studies have indicated that perturbation
correction factors for plastic and organic scintillators in small fields are close
to unity [56, 100, 135, 136]. These detectors are almost water equivalent in
terms of electron density and atomic composition. Typically, they match
the water mass stopping-power and mass energy absorption coefficient to
within £2% for the range of beam energies in clinical use including the keV
region. Scintillators are nearly energy independent and can be used directly
for relative absorbed dose determination. Plastic scintillation dosimeters
can be made very small (about 1 mm?® or less) and yet provide adequate
sensitivity for clinical dosimetry. The main complication in the use of
plastic scintillators is the correction for the Cerenkov light generated in
the optical fibre. Various correction methods have been developed, among
which spectral filtration and the use of hollow core fibres have proven to
be most successful [137]. The signal to noise ratio of plastic scintillators
is generally low and their response degrades with accumulated dose, but
owing to their high spatial resolution, flat energy dependence and small
size, plastic scintillators can be used for small beam dosimetry applications.
The only commercially available device is the Exradin W1, which is listed
with its characteristics in Table 7.

— Radiographic and radiochromic film dosimetry for small field
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measurements is attractive owing to superior spatial resolution in 2-D, but
is to be used with caution. Radiographic films are known for their limited
absorbed dose range, energy dependence and orientation dependence [138].
They exhibit over-response at low absorbed dose to water levels outside
the field owing to their increased sensitivity to low energy photons. Careful
control of the radiographic film processing and readout procedures is
essential for accurate dosimetry. This problem is largely resolved by using
radiochromic films that self-develop and require no chemical processing
to get an image of the absorbed dose distribution [139]. Radiochromic
films are not sensitive to ambient light and do not require a darkroom
for their processing, but they were reported to be sensitive to ultraviolet
radiation [140]. For megavoltage beams, radiochromic films are nearly
tissue equivalent and show little energy dependence. However, depending
on the composition, they show varying degrees of energy dependence in the
kilovoltage X ray region [139, 141]. They are water resistant. Radiochromic
films can be read with a suitable (flat-bed) scanner. The readout procedures
require accurate absorbed dose to water calibration, including careful



investigation of spatial non-uniformity of the film response, scanner
response and dependence of signal on film orientation [142]. The film
signal continues to develop for several hours after irradiation; therefore
film scanning is performed in the same post-irradiation interval as for
the calibration film. Some other disadvantages reported by various
authors include film darkening and temperature sensitivity effects [140].
Nevertheless, its high spatial resolution, water resistance, insensitivity to
light and lack of need for processing give radiochromic film a considerable
advantage over radiographic film. Radiochromic film can be advised for
measurements of small beam profiles, penumbrae and field output factors
where changes in the spectral components of a beam can occur and can
affect the output factor measurements.
Other detectors: MOSFETs, TLDs, OSLDs, radiophotoluminescent (RPL)
glass dosimeters, alanine
® MOSFETs are generally used for in vivo dosimetry. Owing to their small
size, they have high spatial resolution. However, MOSFET detectors
exhibit energy and directional dependence, poor signal to noise ratio
and inadequate reproducibility [143]. They also have a rather short
lifespan [144]. Overall, the literature [24, 144] does not support their use
for small field dosimetry.
e TLDs are well established for absorbed dose audit programmes and
hospital in vivo dosimetry [145, 146]. TLDs most commonly used in
medical applications are LiF:Mg,Ti, LiF:Mg,Cu,P and Li,B,0,:Mn,
because of their tissue equivalence. TLDs are available in various forms
(e.g. powder, chips, microchips, rods, ribbon). LiF:Mg,Ti is one of the
most commonly used TLD materials. Its response is linear over a range
of absorbed dose values, although it increases in the absorbed dose region
above 1-2 Gy (supralinear behaviour). To derive the absorbed dose to
water from the thermoluminescence reading response, non-linearity
corrections have to be applied, together with other correction factors,
such as fading and energy correction, if a TLD is calibrated with a
different beam quality than that used for the measurement. For accurate
small beam dosimetry, TLDs require careful handling and control of
readout procedures to achieve measurement uncertainty of 2% or better.
They have been shown to require small corrections in small fields [100].
OSLDs are based on a principle similar to that of TLDs. Instead of heat,
light (from a laser) is used to release the trapped energy in the form of
luminescence. Typical OSLDs use carbon-doped aluminium oxide
(AL,05:C) in the form of small chips (=1 mm®), rods, mini-dots and
nano-dots. They can be coupled with optical fibre and laser based readout
systems for on-line readout or used as passive dosimeters, similarly to
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TLDs. OSLDs exhibit high sensitivity over the wide range of absorbed
dose rates and absorbed dose to water levels used in radiotherapy. OSLDs
exhibit similar linearity, energy and dose rate dependence as TLDs.
Precise OSL dosimetry is presently performed by some institutions [147].

® Radiophotoluminescent (RPL) glass dosimeters are accumulation type
solid state dosimeters that use the phenomenon of radiophotoluminescence
to measure absorbed dose. The material used is silver activated
phosphate glass. The dosimeters come in the shape of small glass rods
(e.g. diameter 1.5 mm, length 8—12 mm). When silver activated phosphate
glass is exposed to radiation, stable luminescence centres are created in
silver ions. The readout technique uses pulsed ultraviolet laser excitation.
The readout area is smaller than the dosimeter size, i.e. diameter 1.5 mm,
length 6 mm in the standard readout mode and diameter 1.5 mm, length
0.6 mm in the high absorbed dose mode, which is convenient for small
beam dosimetry. A photomultiplier tube registers the orange fluorescence
emitted by the glass. RPL signal is not erased during the readout, thus
the dosimeter can be re-analysed several times, and the measured
data reproduced. Glass dosimeters were reported to have adequate
reproducibility; they have a linear response in the therapy absorbed dose
range, good spatial resolution, flat energy response from keV to MeV
energies [148] and very low fading [149]. RPL glass dosimetry systems
are commercially available. Their use for small beam dosimetry has been
reported by a few authors [148, 149].

e Alanine is often quoted as a suitable dosimeter because it is close to water
equivalent, but the pellets with which radiotherapy level dosimetry is
achieved are usually quite large (e.g. typically 5 mm diameter and 2.5 mm
thickness) and are thus also prone to substantial volume averaging.
Smaller pellets are available (e.g. 2.5 mm diameter and 2.5 mm nominal
length pellets from the UK National Physical Laboratory (NPL) [57] or
the minipellets of 1 mm diameter and 3 mm length in Ref. [150]). Another
problem with alanine dosimetry is its comparatively low sensitivity,
requiring absorbed doses greater than 10 Gy to obtain a reproducibility of
less than 0.5%. Nevertheless, the advantage of alanine is that its density
and macroscopic interaction coefficients are close to those of water, so the
only substantial perturbation is the volume averaging effect, which can
be calculated from measured beam profiles (see Eq. (5) and examples in
Appendix I). Even though the necessary instrumentation is in general not
available in hospitals, readout services are provided by some standards
laboratories and universities.



A list of commercially available silicon diode, diamond, liquid ionization
chamber and organic scintillator detectors is given in Table 7. For the sake of
clarity it is worth mentioning that diodes discussed in this section, usually called
‘scanning diodes’, have different construction than diodes used for in vivo
dosimetry.

To summarize, liquid ion chambers, silicon diodes, diamond detectors,
organic scintillators, radiochromic film, TLDs and OSL dosimeters are
considered suitable for relative dosimetry of small photon fields and are advised
for use in radiotherapy clinics by this COP, after their proper characterization for
the purpose.

4.2.2. Phantoms

Dosimetric and geometric phantoms for relative dosimetry and dose
verification of small field treatments may include the following:

— Simple water filled calibration phantoms without a scanning system.

— Full scatter 3-D water phantoms (also known as 3-D radiation field
analysers) typically used for the measurement of scanned dosimetric data.
It is critical that they are commissioned for alignment, orthogonality,
distance accuracy and hysteresis effects before use [151].

— Water equivalent plastic cylinders, spheres, hemispheres, cubes and other
shapes containing cavities for inserting ionization chambers, diodes or
TLDs, possibly including sliced sections for films. Some contain a space
for diode or ionization chamber arrays.

— Phantoms with adjustable measurement planes and chamber cavities, which
rigidly attach to stereotactic frames or index precisely to imaging and
treatment couch tops.

Prior to the use of plastic water substitute phantoms for dosimetry purposes,
their commissioning is a mandatory step in order to check the uniformity of
the phantom material and derive any relevant correction factors. A computed
tomography examination of the solid slabs is a useful QA test that can help in
verifying homogeneity. lonization chamber measurements in plastic water
substitute phantoms are prone to effects such as charge buildup and temperature
inhomogeneities, and it needs to be verified that they have no effect on the
measurements. Plastics usually have low thermal conductivity; the dosimeter
temperature needs to be established by direct measurement at the position of
the detector and/or by leaving sufficient time for thermal equilibration with the
room [152].
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5. CODE OF PRACTICE FOR REFERENCE DOSIMETRY
OF MACHINE SPECIFIC REFERENCE FIELDS

5.1. GENERAL

This section provides a COP for machine specific reference dosimetry
(msr beam calibration) in clinical high energy photon beams. It is based on the
use of an ionization chamber that has been calibrated in terms of absorbed dose
to water Ny, , ,, or N, in a standards laboratory’s reference beam of quality

Dw.Q e
QO or Qmsr‘

5.2. DOSIMETRY EQUIPMENT
5.2.1. Ionization chambers

Guidance regarding ionization chambers is given in Section 4.1.1. Only
cylindrical ionization chambers that fulfil the specifications of a reference class
ionization chamber as summarized in Table 3 are advised for msr dosimetry in
high energy photon beams. For msr fields with equivalent square msr field size
equal to or larger than 6 cm X 6 cm, Farmer type chambers or other reference class
chambers such as those listed in Table 4 are used. For msr fields with equivalent
square msr field size smaller than 6 cm x 6 cm, smaller ionization chambers such
as those listed in Table 5 are used to ensure that the outer edges of the detector
volume are at least a distance 7 p; away from the field edges (defined at 50%
of the dose maximum, in consistency with the definition of field size given in
Section 2.1.2). As discussed in Section 3.1.3, the 7| -p (in cm) is given by:

Ficpp = 8369 TPR 5 | (10) — 4.382 (22)
or
Fcpr = 77.97x10 7 x %dd (10,10) —4.112 (23)

The reference point of a cylindrical chamber for the purpose of calibration
at the standards laboratory and for measurements under reference conditions in
the user’s beam is taken to be on the chamber axis at the centre of the cavity
volume. This point is positioned at the reference depth z, in a water phantom.
For practical considerations on the use of ionization chambers, such as the
time required to equilibrate, evaluation of and correction for leakage currents,
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and corrections for influence quantities, such as temperature, atmospheric
pressure, humidity, polarity effects and recombination, the same guidance as in
Ref. [1] applies; this is summarized in Section 5.4. It is advised that if a field
instrument is used, it be cross-calibrated against a calibrated reference chamber
in the conventional reference field f,.;= 10 cm X 10 cm or in the msr field £, as
described in Section 5.5.

5.2.2. Phantoms and chamber sleeves

Guidance regarding phantoms and chamber sleeves is given in conventional
COPs [1, 2, 7]. Water is advised as the reference medium for the determination
of absorbed dose to water and beam quality in photon beams. It is advised that
the phantom extend at least 5 cm beyond all four sides of the field size employed
at the depth of measurement and also that it extend to at least 5 cm beyond the
maximum depth of measurement.

In horizontal beams, the window of the phantom is made of plastic and
is of thickness ¢, between 0.2 cm and 0.5 cm. The water equivalent thickness
(in g/cm?) of the phantom window is taken into account when evaluating the
depth at which the chamber is to be positioned; the thickness is calculated as
the product #,;,pp1usic Where pj.qic 18 the mass density of the plastic (in g/cm’).
For non-waterproof chambers, a waterproofing sleeve is used, made of PMMA
and preferably not thicker than 1.0 mm. The air gap between the chamber wall
and the waterproofing sleeve is sufficient (0.1-0.3 mm) to allow the air pressure
in the chamber to equilibrate; for this reason the use of a thin rubber sheath is
not advised’. The same waterproofing sleeve that was used for calibration of
the user’s ionization chamber is also used for reference dosimetry. If it is not
possible to use the same waterproofing sleeve that was used during calibration at
the standards laboratory, then another sleeve of the same material and of similar
thickness is used.

There might be situations where it is more convenient to use a plastic water
substitute phantom than water. In that case, even though this is not the preferred
option, a high quality water equivalent plastic or similar solid phantom material,
such as those listed in Table 20, may be used. It is advised that the procedures
described in Section 5.3.4 be followed to determine the depth in the plastic water
substitute phantom that corresponds to the reference depth in the water phantom
and the phantom dose conversion factor.

7 Another known reason is that the talcum powder often used in the sheaths may occlude
the ventilation hole, ‘sealing’ the chamber expected to be open to ambient air.
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5.3. DETERMINATION OF ABSORBED DOSE TO WATER IN
THE msr FIELD, f,

msr

5.3.1. Reference conditions

The reference conditions for determination of absorbed dose to water are
specified in Table 8 for high energy photon beams, in Table 9 for CyberKnife
machines, in Table 10 for TomoTherapy machines and in Table 11 for Gamma
Knife machines.

TABLE 8. REFERENCE CONDITIONS FOR THE DETERMINATION OF
ABSORBED DOSE TO WATER IN HIGH ENERGY PHOTON BEAMS

Influence quantity Reference value or reference characteristics
Phantom material Water

Phantom shape and size At least 30 cm x 30 cm % 30 cm

Chamber type Cylindrical

Measurement depth z,; 10 g/cm?

Reference point of chamber On the central axis at the centre of the cavity volume

Position of reference point of chamber At the measurement depth z,
SSD/SDD 100 cm or the closest achievable®

Field size 10 cm % 10 cm® or size of the msr field®

If the reference absorbed dose to water has to be determined for an isocentric set-up, the
source-to-axis distance of the accelerator is used, even if this is not 100 cm.

The field size is defined at the surface of the phantom for an SSD type set-up, whereas for
a source-to-axis distance type set-up it is defined at the plane of the detector, placed at the
reference depth in the water phantom at the isocentre of the machine.

The equivalent square msr field size, S, as close as possible to 10 cm but not smaller than
4 cm and not larger than 12 cm. The aspect ratio of rectangular fields (largest dimension/
smallest dimension) is as close as possible to unity.
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TABLE 9. REFERENCE CONDITIONS FOR THE DETERMINATION OF
ABSORBED DOSE TO WATER IN HIGH ENERGY PHOTON BEAMS ON
CYBERKNIFE MACHINES

Influence quantity Reference value or reference characteristics
Phantom material Water

Phantom shape and size At least 30 cm x 30 cm x 30 cm

Chamber type Cylindrical

Measurement depth z,; 10 g/em?

Reference point of chamber On the central axis at the centre of the cavity volume

Position of reference point of chamber At the measurement depth z,;
SDD 80 cm

Field shape and size Circular, maximum available, fixed collimator
(6 cm diameter)

TABLE 10. REFERENCE CONDITIONS FOR THE DETERMINATION OF
ABSORBED DOSE TO WATER IN HIGH ENERGY PHOTON BEAMS ON
TOMOTHERAPY MACHINES

Influence quantity Reference value or reference characteristics
Phantom material Water

Phantom shape and size At least 30 cm x 30 cm x 30 cm

Chamber type Cylindrical

Measurement depth z, ¢ 10 g/cm?

Reference point of chamber On the central axis at the centre of the cavity volume

Position of reference point of chamber At the measurement depth z,;
SSD/SDD 85 cm®

Field shape and size Rectangular (5 cm x 10 cm for TomoTherapy HiArt)

? The reference SSD or SDD (for source-to-axis distance set-up) is that used for clinical
treatments.
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TABLE 11. REFERENCE CONDITIONS FOR THE DETERMINATION OF
ABSORBED DOSE TO WATER ON GAMMA KNIFE MACHINES

Influence quantity Reference value or reference characteristics
Phantom material Water or plastic (polystyrene, ABS, Solid Water, etc.)*
Phantom shape and size Hemispherical atop a cylinder, 16 cm diameter
Chamber type Microchamber, cylindrical

Measurement depth z,¢ Centre of the hemisphere®

Reference point of chamber On the central axis at the centre of the cavity volume

Position of reference point of chamber At the centre of the hemisphere
SSD 32 cm

Field size Circular, maximum available
(1.6 or 1.8 cm diameter)®

Different designs have been reported, but the more common type advised in Gamma Knife
systems is the hemisphere atop a water filled or compact polystyrene cylinder.

In polystyrene phantoms this is usually a depth of 8 cm, for PMMA it is 7 cm.

For Gamma Knife machines, the maximum field size available depends on the model:
1.8 cm diameter for the standard model (Gamma Knife 4 or 4C) and 1.6 cm diameter for the
Perfexion (PFX) model. For Rotating Gamma System (RGS) machines, the maximum field
size available is 1.8 cm diameter. The msr field is the field generated with all sources out.

5.3.2. Machine specific determination of absorbed dose to water
5.3.2.1. High energy X ray WFF beams

The formalism for the determination of absorbed dose to water in the msr

field f; is detailed in Section 3.2.1. The measurement is performed using an

ionization chamber with its reference point positioned at the reference depth z,,

in a water phantom®. Depending on the availability of a calibration coefficient

8 If a water equivalent plastic phantom is used, the expressions are modified according
to the description given in Section 3.2.2.
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for the ionization chamber, one of the three different methods outlined in
Section 3.2.1 is used to determine the absorbed dose to water in a water phantom:

(@)

(b)

82

A calibration coefficient, NIJ;T;;’QW, in terms of absorbed dose to water
for the ionization chamber in a reference beam of quality O, in the msr
field £, is available; this is the preferred option, although at present few
standards laboratories offer this type of calibration. The absorbed dose to
water for the 1 . field, in a beam of quality Q.. at the reference depth z,;

in water and in the absence of the ionization chamber is given by:

D mst _Mfmsr anm

w Qmsr W Qmsr

24

If the conventional reference field f,.;= 10 cm x 10 cm can be established
at the machine, in Eq. (24) £, Will be replaced by f,.; and the beam quality
Qmsr by Q'

A calibration coefficient, N {ffﬁv,go’ in terms of absorbed dose to water for the
ionization chamber in a standards laboratory’s reference beam of quality
0, in the conventional reference field f,.,= 10 cm x 10 cm is available, as
well as a beam quality correction factor kf e/, &' to correct for the use of the
calibration coefficient in the f, . field. The absorbed dose to water for the
Jms fleld, in a beam of quality O, ., at the reference depth z,; in water and

in the absence of the ionization chamber is given by:

D5, =MGz Nisio, ko6 25)
When the calibration beam quality Q, is ®Co, the generalized symbol for
the beam quality correction factor k& éms' fQM can be simplified to & é‘““ Fret,

If the conventional reference field f, ;= 10 cm x 10 cm can be established
at the machine, in Eq. (25) f;,. will be replaced by f.; and the beam quality
O, by O. In addition, as the resulting double superscript f; . in k can be
removed (there is no need to consider different types of reference fields),
Eq. (25) reduces to the formalism given in conventional COPs, showing
consistency between those and the present COP.

While Eq. (25) is meant to be applied using kf e/ o' that are directly
measured or calculated for the f; , field, based on current knowledge and
uncertainty estimates it can be assumed that kf e 5= k&é , where Q refers
to the hypothetical conventional reference ﬁeld of the machine. Data
for the beam quality correction factor kg Letshort notation for kf“ff with
reference to Q,= **Co and f,.,= 10 cm x 10 cm, in WFF beams are g1oven in
Table 12 for a range of ionization chambers, consistent with the &, data in

Refs [1,2, 7].
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If the calibration beam quality Q, is not °°Co, the beam quality correction
factor can be derived from the ratio of values for QO and Q,, as both are
relative to ®°Co. Hence, kéjéo is obtained from the values in Table 12 as
follows:

fl'C
kfref _ kQ '
0.0y kfrcf
Q

(26)

A calibration coefficient, N {)T,L:v,QO’ in terms of absorbed dose to water for the

ionization chamber in a standards laboratory’s reference beam of quality
0, in the conventional reference field f.,= 10 cm x 10 cm is available, but
there is no beam quality correction factor available to correct for the use of
the calibration coefficient in the £ field. The absorbed dose to water for

msr

the f,... field, in a beam of quality O, at the reference depth z,; in water
and in the absence of the ionization chamber is given by:

fose = fmq fre Fret  fe fnseofre
DW’Qmsr M ND\SV Q kQ é0 ICQmsr’Qr (27)

This requires that the beam quality QO of the hypothetical conventional
reference field of the machine (see Section 3.2.1.3) be estimated in order to
adopt beam quality correction factors ké‘ef from Ref. [1] or from Refs [2, 7].
The determination of the beam quality index is detailed in Section 5.3.3,
and the values of k é‘ef for a range of ionization chambers for generic WFF
beams are given in Table 12. Based on current knowledge and uncertainty
estimates, it can be assumed that kfmsr’;fref = 1, which is consistent with the
assumption k éﬂ;fQOf = kéfféo in Eq. (25); note that these equalities hold only
within the uncertainty estimates discussed in Appendix 1.

In Eqs (24-27), M} Ins is the reading of the ionization chamber in the field

Jse corrected for 1nﬂuence ‘quantities, such as pressure, temperature, incomplete
charge collection, polarity effects, etc. (see Section 5.4).

5.3.2.2. FFF high energy X ray beams

For FFF high energy X ray beams, the formalism is essentially the same;

in particular, options (a) and (b) in the previous section remain unaltered. For

the application of option (c), values of kj Lt (the short notation for kf“ff when

0, = ®Co) for a range of ionization chambers for FFF photon beams as well as
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for the two specific machine types CyberKnife and TomoTherapy are given in
Table 13. These data include a generic volume averaging correction factor’.

5.3.2.3. °Co gamma ray beams

or ®Co gamma ray beams such as in the Gamma Knife, only option (b)
is cons1dered (see Eq. (25)). The factor kf G with reference to a chamber
calibration N 1’;”\; 0, With O, = %9Co is close to runlty for most chambers suitable
for reference dosimetry in these treatment machines. Note, however, that as
reference dosimetry in Gamma Knife beams is usually performed in plastic
phantoms (ABS or Solid Water), the correction factors include the conversion to
absorbed dose to water. Values of kg::er' for the Gamma Knife models Perfexion
and 4C are given in Table 14.

5.3.3. Determination of the beam quality when the conventional £, ; cannot
be realized

As already emphasized, some treatment machines cannot realize the
conventional reference field of 10 cm x 10 cm. However, case (¢) in Sections 5.3.2.1
and 5.3.2.2 is based on the use of the beam quality correction factor kf 0 . To this
end, data for a hypothetical 10 cm x 10 cm reference field f,; at the same machlne
as for the f; . field are required for the application of Eq. (27). These data can be
taken from Refs [1, 2, 7] using a beam quality index measured for the msr field,
which is subsequently related to that of the reference field.

The two beam quality indices defined for a 10 cm % 10 cm reference field,
TPR,; ,((10) (defined in Ref. [1]) and %dd(10,10), (defined in Refs [2, 7])
are considered in this COP. Both are derived from relevant measurements in a
field with equivalent square msr field size S, i.e. TPR, ((S) and %dd(10,S),,
respectively. For machines that cannot realize a square field, an equivalent square
msr field size needs to be calculated. Both steps are described below.

5.3.3.1. Equivalent square msr field size
For flattened fields that exhibit a homogeneous lateral beam profile over

most of the field area, the equivalent square msr field sizes for rectangular and
circular fields can be derived from the tables of Ref. [32]. A subset of such data

9 Users wishing to investigate the data difference using a volume averaging correction
factor calculated specifically for their beam can find an example in Appendix 1.
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TABLE 14. CORRECTION FACTORS kém’mef FOR THE GAMMA KNIFE

msr>

MODELS PERFEXION AND 4C [110, 153]

Perfexion 4C

Chamber type S = 16 mm & e = 18 mm &

Solid Water ~ ABS Water ~ Solid Water ~ ABS Water
PTW T31010 1.0037 1.0146  1.0001 0.9958 0.9990  0.9924
PTW T31016 1.0040 1.0110  0.9991 1.0014 1.0025 0.9964
Exradin A1SL 1.0046 1.0138 1.0006 1.0009 1.0014  0.9967
Exradin A14SL 1.0154 1.0194  1.0112 1.0116 1.0060  1.0058
Exradin A16 1.0167 1.0295  1.0127 1.0163 1.0217  1.0104
IBA CCO1 1.0213 1.0292  1.0169 1.0203 1.0208  1.0157
IBA CC04 1.0107 1.0117  1.0062 1.0086 1.0049  1.0040

Capintec PROS5-P 4.7 1.0059 1.0070  1.0010 1.0007 0.9960  0.9951

Capintec PRO5-P 7.6 1.0025 1.0126  0.9976 0.9885 0.9972  0.9844

for the field sizes considered in this COP is given in Table 15. The equivalent
square msr field sizes for WFF beams are independent of energy.

For FFF beams, the contribution of scattered photons to the centre of the
field varies differently as a function of field size and depends also on the energy
of the beam. Data for the equivalent flattened square msr field size, based on
average values for 6-7 MV and 10 MV FFF beams described in the literature
are given in Tables 16 and 17 (see Appendix I for information on how these are
calculated). For Cyberknife, which has a steeper gradient in its lateral beam
profile, the 6 cm diameter msr field has an equivalent uniform square msr field
size of 5.0 cm.
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TABLE 15. EQUIVALENT SQUARE msr FIELD SIZE OF RECTANGULAR
FIELDS WITH DIMENSIONS X AND Y AND OF CIRCULAR FIELDS WITH
DIAMETER @ FOR FLATTENED BEAMS

Y (cm)
12 11 10 9 8 7 6 5 4 3
X (cm)
12 120 115 109 103 9.6 8.9 8.1 7.2 6.2 5.1
11 11.0 105 99 9.3 8.6 7.8 7.0 6.0 5.0
10 10.0 95 8.9 8.3 7.5 6.8 5.9 4.8
9 9.0 8.5 7.9 7.2 6.5 57 47
8 8.0 7.5 6.9 6.2 54 45
7 7.0 6.5 59 5.1 43
6 6.0 5.5 4.8 4.1
5 50 45 3.8
4 4.0 34
3 3.0
12 11 10 9 8 7 6 5 4 3
@ (cm)

10.7 9.8 8.9 80 7.1 6.2 54 45 36 27

5.3.3.2. Experimental determination of TPR, 1,(10)

The beam quality index TPR, ,,(10) is determined from the measurement
of TPR,, , for the f, . equivalent square field, S, which is subsequently used in
the analytical expression of Palmans [38] given below. The experimental set-up
for measuring TPR,, ((S) is shown in Fig. 14 and the reference conditions
of measurement are given in Table 18. It is advised that the influence of
recombination effects at the two measurement depths be investigated and taken
into account if there is variation with depth. Although TPR is normally defined
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TABLE 16.  EQUIVALENT UNIFORM SQUARE msr FIELD SIZE OF
RECTANGULAR FIELDS WITH DIMENSIONS X AND Y AND OF
CIRCULAR FIELDS WITH DIAMETER @ FOR 67 MV FFF BEAMS

Y (cm)
12 11 10 9 8 7 6 5 4 3
X (cm)
12 1.2 108 103 9.8 9.2 8.5 7.8 7.0 6.0 5.0
11 104 99 9.4 8.9 8.3 7.6 6.8 5.9 49
10 9.5 9.1 8.6 8.0 7.3 6.6 5.7 4.8
9 8.7 8.2 7.6 7.0 6.3 5.5 4.6
8 7.8 7.3 6.7 6.1 5.3 4.5
7 6.8 6.3 5.8 5.1 43
6 5.9 54 48 4.0
5 4.9 44 3.8
4 4.0 34
3 3.0
12 11 10 9 8 7 6 5 4 3
@ (cm)

102 94 8.6 7.8 70 6.1 53 44 35 2.7

Note: The values do not apply to CyberKnife beams. For Cyberknife, which has a steeper
gradient in its lateral beam profile, the 6 cm diameter msr field has an equivalent
uniform square msr field size of 5.0 cm.

strictly in terms of ratios of absorbed dose to water, for ‘non-small’ fields the
use of ionization ratios provides acceptable accuracy owing to the slow variation
with depth of water/air stopping-power ratios, their practically negligible field
size dependence and the assumed constancy of perturbation factors beyond the
depth of maximum dose.
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TABLE 17. EQUIVALENT UNIFORM SQUARE msr FIELD SIZE OF
RECTANGULAR FIELDS WITH DIMENSIONS X AND Y AND OF
CIRCULAR FIELDS WITH DIAMETER @ FOR 10 MV FFF BEAMS

Y (cm)
12 11 10 9 8 7 6 5 4 3
X (cm)
12 10.5 102 9.8 9.3 8.8 8.2 7.5 6.7 5.9 49
11 9.8 9.5 9.0 8.5 8.0 7.3 6.6 5.7 4.8
10 9.1 8.7 8.2 7.7 7.1 6.4 56 47
9 8.3 7.9 7.4 6.8 6.2 54 45
8 7.5 7.1 6.6 5.9 52 4.4
7 6.7 6.2 5.7 50 42
6 5.8 53 47 40
5 4.9 44 3.7
4 39 34
3 3.0
12 11 10 9 8 7 6 5 4 3
@ (cm)

9.7 9.0 8.3 7.6 6.8 6.0 52 44 35 2.7

The beam quality index for the conventional reference field f;
10 cm x 10 em, TPRy 1((10), is derived from Ref. [38]:

TPR 1 (S)+¢(10-5)
1+¢(10-3S)

TPR 5, (10)= (28)

where ¢ = (16.15 + 0.12) x 1073, valid for 4 < § < 12, S being the equivalent
square msr field size in cm.
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SDD

= constant
=100 cm or as close
as possible

20 glcm?

10 g/cm?

i =i
S cmx S cm or equivalent:

FIG. 14. Experimental set-up for the measurement of TPRy, ;,(S). The SDD is kept constant
at 100 cm or as close to that distance as possible, and measurements are made with 10 g/cm?®
and 20 g/cm’ of water over the reference point of the chamber. The field at the position of the
reference point of the chamber has an equivalent square msr field size S. Either a cylindrical
or a plane-parallel ionization chamber can be used (reproduced from Ref. [1]).

TABLE 18. REFERENCE CONDITIONS FOR THE DETERMINATION OF
THE PHOTON BEAM QUALITY INDEX TPR,o(S) IN HIGH ENERGY
PHOTON GENERATORS

Influence quantity Reference value or reference characteristics

Phantom material Water

Chamber type Cylindrical or plane-parallel with sufficient lateral
buildup?

Measurement depths 20 g/cm? and 10 g/cm?

Reference point of chamber For cylindrical chambers, on the central axis at

the centre of the cavity volume; for plane-parallel
chambers, on the inner surface of the entrance
window at its centre
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TABLE 18. REFERENCE CONDITIONS FOR THE DETERMINATION OF
THE PHOTON BEAM QUALITY INDEX TPR,o(S) IN HIGH ENERGY
PHOTON GENERATORS (cont.)

Influence quantity Reference value or reference characteristics

Position of reference point of chamber  For cylindrical or plane-parallel chambers, at the
measurement depths

Orientation of chamber stem Perpendicular to the beam axis

SDD 100 c¢m or, for msr fields, the closest to 100 cm
achievable

Field shape and size at SDD 10 cm % 10 cm or the msr field

(the closest to 10 cm x 10 cm achievable®)

It is advised that the largest dimension of the chamber be smaller than the smallest side of the
field minus twice the 7 p, Or that the outer lateral edge of the detector volume be at least a
distance 7| cpp away from the nearest field edge.

It is advised that the equivalent square msr field size, S, be as close as possible to 10 cm but
not smaller than 4 cm and not larger than 12 cm. The aspect ratio of rectangular fields (largest
dimension/smallest dimension) will be as close as possible to unity.

5.3.3.3. Experimental determination of %dd(10,10),

The beam quality index %dd(10,10), is determined from the measurement
of %dd(10) for the f, . equivalent square field, S, which is subsequently used in
the analytical expression of Palmans [38] given below. The experimental set-up
for measuring %dd(10,S), is shown in Fig. 15 and the reference conditions of
measurement are given in Table 19.

If the chamber used is cylindrical, its effective point of measurement will
be placed at the relevant measurement depths, while for a plane-parallel chamber,
the inner front face of the cavity will be positioned at the relevant depths. It is
advised that the influence of recombination effects at the two measurement depths
be investigated and taken into account if there is variation with depth. Although
%dd(10,10) is strictly defined in terms of ratios of absorbed dose to water, for
‘non-small’ fields the use of ionization ratios provides acceptable accuracy
owing to the slow variation with depth of water/air stopping-power ratios,
their practically negligible field size dependence and the assumed constancy of
perturbation factors beyond the depth of maximum dose.
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FIG. 15. Experimental set-up for the determination of %dd(10,S),. The SSD is kept constant at
100 cm or as close to that distance as possible, and measurements are made at depths of z,,,,
and 10 g/em? (usually derived from a depth-dose distribution). The field at the phantom surface
has an equivalent square msr field size S. Either a plane-parallel or a cylindrical ionization
chamber can be used. In the latter case, the chamber's effective point of measurement is taken
into account (see Table 19) by shifting the measured depth ionization curve, with the centre
of the cavity as the point of measurement, upstream by .61, where r is the inner radius of the
cylindrical chamber [7].

No lead foil needs to be used in the measurements of %dd(10,S) for WFF
beams with energies below 10 MV. However, for FFF beams of any energy, it is
recommended to introduce a 1 mm lead foil in the beam to eliminate the potential
effect of accelerator-produced electron contamination and obtain %dd(10,10)p,.
The beam quality specifier %dd(10,10), can then be obtained from %dd(10,10)p,
using the relations in Ref. [2]. It is noted that according to guidance in Refs [2, 7],
for the conventional 10 cm x 10 cm reference field in 10 MV beams the
measurements are done using a lead foil.

The beam quality index for the conventional reference field f
10 cm x 10 cm, %dd(10,10), is derived from Ref. [38]:

%dd(10,5)+80c(10—S)
1+¢(10-5)

%dd (10,10) = (29)
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TABLE 19. REFERENCE CONDITIONS FOR THE DETERMINATION OF
THE PHOTON BEAM QUALITY INDEX %dd(10,S), IN HIGH ENERGY
PHOTON GENERATORS

Influence quantity Reference value or reference characteristics

Phantom material Water

Chamber type Cylindrical or plane-parallel with sufficient lateral
buildup®

Measurement depths 10 g/cm? and z,,,,,

Reference point of chamber For cylindrical chambers at P,; for plane-parallel

chambers, on the inner surface of the entrance
window at its centre

Position of reference point of chamber  For cylindrical or plane-parallel chambers, at the
measurement depths

Orientation of chamber stem Perpendicular to the beam axis

SSD 100 ¢m or, for msr fields, the closest to 100 cm
achievable

Field shape and size at SSD 10 cm x 10 cm or the msr field

(the closest to 10 cm x 10 cm achievable®)

It is advised that the largest dimension of the chamber be smaller than the field size minus
twice the 7| pg, or that the outer lateral edge of the detector volume be at least a distance 7y -p
away from the nearest field edge.

The effective point of measurement of a cylindrical chamber, P, is located 0.6 times the
cavity radius from the chamber axis towards the photon source.

It is advised that the equivalent square msr field size, S, be as close as possible to 10 cm but
not smaller than 4 cm and not larger than 12 cm. The aspect ratio of rectangular fields (largest
dimension/smallest dimension) will be as close as possible to unity.

where ¢ = (53.4 + 1.1) x 107, valid for 4 < S < 12, S being the equivalent square
msr field size in cm. For the range of beam qualities in this COP, the beam quality
index is assumed to correspond to %dd(10,10) [38], i.e.:

%dd (10,10) = %dd (10,10) (30)
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If the SSD is not equal to 100 cm an additional correction is required. The
percentage depth dose at the SSD and a depth of 10 cm, obtained from Eq. (31),
is then denoted %dd>S°(10,10) , and %dd(10,10) is derived as:

S
TMR[10,7+10] NPSF[ﬁm] 1)
2
(10042, sSD 110
110 SSD+ZmaX

where TMR(z,9) is the tissue maximum ratio at depth z in water for an equivalent
square field of size S (defined at the depth z) and NPSF(S) is the normalized
peak-scatter factor for the field size S (see Ref. [32]). For SSD between 90 and
110 cm, a sufficiently accurate approximation is provided by omitting the TMR
and NPSF ratios in Eq. (31).

5.3.4. Measurement in plastic water substitute phantoms

In situations where it is more convenient to use a plastic water substitute
phantom than water, the absorbed dose to water can be derived from
measurements in a plastic phantom by incorporating a phantom dose conversion
factor kgﬂamc into Eqs (24, 25, 27). For example, for case (b) in Section 5.3.2.1,
Eq. (25) becomes:

fl‘nSl’ e fmsr fre fmSl’ ) ref W’plaStlc
Dw,Qmsr <Zref> - Mplastic,QmSr (Zeq,plastic) ND,\EV,QO kasr ,Q(: kaSr (32)

where M gi‘;;s'"-cygmr(zeq,plamc) is the ionization chamber reading in the plastic water
substitute phantom corrected for influence quantities and the other quantities
have the same meaning as before!’. The phantom dose conversion factor in
Eq. (32) is determined experimentally as a ratio of ionization chamber readings
corrected for influence quantities in the water phantom at a depth z,; and in the

plastic water substitute phantom at the equivalent depth z g j,ic:

10 Note, however, that in the Gamma Knife, the calculations of overall correction factors
already incorporate the plastic conversion factor and the depth scaling, so neither the additional
correction factor nor an equivalent depth have to be accounted for.
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M S (Zref)

kw,plastic _ W0 o

msr Fose (33)

plastic,Q, . (Z eq,plastic )

It is emphasized that an accurate experimental determination has the
advantage that loss of homogeneity or air pockets originating during the
manufacturing process of the phantom material are taken into account provided
the plate order is kept unchanged. Note also that, for a given phantom, this
experimental procedure needs to be performed only once (it is advised that this
be verified periodically, within the standard QA procedures).

In Egs (32, 33), the depth in plastic water substitute phantom z g i 18
taken to be equivalent to the reference depth in water z,, scaled according to the
ratio of electron densities (see Attix eq. (13.49a) [13]), i.e.:

b L3,

Z
P plastic [g]
A

Zref (34)

eq,plastic =

plastic

Note that it is advised that the field size be scaled according to the ratio of
electron densities and that the SDD has to be kept constant in an isocentric set-up
(or in case of an SSD set-up the change of SDD has to be corrected for). The
effects are small for materials with electron densities close to that of water [101],
but differences for PMMA are substantial.

Values of (Z/4),,.q can be found in Ref. [154] for some plastic materials,
or calculated from the composition of the substance using the Bragg additivity
rule, i.e.:

g=ts

where w; is the fraction by weight and Z; and 4, are the atomic number and
atomic mass of the constituent element i. Typical elemental compositions,
densities, mean atomic numbers, mean excitation energies, values of (Z/4),,.q and
depths equivalent to 10 cm of water for some plastic materials used in dosimetry
(and for water) are given in Table 20. For the correction for influence quantities
in the measurement of the ionization chamber reading in plastic water substitute
phantoms, the temperature needs to be monitored at the location of the cavity, or
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the plastic phantom needs to be in thermal equilibrium with the room temperature
in which the measurement is performed.

5.4. CORRECTION FOR INFLUENCE QUANTITIES

This section summarizes the procedures to correct the raw ionization
chamber reading raw Mg~ for influence quantities to obtain M ém“ using air filled
reference ionization chambers!!.

5.4.1. Air density correction

All ionization chambers recommended for reference dosimetry in this
COP are open to ambient air. The mass of air in the cavity will thus depend on
atmospheric conditions (temperature and pressure). The factor kpp to correct for
these conditions is given by:

(T +273.15) P,

M el D) fo
Ty +273.15) P (36)

where T is the temperature in °C and P the pressure in kPa of the air in the
cavity of the ionization chamber, and 7, and P, are the reference conditions for
temperature and pressure for which the calibration coefficient of the ionization
chamber is valid, i.e. 20°C (or 22°C for calibrations from standards laboratories
in North America) and 101.325 kPa, respectively.

5.4.2. Humidity

No correction is necessary for relative humidity if the ionization chamber is
used in a range of 20% to 80% relative humidity and has a calibration coefficient
valid at a relative humidity of 50%. In the unlikely case that the relative humidity
is outside the range of 20—80%, a correction factor is needed [1, 159].

5.4.3. Electrometer calibration factor k&,

When the ionization chamber and electrometer are calibrated separately,
the calibration coefficient for the ionization chamber is given in units Gy/C or

I More background and details on these corrections can be found in Refs [1, 2, 7].
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a multiple (e.g. mGy/nC or ¢cGy/nC). The calibration factor k. obtained for the
electrometer converts the electrometer reading to charge and is expressed in units
C/rdg. If the reading of the electrometer is in terms of charge, the electrometer
calibration factor is dimensionless. If the ionization chamber and the electrometer
are calibrated together, as one measurement assembly, no separate electrometer
calibration factor has to be applied.

5.4.4. Polarity correction

The correction factor for polarity in a given radiation beam is given by:

_ M|+

kpol M

(37

where M, and M_ are the electrometer readings obtained at positive and negative
polarity, respectively and M is the electrometer reading taken at the polarity
used routinely. The polarity used routinely is the same as that used during the
calibration of the ionization chamber. For details on the situation where the
standards laboratory has not applied this correction during calibration, refer to
Ref. [1]. Given the observations discussed in Section 4, it is advised that attention
be paid to long stabilization times that may be required for small volume
ionization chambers. Polarity effects may also be field size dependent owing to
the varying portion of the stem being irradiated, hence it is important that this
effect be investigated for every ionization chamber used for small field dosimetry.

5.4.5. Recombination correction

The incomplete collection of charge in an ionization chamber cavity owing
to the recombination of ions requires the use of a correction factor k.. Two separate
effects take place: (i) the recombination of ions formed by separate ionizing
particle tracks, termed general (or volume) recombination, which depends
on the density of ionizing particles and therefore on the dose rate; and (ii) the
recombination of ions formed by a single ionizing particle track, referred to as
initial recombination, which is independent of the dose rate. Both effects depend
on the chamber geometry and on the applied polarizing voltage. In conventional
radiotherapy beams, initial recombination is generally less than 0.2%.

In continuous radiation, i.e. ®*Co gamma rays, the two voltage method may
be used and a correction factor derived using the relation:
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where M, and M, are the collected charges at the polarizing voltages V; and V,,
M, being the ionization chamber reading at the normal operating voltage V; and
V, being a lower voltage. This relation is based on a linear dependence of 1/M on
1/7?, which describes the effect of general recombination in continuous beams.
For clinical purposes, general recombination can be considered negligible in
%Co beams.

For pulsed beams, the recombination correction factor k; is derived using
the two voltage method [160]. This method assumes a linear dependence of 1/M
on 1/V (it is advised that this assumption be verified when commissioning a new
chamber) and uses the measured values of the collected charges M, and M, at the
polarizing voltages V, and V,, respectively, measured using the same irradiation
conditions. V; is the normal operating voltage and V, a lower voltage; the
ratio V/V, is ideally equal to or larger than 3. The polarity effect will change with
the voltage, and M, and M, are each corrected for this effect using Eq. (37). The
recombination correction factor k, at the normal operating voltage V, is obtained
from:

2
M

M
k,=a,+a, Ml
2

where the constants g, are given in Table 21 for pulsed radiation [161].
For k,< 1.03, the correction can be approximated to within 0.1% using the
relation:

)

M

k =142 40

["1]1 (40)
V2

Note that the correction factor k, evaluated using the two voltage method
in pulsed beams corrects for both general and initial recombination. In pulsed
beams, where general recombination is dominant, the recombination correction
for a given chamber will scale approximately linearly with dose rate.
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TABLE 21. QUADRATIC FIT COEFFICIENTS, FOR THE
CALCULATION OF k, BY THE ‘TWO VOLTAGE’
TECHNIQUE IN PULSED RADIATION, AS A FUNCTION
OF THE VOLTAGE RATIO V,/V,[161]

Vv, a, a, a

2.0 2.337 —3.636 2.299
2.5 1.474 —1.587 1.114
3.0 1.198 —0.875 0.677
35 1.080 —0.542 0.463
4.0 1.022 —0.363 0.341
5.0 0.975 —0.188 0.214

If it is not known if the relation between 1/M and 1/V is linear, or if there is
any doubt about this, it is advised that a Jafté plot of 1/M versus 1/V be measured.
This is especially the case for some small volume ionization chambers in which
charge recombination effects may distort the saturation curve. Small volume
chambers may also exhibit asymmetric saturation curves for opposing polarities
(essentially a voltage dependent polarity effect). Given the observations discussed
in Section 4, it is advised that attention be paid to the long stabilization times that
may be required for small volume ionization chambers. For FFF beams, where
dose per pulse values are substantially larger than in WFF beams, studies have
shown that recombination can be treated in the same way and that the two voltage
technique is accurate under the same conditions as for WFF beams [162-165].

5.5. CROSS-CALIBRATION IN THE msr FIELD

For cross-calibrating a field ionization chamber in an msr field, the same
considerations as in Ref. [1] apply. If a calibration coefficient for a reference
chamber (‘REF’) is available for a given msr field size f, ., a field chamber may
be cross-calibrated against the calibrated reference. The chambers are compared
by alternately placing them in a water phantom with their reference points at z
the readings are corrected for influence quantities.

ref>
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The calibration coefficient of the field chamber (‘FIELD’) is given by:

[ Mé]
N s ] :ﬂ[z\;fm ] 41
[ D-w.Ous: |FIELD [M fmsr] Dw-Lusr |REF S
msr |FIELD
The resulting calibration coefficient [szfié,g ] can then be used

for reference dosimetry in an msr field using Eq. “(fif)wfor the same normal
atmospheric conditions of temperature and pressure as for the reference chamber
‘REF”.

If a calibration of the reference chamber in the msr field is not available,
a cross-calibration coefficient can be obtained with:

D/ st ]
Q0
mesr — { WLmse REF 42
[ DW.0 e ]FIELD [ M [t } (42)
Orsr FIELD
where [Dwféfm ]REF is obtained with Eqs (25) or (27) using the reference ionization
chamber.
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6. CODE OF PRACTICE FOR RELATIVE DOSIMETRY OF
SMALL FIELDS

A full dosimetric characterization of small fields for clinical use requires
not only the calibration of the beam under reference conditions (addressed in the
previous section) but also the determination of field output factors, necessary
for the calculation of monitor units or treatment time, and measured central
axis percentage depth dose (PDD) distributions, tissue phantom ratios (TPR)
or tissue maximum ratios (TMR), and lateral beam profiles. This COP provides
guidance for measurements of field output factors and lateral beam profiles at the
measurement depth because of their importance in the determination of the field
size and the volume averaging correction. Guidance for the measurements of
relative dose distributions can be found in other publications, such as Ref. [166]
and, specifically for small fields, Refs [12, 167, 168].

6.1. EQUIPMENT
6.1.1. Detectors for relative dosimetry

The guidance regarding detectors for relative dosimetry is given in
Section 4.2.1. It must be emphasized that no ideal detector exists for measurements
in small fields. For the determination of both field output factors and lateral beam
profiles, the use of two or preferably three different types of suitable detectors is
therefore advised so that redundancy in the results can provide more confidence
and assurance that no significant dosimetry errors are being made. An example
could be a combination of detectors with correction factors above and below
unity (so that the product of these factors is close to one), such as a small air filled
ionization chamber, radiochromic film and an unshielded diode, or a diamond,
liquid ion chamber and an organic scintillator.

6.1.1.1. Detectors for measuring field output factors
A full discussion on detectors used for measurements of dosimetric
parameters for relative dosimetry is given in Chapter 4. As discussed in

Section 3.2.3, field output factors (see also the definition in Section 2.3.2.1) are
derived from a ratio of detector readings according to:
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where ka';‘"n o is the output correction factor, which can be determined as
a directly measured value, an experimental generic value or a Monte Carlo
calculated generic value. Data for k& 3‘:“ o asa function of field size are given in
Section 6.6 for different detectors and machines.

The minimum field size recommended for measurements with real
time detectors (those providing an instantaneous and potentially continuous
signal readout) and for off-line detectors (those that provide a readout after
post-processing) is such that the detector specific output correction factor is not
greater than +5% for a particular machine. For this reason Tables 23—27 do not
include kél o values outside this interval. It is understood that detectors or
machine configurations not included in the tables require an experimental or
Monte Carlo determination, but extrapolation of the tabulated values is to be
avoided.

As an example, according to the tabulated values, the PTW 60008 and
60016 shielded diodes are not to be used for field sizes smaller than 1 cm
(equivalent square) in WFF and FFF machines with 6 MV (Table 26) or 10 MV
(Table 27).

For the determination of field output factors, the volume averaging effect
will be one of the limiting issues for the choice of a detector. The detector size
is such that the volume averaging correction factor (k vol) “n for the small field of
interest, f.;,, in the beam of quality Q;,'?, is limited by 0.95 < (k, 1) o = 1.05.

The volume averaging correction factor (k Vol)gl‘“ is calculated using:
clin

T A @
din f wa(x,y)OAR(x,y)dxdy

where w(x,y) is a weighting function specific to the ionization chamber geometry,
described in Appendix I, where examples of the calculation of the volume

'2 Note that no procedure is provided to determine the beam quality O, of the clinical
field. It should be understood as the beam quality of a small field at a radiotherapy machine
for which the beam quality of the reference field is O, or O, For the user, the only relevant
difference from the reference field is the field size, but the beam quality Oy, is explicitly used
to indicate that the charged particle spectrum at the measurement depth will be different from
the charged particle spectrum in the reference field.
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averaging correction factor are given. It is advised that the field size dependence
of the detector’s response be smaller than 2% over the range of field sizes
measured. This number is a typical variation of the change in the response of
unshielded diodes for an increase of the equivalent square field size S by 5 cm.

As discussed be Section 4.2.1, a number of specialized detectors
(e.g. radiophotoluminescent detectors, plastic and organic scintillators) and
techniques to use them are available. Experience on their use is limited to workers
with specialized training and access to specialized equipment. It is advised that
users of these detectors develop significant expertise before using them for
measurements of clinical dosimetric parameters.

Dosimetry of small fields in non-water and heterogeneous media is beyond
the scope of this COP, but it is important to be aware that these conditions may
introduce significant energy and material dependent perturbations, and using
generic data for such conditions can result in significant clinical errors [169—-172].

6.1.1.2. Detectors for measuring beam profiles

It is advised that for the experimental determination of lateral beam
profiles, detectors have high spatial resolution (requiring the use of detectors with
a small area perpendicular to the beam axis or quasi-continuous detectors such as
radiochromic film), limited energy dependence in their response and limited dose
rate or dose-per-pulse dependence (see Table 6 for limits).

Liquid ion chambers, unshielded diodes, microdiamonds and organic
scintillators have a small sensitive volume and are suitable for profile
measurements using a scanning system. Given the asymmetries in their
construction and the influence of stem irradiation effects, the orientation
is always such that the stem is parallel to the beam axis. It is advised that the
effect on the profiles of irradiating the stem and parts of the cables always be
investigated, minimized and, if possible, corrected for. Also, the effect of charge
recombination needs to be assessed and, if necessary, corrected for.

Radiochromic film is very suitable for lateral profile measurements, but
needs adequate readout and calibration procedures. Any other detector with a
dispersed radiosensitive agent (such as a gel dosimeter) needs to be thoroughly
investigated, characterized and benchmarked against other detectors.

6.1.2. Phantoms

Guidance regarding phantoms is given in Section 4.2.2.
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6.2. IN-PHANTOM DETECTOR SET-UP

Accurate and reproducible measurements of beam profiles in small
fields require not only the choice of an appropriate detector in terms of its size
and composition but also the presence of a number of machine and detector
QA procedures in place with more stringent tolerances than for broad beam
dosimetry. These include procedures that verify jaw and collimator position,
beam alignment, alignment of the water phantom and the movement of the
scanning system with the beam, detector and electrometer functionality, etc.
It is beyond the scope of this COP to provide guidance on these QA procedures,
which can be found in other publications [12, 29, 31, 83, 168, 173—-175].

For the determination of beam profiles and field output factors, accurate
set-up of the detector in a 3-D full scatter water tank is required [166]. For field
output factor measurements with off-line detectors that are not waterproof,
it could be more practical to perform the measurement in a solid, water equivalent
plastic phantom. Guidance on setting up such a detector for that purpose is also
given.

6.2.1. Detector orientation

The orientation of the detector axis with respect to the beam axis has an
influence on the shape of the measured profile or field output factor. A general
rule is that, whenever possible, the detector is oriented such that the smallest
dimension of its sensitive volume is perpendicular to the scanning direction. This
is, however, not always possible because of detector specific considerations such
as asymmetry of construction and the location of the stem.

Some microionization chambers designed specifically for relative
dosimetry in small beams show a particular sensitivity to irradiation of stem and
cable owing to their very small volume. To minimize this effect, the chamber is
oriented with its stem parallel to the beam axis, in order to ensure uniform stem
irradiation, while taking care that the cable is positioned to minimize its irradiated
length when full travel of the detector is allowed. The scanning orientation to
avoid is with the stem perpendicular to beam axis and parallel to the scanning
direction (c.f. orientation 3 in Fig. 18).

Scanning diodes have been widely used for the measurement of lateral
beam profiles, owing to their superior spatial resolution compared to ionization
chambers and higher signal. Shielded and unshielded diodes both have disk
shaped active volumes, with larger diameter than depth of their depleted regions,
which would reasonably suggest orienting the diode’s sensitive disk parallel to the
beam axis, in order to make best use of their spatial resolution. However, it has
been shown that this orientation produces asymmetric lateral profiles, owing to
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distortions caused by the unequal distribution of material around the chip [176].
For scintillating fibre dosimeters, the technique used for the establishment of
the Cerenkov correction procedure affects the optimal detector direction for
scanning [137].

Advised orientations for various point detectors with respect to the beam’s
central axis, for relative dosimetry in small photon fields, are given in Table 22.

TABLE 22. DETECTOR ORIENTATION, WITH RESPECT TO THE BEAM
CENTRAL AXIS, FOR RELATIVE DOSIMETRY IN SMALL PHOTON
FIELDS

Detector type Deftector’s Lateral beam  Field output
geometrical reference profiles factors
Cylindrical micro ion chamber Axis Parallel or ~ Perpendicular
perpendicular
Liquid ion chamber Axis Perpendicular Parallel
Silicon shielded diode Axis Parallel Parallel
Silicon unshielded diode Axis Parallel Parallel
Diamond detector Axis Parallel Parallel
Radiochromic film Film surface Perpendicular  Perpendicular

Note:  See Figs 18 and 19.

6.2.2. Placement of the detector’s reference point at the reference depth

The detector is placed with its reference point at the reference depth.
For each detector, this point may depend on the orientation of the detector
with respect to the radiation beam. For cylindrical ionization chambers in the
perpendicular orientation (with the major axis of the detector perpendicular to the
beam axis), it is the centre of the cavity volume of the chamber on the chamber
axis (the location on the central axis is usually specified by the manufacturer as
a given distance from the tip of the chamber), or it is sometimes indicated by
a fiducial mark. For cylindrical ionization chambers in the parallel orientation
(with the major axis of the detector parallel to the beam axis), it is the tip of the
ionization chamber. For solid state detectors, the reference point for orientation
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of the stem parallel to the beam’s axis is usually specified by the manufacturer
with respect to the flat face or tip of the detector and often marked with a circle
(indicated in Table 7 for the detectors listed). For the perpendicular orientation
(with the major axis of the detector perpendicular to the beam axis) the centre of
the detector is used.

6.2.3. Detector alignment with beam central axis

For small field dosimetry, it is essential to ensure accurate alignment of the
detector with respect to the beam’s central axis given the sharp maximum and
steep gradients in lateral beam profiles. Figure 16 [90] illustrates that alignment
based on laser beams or the machine’s light field with typical tolerances of 1 mm
is not accurate enough for the measurement of field output factors for small
fields. After initial alignment based on lasers or light field, further refinement
of the alignment is thus required. This requires measurement of profiles in two
dimensions at the measurement depth.

6.2.3.1. Alignment of real time detectors

With real time detectors, the alignment of the detector with the central
axis of the beam can be achieved using the scanning system. These scans are

o
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FIG. 16. Demonstration of the influence of clinical set-up accuracy: the beam laser (solid
vertical line) is calibrated with a misalignment tolerance of less than 1 mm from the beam's
central axis in a field of 5 mm width, but this does not ensure a negligible underestimation
of the profile maximum (reproduced from Ref. [90] with the permission of the American
Association of Physicists in Medicine).
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performed at slow speed, with an appropriate step size for the field (of the order of
0.1 mm for the smallest fields) and with attention to potential effects of hysteresis
of the scanning system. The alignment can be performed based either on the
centre of the two 50% profile levels or on the profile maximum assuming that the
beam profile is symmetric. At the same time this provides a measurement of the
FWHM field size specification. Given that tiny changes in the collimator position
can result in substantial changes of the absorbed dose to water at the centre of
the field, this alignment procedure and FWHM determination is performed every
time the field has been set or re-set by moving the collimator for MLC based
radiotherapy machines. The alignment has to be performed in two orthogonal
directions, and this may require an iterative procedure to determine the centre of
the field, accounting for the possibility of tiny phantom misalignments.

Note that for the measurement of depth dose profiles along the beam axis,
the centre of the field has to be determined at different depths and, based on that
information, the phantom and scanning system needs to be accurately aligned
with the beam central axis (CAX correction). For the procedures in this COP,
which are restricted to field output factor and lateral beam profile measurements,
this is not critical; however for the measurement of lateral beam profiles, it is
advised that they be measured at the same depth at which the output factors are
determined.

6.2.3.2. Lateral alignment of off-line detectors

The main problem with setting up an off-line detector is that the radiation-
induced signal cannot be observed immediately, and any radiation exposure
during alignment of the detector contributes to the signal. Thus, the detector
itself cannot be used to detect the centre of the field. Various methods have been
described to deal with this alignment problem, of which three are discussed
below. For MLC based radiotherapy machines, this alignment procedure and
FWHM determination is performed every time the field has been set or re-set by
moving the collimator.

(a) Off-line detector set-up using attachment system

A specially constructed attachment system on the scanning arm in a
scanning phantom can be used to allow a real time detector to be replaced
with a passive detector. This requires very accurate machining of the real
time and off-line detector holders to ensure accurate positioning of the
reference point of both detectors at the same location. Often, ancillary
parts (e.g. so-called stop thimbles for ionization chambers) can facilitate
the insertion of detectors in their holders with the required positioning
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accuracy. The user is referred to the product catalogue of the ionization
chamber manufacturer.

Off-line detector set-up using film

This method is particularly suited for measurements in a solid water
equivalent phantom [177]. After preliminary lateral positioning of the
detector insert in a phantom slab at the correct SDD and aligned with the
beam axis based on lasers and/or light field, a radiochromic film is inserted
between the slab with the detector insert and the slab further away from
beam source to quantify any necessary additional lateral displacement of
the phantom. To enhance contrast, a dummy detector made of a high Z
material, or with a high Z material bead at the location of the reference
point, could be inserted. If necessary the procedure is repeated iteratively.
Once alignment within the required tolerance has been achieved, the
detector is inserted and the amount of phantom material necessary to
position the detector’s reference point at the measurement depth is added on
top or in front of the slab containing the detector insert. It is essential with
each handling for taking away or adding slabs that the lateral alignment of
the slab be adequately maintained.

In addition to this alignment procedure, a radiochromic film could be
inserted behind the slab containing the detector for each detector irradiation,
provided the detector contour can be clearly resolved on the exposed film.
This enables a volume averaging correction to be made for each individual
detector retrospectively, based on the measured lateral beam profiles and
the measured position of the detector with respect to the field. Ideally, a slab
with a special insert would be designed for this purpose, such that the slab
containing the detector does not have to be removed for every irradiation.

Off-line detector set-up using an electronic portal imaging device

This method is suited for measurements in both a water phantom and a
solid water equivalent phantom [100]. After initial positioning of the
detector insert in the water phantom or a phantom slab at the correct SDD
and aligned with the beam axis based on lasers and/or light field, an image
of the irradiation set-up is taken using an electronic portal imaging device
(EPID) below or behind the phantom to quantify any necessary additional
lateral displacement of the detector holder in the scanning system or of the
solid phantom. An example of such an EPID image is shown in Fig. 17.
To enhance contrast, a dummy detector made of a high Z material, or with
a high Z material bead at the location of the reference point, is inserted.



FIG. 17. EPID image showing the detector s position using a marker and measurement of the
distance of the centre of the marker from the beam central axis, which was in this illustrative
example for a 1.8 cm x 1.8 cm field found to be within 0.25 mm [100] (courtesy of G. Azangwe,
National University of Science and Technology, Zimbabwe).

If necessary the procedure is repeated iteratively. Once alignment within the
required tolerance has been achieved, the detector is inserted in the detector
holder on the scanning system and moved to the previously determined
measurement point in the water phantom or, in the case of a solid phantom,
the correct amount of phantom material to position the detector’s reference
point at the measurement depth is added on top or in front of the slab
containing the detector insert. It is essential with each handling for taking
away or adding slabs that the lateral alignment of the slab be adequately
maintained. The EPID image usually does not have sufficient resolution
to work out retrospectively the volume averaging correction for each
individual detector based on the measured lateral beam profiles and the
measured position of the detector with respect to the field.

6.2.4. Set-up of SSD or SAD

The measurement of field output factors and lateral beam profile is
performed at the same SSD or source-to-axis distance (SAD) as was used for
reference dosimetry. For these relative measurements, the exact distance to the
beam source is not critical and tolerances used for reference dosimetry are always
sufficient.
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6.3. MEASUREMENT OF LATERAL BEAM PROFILES

The detector is set-up as described in Section 6.2. The field is set using the
same method of collimation that would be used clinically (e.g. using cones, jaws,
MLC:s, etc.).

The scanning speed and step size are chosen taking into account the
following considerations: (i) the disturbance of the water surface is minimized
(this can be checked by focusing the in-room cameras on the water surface),
(i1) for small field sizes the speed is at its lowest value over the central beam
area, and (iii) the step size is chosen such that there are a large number of steps
over the entire range of the beam profile (typically a step size of 0.1 mm is
required).

It is advised that the measurements be performed by referencing the signal
of the field detector to that of a monitor detector to allow correction for temporal
variations in machine output during the measurements. It is important that any
device used to obtain the monitor signal not affect the measurement signal; thus
for small fields it is not acceptable to place a detector in the corner of the beam
as is typically done for large fields. Ideally, the monitor signal is taken from the
linac’s internal chamber signal, but this may not be possible in a clinical situation.
Alternatively, a transmission detector can be placed below the linac head or a
thick walled large area plane-parallel ionization chamber can be placed at a larger
depth than the field detector within the phantom. Accelerator heads of some of
the manufacturers contain dedicated locations for the introduction of a monitor
chamber in a manner that does not perturb the radiation field.

As with the use of any detectors that produce small signals, it is advised
that care be taken in the detector orientation (see Section 6.2.1) to minimize
the effect of extra cameral current due to stem or cable signals. The acceptable
orientations for ionization chambers and real time solid state detectors such as
diodes and diamonds are illustrated in Figs 18 and 19. Note that for organic
scintillators only, orientation (2) in Fig. 19 is acceptable because of the Cerenkov
light induced in the cable [137].

Preferably, at least two different types of detectors are used and the results
compared to ensure a robust evaluation of beam profiles.

6.4. DETERMINATION OF ABSORBED DOSE AT z,_,,

Section 5.3.2 provides a methodology for determining the absorbed dose at
z,.- However, the calibration of clinical treatment machines is often specified at
the depth of maximum dose, z,,,,. To determine the absorbed dose at this depth, it
is advised that the user, for a given beam, use the central axis depth dose profiles
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FIG. 18. Possible orientations of an ionization chamber for measurements of lateral beam
profiles (arrows indicate scanning directions in the paper plane while circle and crossed circle
symbols refer to scanning directions perpendicular to the paper plane).

(percentage depth dose data for SSD set-ups and TPR or TMR for SAD set-ups).
It is beyond the scope of this COP to provide guidelines for these measurements
(for guidance on the measurements of central axis depth dose profiles, see
Ref. [166] and, specifically for small fields, Refs [12, 167, 168]).

6.5. DETERMINATION OF IN-PHANTOM FIELD OUTPUT FACTORS
6.5.1. Reference conditions

In-phantom field output factors for clinical beams f;;, are measured at the
same reference depth used for measurements in the msr field £, .. Section 5.3.2
provides the methodology for determining the absorbed dose at z,.; under machine
specific reference conditions. According to Ref. [1], z,¢ is 10 g/cm?® for high
energy photons. However, at the time of writing this COP, data for CyberKnife

machines are only available referenced or defined at the depth of maximum dose
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FIG. 19. Possible orientations of a solid state detector (diode, diamond) for measurements of
lateral beam profiles (arrows indicate scanning directions in the paper plane while circle and
crossed circle symbols refer to scanning directions perpendicular to the paper plane).

Znaxe Lherefore, CyberKnife machines will be considered a special case until
more data are available. Note that this COP does not include guidance for the
measurement of in-air output factors. Guidance for this purpose can be found in
Refs [12, 166, 168, 178].

6.5.2. Determination of the equivalent square small field size

For the purpose of selecting output correction factors for each small field
size, the in-plane and cross-plane dosimetric field widths, defined as the FWHM
at the detector measurement depth, are derived from the lateral beam profiles
obtained as described in Section 6.3.

For rectangular small fields with uneven in-plane and cross-plane FWHMs,
the equivalent square small field size is given by the geometric mean [19], i.e.:

Sin =\AB (45)
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where 4 and B correspond to the in-plane and cross-plane dosimetric field
widths, defined as the FWHM at the measurement depth. Outside the condition
0.7 < A/B < 1.4, which is usually not violated except for the smallest equivalent
square small field sizes (below 0.6 cm), a larger uncertainty on the output
correction factor than that specified in Table 37 should be considered.

For circular small fields with a FWHM radius r:

Sy =r T =1.77r (46)

r corresponds to the radius of the circular field defined by the points where,
on average'’, the dose level amounts to 50% of the maximum dose at the
measurement depth.

Note that this guidance is based on equal area of field sizes, which is
different from the rule used for equivalent square msr field sizes in broad beams,
based on equal photon scatter contributions.

6.5.3. Determination of field output factors

Field output factors, relating the absorbed dose to water of a clinical field
Juin to that of a reference field, f, . or f, are derived from a measured ratio of
detector readings multiplied by an adequate correction that converts the ratio
of measured readings into a ratio of values of absorbed dose to water. In this
section expressions are given for the case of a clinical field relative to a machine
specific reference field. They can also be used for a clinical field relative to a
conventional 10 cm % 10 cm reference field, in which case ‘msr’ in the text and
equations is replaced with ‘ref’.

As already shown in Section 6.1.1.1, the field output factor, Qfdm e

s
clm’ msr

relative to the f; ., is defined by:
fclm
ch]in’fmst — M Qi kfclm msr (47)

Quiin Qe M N Fms Cotin O

msr

where M Jan and M/m are the readings of the detector (corrected for influence
quantltles) in the chmcal field and the msr field, respectively. Values of the output
correction factor kf jims for a range of detectors are given in Tables 23 to 27,

c]m msr

13 To account for potential slight polar asymmetries and/or the effects of measurement
fluctuations.

121



valid at 10 cm depth in water (except for the CyberKnife, for which they are valid
at z,.,.). These factors include generic values for the volume averaging effect.

If the field output factor is determined with the intermediate field method
using two detectors, i.e. an ionization chamber down to an intermediate field f,,
as small as possible but without small field conditions (which means that the
outer edge of the detector is at least a distance r| .p away from any field edges),
and a suitable small field detector such as a diode for smaller fields, thereby
limiting the effect of energy dependence, then the field output factor is obtained

as follows:

M fclm M fml
0O Jatinfmse — clm k SetinSint ml k Sint>fmse (48)
chin ’Qmsr M fm[ chm le M fmsr in ’Qmsr
0 0
int det msr IC

where ‘det’ refers to the small field detector and ‘IC’ to the ionization chamber.
The output correction factor ké‘"" int is obtained from the tabulated output

clin>*int |det

correction factors with respect to the msr "field as follows:

[ké:lin ’mesr ]
fclm ml ] — M 4
[k clm ml det {kf‘m fmsr ( 9)
int>*msr | det

In the absence of small field conditions for the intermediate field f,,,

output correction factor for the ionization chamber ka int: fé““ } is assumed to be

ml msr |

unity for the ionization chambers recommended in this COP.
6.5.4. Some practical considerations

While the determination of the field output factors is based on a relative
measurement, it is still important to correct all readings of ionization chambers for
influence quantities. Since measurement sequences are often long, atmospheric
conditions can vary substantially. Recombination and polarity correction factors
can also depend on the field size. Note also that the response of many solid state
detectors also exhibits temperature dependence, and that recombination (or dose
rate dependence) may also be considerable and thus vary as the field output
changes.
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The overall measurement sequence consists of individual field size
measurements interleaving the reference field measurements. This means that the
reference field measurement is done before and after the measurement for each
non-reference field. This procedure is time consuming and may not be practical
in all clinical situations, but the number of different field sizes interleaved
between two reference field measurements is limited based on the known stability
characteristics of the beam. This enables correction for drifts of the beam output
and can help ensure that the reading for the reference field does not vary beyond
acceptable tolerance levels.

In the clinical treatment delivery sequence the collimator setting can be
approached in different ways (i.e. from a smaller or from a larger field size).
If the collimator control system allows for it, it is worth characterizing field output
factors for the treatment planning system as averages of the measurements taken
in the following two situations: (i) after the collimator is moved to a larger field
size and then back to the correct field size, and (ii) after the collimator is moved
to a smaller field size and then back to the correct field size. In this manner, the
influence of the hysteresis of the collimator is minimized by averaging the effect.

6.6. TABLES OF FIELD OUTPUT CORRECTION FACTORS

Detector specific field output correction factors as a function of the field
size are given in Tables 23 to 27 for CyberKnife, Tomotherapy and Gamma Knife
machines, and for 6 MV and 10 MV WEFF and FFF linacs for which the msr field
has an equivalent square msr field size of 10 cm (if the msr field has a smaller
size the output correction factor can be derived as explained in Appendix II;
cf. Eq. (63)). The determination of the field output correction factors together
with an estimate of their uncertainty are given in Appendix II.

It is noted that at present there are no ka“_"’f"“' data available for other
detector types and for the Gamma Knife model 4C to include in Table 25.

Due to the rather large values of the output correction factors for some air
filled ionization chambers in certain field sizes, such chambers are unsuitable for
Gamma Knife output measurements with the 4 mm collimator. The chambers
PTW T31002 and T31010, which in addition are unsuitable with the 8 mm
collimator, have been excluded from Table 25.
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TABLE 25. FIELD OUTPUT CORRECTION FACTORS kf slin’ Q’"“ FOR THE
GAMMA KNIFE MODEL PERFEXION, AS A FUNCTION OF THE
DIAMETER OF THE CIRCULAR COLLIMATOR [179]

Model Type 4mm©@ 8mm@ 16 mmO
PTW T31006 Tonization chamber — 1.025 1.000
PTW T31014 Ionization chamber —* 1.030 1.000
PTW T31015 Ionization chamber —* —* 1.000
PTW T31016 Ionization chamber (PinPoint 3D) —* 1.032 1.000
PTW T60008 Diode (photon/shielded) 0.951 0.971 1.000
PTW T60012 Diode (electron/unshielded) 0.965 0.996 1.000
PTW T60016 Diode (photon/shielded) 0.958 0.981 1.000
PTW T60017 Diode (electron/unshielded) 0.961 0.997 1.000
PTW T60003 Diamond detector (natural) —2 1.006 1.000
PTW T60019 Diamond detector (synthetic) 0.993 1.005 1.000

* A large correction factor makes this chamber unsuitable for output measurements with this
collimator.
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Appendix I

DETERMINATION OF BEAM QUALITY CORRECTION FACTORS
FOR REFERENCE DOSIMETRY AND
THEIR UNCERTAINTY ESTIMATES

This appendix describes the procedures used to derive detector specific
values of the beam quality correction factors kf < and k/m/et for the reference
dosimetry of WFF linac beams, FFF beams 1nclud1ng CyberKnife and
TomoTherapy beams, and Gamma Knife *°Co beams; the values are given in
Chapter 5. For WFF beams, values of kf o, short notation for kf < with reference
to Q, = °°Co and £, = 10 cm x 10 cm (see Egs (25, 27) and related text), are
given in Table 12. These values have been derived from data in Refs [1, 7]. For
FFF beams, additional information from the literature has been used to determine
volume averaging corrections, water to air stopping-power ratios and equivalent
square field sizes, leading to the ké“‘f correction factors given in Table 13. For
Gamma Knife beams, the values of k/; me’f'ef, short notation for kfme’fQ'ef with
reference to Q, = ®°Co, given in Table 14 have been taken directlymfr(;)m the
literature.

I.1. LINAC BEAMS WITH FLATTENING FILTER (WFF BEAMS)
I.1.1. ké’ef values for WFF beams

k é‘ef values from Ref. [1], where they were denoted by ,, for most chambers
recommended in this COP for the reference dosimetry of f = 10 cm x 10 cm
fields are given in Table 28. Values for these ionization chambers that have
also been provided in Ref. [7] are given in Table 29 along with values for three
chambers not included in Ref. [1]. The stated values of %dd(10,10), have been
optimized such that for chambers included in both protocols the sum of the
squares of the differences between the ké‘ef values in both tables is minimized.
Using this procedure, the recommended data for ké’ef for WFF beams given in
Table 29 were determined as a function of both beam quality indices, TPR,, ;,(10)
and %dd(10,10),.
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TABLE 28. kJ DATA FOR THE f = 10 em x 10 em FIELD FOR
REFERENCE IONIZATION CHAMBERS IN WFF LINACS AS A FUNCTION
OF TPRy 14(10) [1]

Ion chamber TPR, 14(10) = 0.630 0.660 0.690 0.720 0.750
Capintec PR-06C/G Farmer 0.997 0.994 0.991 0.988 0.982
Exradin A2 Spokas 0.998 0.997 0.995 0.992 0.988
Exradin A12 Farmer 0.998 0.996 0.993 0.990 0.984
Exradin A12S* — — — — —

Exradin A19* — — — — _

Nuclear Assoc 30-751 Farmer 0.996 0.993 0.990 0.985 0.979
Nuclear Assoc 30-752 Farmer 0.997 0.995 0.992 0.989 0.983
NE 2505/3, 3A Farmer 0.996 0.994 0.992 0.989 0.984
NE 2571 Farmer 0.997 0.994 0.992 0.989 0.984
NE 2611 0.996 0.993 0.991 0.988 0.984
PTW 23331 rigid 0.996 0.992 0.989 0.985 0.980
PTW 23332 rigid 0.996 0.993 0.989 0.984 0.978
PTW 23333 (3 mm cap) 0.996 0.993 0.989 0.985 0.979
PTW 30001 Farmer 0.996 0.993 0.989 0.985 0.979
PTW 30010 Farmer 0.996 0.993 0.989 0.985 0.979
PTW 30002/30011 Farmer 0.996 0.993 0.991 0.987 0.982
PTW 30004/30012 Farmer 0.998 0.995 0.993 0.989 0.984
PTW 30006/30013 Farmer 0.996 0.993 0.989 0.984 0.978
PTW 31003/31013 Semiflex 0.996 0.993 0.989 0.984 0.978
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TABLE 28. k(fff DATA FOR THE f, = 10 cm x 10 cm FIELD FOR
REFERENCE IONIZATION CHAMBERS IN WFF LINACS AS A FUNCTION
OF TPRy 1,(10) [1] (cont.)

Ion chamber TPR, 14(10) = 0.630 0.660 0.690 0.720 0.750
SNC 100700-0 Farmer 0.997 0.994 0.991 0.986 0.979
SNC 100700-1 Farmer 0.998 0.997 0.994 0.990 0.984
Victoreen Radocon III 555 0.993 0.988 0.985 0.979 0.973
Victoreen 30-348 0.995 0.991 0.988 0.982 0.976
Victoreen 30-351 0.995 0.991 0.988 0.983 0.977
Victoreen 30-349 0.995 0.991 0.988 0.983 0.978
Victoreen 30-361 0.995 0.991 0.988 0.983 0.977

IBA FC-65P (Wellhofer IC 69) Farmer 0.997 0.994 0.992 0.986 0.979

IBA FC-65G (Wellhofer IC 70) Farmer 0.998 0.997 0.994 0.989 0.983

* Data not given in Ref. [1].

TABLE29. kJ* DATA FOR THE f, = 10 cm x 10 cm FIELD FOR
REFERENCE IONIZATION CHAMBERS IN WFF LINACS AS A FUNCTION
OF %dd(10,10), [7]

Ion chamber %dd(10,10), = 63.4 65.2 67.6 70.5 73.9

Capintec PR-06C/G Farmer 0.997 0.995 0.993 0.989 0.984

Exradin A2 Spokas® — — — — _

Exradin A12 Farmer 0.997 0.994 0.991 0.987 0.981
Exradin A12S 0.996 0.994 0.991 0.987 0.981
Exradin A19 0.996 0.993 0.990 0.985 0.980
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TABLE29. k< DATA FOR THE f, = 10 cm x 10 cm FIELD FOR
REFERENCE IONIZATION CHAMBERS IN WFF LINACS AS A FUNCTION
OF %dd(10,10), [7] (cont.)

Ion chamber %dd(10,10), = 63.4 65.2 67.6 70.5 73.9

Nuclear Assoc 30-751 Farmer® — — — _ _
Nuclear Assoc 30-752 Farmer® — — — — _
NE 2505/3, 3A Farmer® — — _ _ _
NE 2571 Farmer 0.996  0.994  0.991 0.987  0.981
NE 2611 0.999 0.996 0.993 0.989 0.984
PTW 23331 rigid* — — — — —
PTW 23332 rigid* — — — — _
PTW 23333 (3 mm cap)* — — — _— _

PTW 30001 Farmer® — — _ _ _

PTW 30010 Farmer 0.997 0.994 0.991 0.987 0.981
PTW 30002/30011 Farmer 0.997 0.994 0.991 0.987 0.982
PTW 30004/30012 Farmer 0.998 0.996 0.993 0.989 0.984
PTW 30006/30013 Farmer 0.995 0.993 0.990 0.986 0.980
PTW 31003/31013 Semiflex 0.996 0.994 0.991 0.986 0.981

SNC 100700-0 Farmer® — — _ _ _

SNC 100700-1 Farmer® — — _ _ _

Victoreen Radocon III 5557 — — — _ _

Victoreen 30-348* — — _ _ _

Victoreen 30-351° — — _ _ _
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TABLE29. k< DATA FOR THE f, = 10 cm x 10 cm FIELD FOR
REFERENCE IONIZATION CHAMBERS IN WFF LINACS AS A FUNCTION
OF %dd(10,10), [7] (cont.)

Ion chamber %dd(10,10), = 63.4 65.2 67.6 70.5 73.9

Victoreen 30-349? — — _ _ _
Victoreen 30-361° — — _ _ _
IBA FC-65P (Wellhofer IC 69) Farmer 0.996 0.994 0.990 0.986 0.980

IBA FC-65G (Wellhofer IC 70) Farmer 0.996 0.994 0.991 0.987 0.981

# Data not given in Ref. [7].

1.1.2. Uncertainties of the ké‘“ values for WFF beams

The relative standard uncertainty of the ké’ef values in Ref. [1] was
estimated to be 1%, while the uncertainty quoted in Ref. [7] was 0.5%. As the
latter estimate was based on more recent comparisons of measured and Monte
Carlo calculated data, it seems a priori reasonable to assume that Ref. [1] slightly
overestimated the overall uncertainty of the beam quality correction factors.
Further discussions [180] have, on the other hand, indicated that the lower
estimate in Ref. [7] may be more applicable to particular reference chambers,
such as the NE 2571 (for which a considerable amount of experimental data
exist), while an underestimation could occur for chambers having less or no
experimental data available in other publications.

It is advised that the ké’cf values given in Table 12 as a function of
%dd(10,10), be assigned an uncertainty component for the matching of
%dd(10,10), to TPR,,,,(10) data. After the optimization procedure described
above, the maximum difference in ké‘ef at the highest beam qualities amounted
to 0.3%; therefore it can be assumed that the relative standard uncertainty for this
matching does not exceed 0.2%.

Based on current knowledge and uncertainty estimates, it is
assumed throughout this COP that in situations where a hypothetical field
Jfier=10 cm x 10 cm needs to be considered (see Section 3.2.1.3), the same beam
quality correction factors can be used for the f; . and f,.; fields in WFF beams;
hence, kéﬂ:ﬂff equals ké‘ef for the hypothetical conventional reference field of
a machine. Additionally, as water to air stopping-power ratios are known to
vary by not more than 0.2% for field sizes from 10 cm x 10 cm down to about
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3 cm x 3 cm, the range covering the f, . field sizes for linac beams, a relative
standard uncertainty of 0.15% can be estimated for the s ;. contribution. These
two contributions will only marginally increase the overall uncertainty of kg Jmsr: f el
values compared with that of kf et

Given that the 1% relatlve standard uncertainty in Ref. [1] appears to be
a conservative estimate, it can be assumed that the combined relative standard
uncertainty of kf e and k= including the two additional contributions
mentioned, will not exceed 1%. Because it is not the purpose of this COP to
review the data in Refs [1, 7], the recommended kgef values given in Table 12 are
estimated to have a relative standard uncertainty of 1%. If the chamber calibration
is made with a high energy photon beam of quality Q,, there is a correlation in the
ratio of two values with respect to ®*Co (see Eq. (26)), and the relative standard
uncertainty of k! 00, with reference to a calibration beam quality O, # ®Co is

assumed to be 1% as well.
1.1.3. Equivalent square msr field sizes of WFF beams

For WFF beams in which a 10 cm X 10 cm conventional reference field
cannot be established, the measured values of TPR, ;((S) and %dd(10,5), in a
machine specific reference field, f, ., are converted to the beam quality indices
TPR,14(10) and %dd(10,10), following the procedure described in Section 5.3.3.
If the £, field is not square, then an equivalent square field size, S, has to
be determined based on the condition that the scatter component in equivalent
field sizes is the same. Using scatter functions from Ref. [32], it can be shown
that equivalent square field sizes of rectangular and circular fields depend very
little on the exact shape of the scatter function. It has been found that the scatter

function proposed in Ref. [32]:

SC(r)

—1- —Ar A —\r 50
SCloo) & M (50)

S =

with 4 = 0.5, 2 = 0.18 and SC(r) being the scatter component of a circular field
with radius 7, fits well measured scatter components when the expression is
integrated over WFF beams of various field sizes, and therefore this function has
been used for this COP. The integration is performed over the field area using the
expression:

1
s
field 2 field area[ (

rdrd6 (51)

142



Figure 20 illustrates how the equivalent square field size of a rectangular
field is derived from the scatter components of rectangular and square fields. The
equivalent square msr field sizes in Table 15 have been calculated according to
this procedure.

I.2. FFF LINAC BEAMS

No kgef data were given for FFF beams in Ref. [1], and discussions in
the literature indicate that data for FFF beams or beams with light filtration are
slightly different from those for WFF beams when ké’cf is given as a function of
TPR,, 4(10) [34, 35, 37, 181-184]. Even though it is generally assumed that data
in Refs [2, 7] are valid for both WFF and FFF beams, there is also evidence that
ké‘ef values given as a function of %dd(10,10), are slightly different for WFF and
FFF beams [34, 35, 37, 181-184], though the differences are smaller than for

FIG. 20. Scatter components for 10 cm x X cm rectangular fields (dashed curve, lower
horizontal axis) and square fields of size S (continuous curve, upper horizontal axis) in a
WFF beam calculated using Eq. (51). The example illustrates that a 10 cm x 5 cm rectangular
field has an equivalent square field size of 6.8 cm.
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TPRy, 14(10). There are three main issues to consider that lead to the differences
in ké‘ef data between WFF and FFF beams:

(a) Differences in water to air stopping-power ratios (8,,;,), as a function of
the beam quality index TPR,, ;,(10) or %dd(10,10),;

(b) Differences in all types of ionization chamber perturbation correction
factors except for volume averaging as a function of the beam quality index
TPR, 14(10) or %dd(10,10),;

(c) Volume averaging due to the non-uniform lateral beam profile of reference
fields in FFF beams.

The third issue is addressed in Ref. [7] as an additional correction factor in
the expression to determine absorbed dose to water, but no correction factors or
procedures for their determination were provided. A fourth issue to consider is
the reduced scatter component at the reference depth in FFF beams as compared
to WFF beams, which makes the equivalent square field size smaller than that
defined by the beam penumbrae [33]. To this end, either the field size for the
determination of the beam quality has to be larger than the 10 cm X 10 cm
reference field, such that the equivalent square field size is 10 cm x 10 cm, or
the equivalent square field size S of the 10 cm x 10 cm reference field has to be
determined so that the measured values of TPR, 4(S) and %dd(10,S), can be
converted to the beam quality indices TPR,, 4(10) and %dd(10,10), as described
in Section 5.3.3.

L1.2.1. 'Water to air stopping-power ratios for FFF beams

The difference in water to air stopping-power ratios (s,), between
heavily filtered and unfiltered or lightly filtered beams has been the subject of
debate since the 1980s [34, 35, 37, 181-184]. Many of these discussions were
based on beams that either had non-clinical characteristics, such as those used in
the past in some national metrology institutes, or on clinical beams not in current
use. A relatively recent paper that compared Monte Carlo calculated water to air
stopping-power ratios for FFF and WFF beams assumed that FFF beams have no
filtration at all [34], while FFF beams in clinical use always have some minimal
filtration to prevent electrons emerging from the target from reaching the patient
and to reduce backscatter from the collimator into the monitor chamber, which
would complicate the modelling of beam output as a function of field size and
shape [108].

The only set of (s, ,;,), data available for FFF beams currently in clinical
use is from the Monte Carlo calculations by Dalaryd et al. [37], and these data
have been used to calculate the WFF-FFF differences as a function of beam
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quality for this COP. The data are shown in Fig. 21, where the values of the beam
quality indices are those reported in the publication. Strictly speaking, these
(Sy.air)p Values need to be corrected for the effect of the reduced equivalent square
field size, but this was found to result in very small differences, about 0.06% for
the data as a function of %dd(10,10),, and varying from less than 0.03% to 0.1%
for the data as a function of TPR,, ;,(10). One data point of the dataset (marked
as a triangle in Fig. 21) was disregarded because it represented a FFF beam
with a very low beam quality index and it skewed the difference because no
corresponding low beam quality value for the WFF beams was present in the
dataset. It is assumed that even though the extrapolation of the curves in Fig. 21
to lower beam quality indices is less accurate (potentially closer estimates are
provided by the dashed lines), the difference between the two curves is better
represented by omitting this data point.

Thus, for FFF beams, the ké‘ef values from Refs [1, 7] have been corrected
for these differences; the applied correction factors as a function of TPR,, ;,(10)
and %dd(10,10), are given in Table 30. The values chosen for %dd(10,10), in
this table are the result of the optimization to match ké‘cf for FFF beams as a
function of TPR, ;,(10) and %dd(10,10), described in Section 1.2.4.

1.2.2. Ionization chamber perturbation correction factors for FFF beams

There are at present no data in the literature on the difference in ionization
chamber perturbation correction factors between WFF and FFF beams as a
function of the beam quality indices. For the chamber wall perturbation correction
factor, it is known that it depends on the water to air stopping-power ratio as
well as on the wall to air stopping-power ratio, and that the dependence on beam
quality index is smaller than the dependence on water to air stopping-power ratio.

Given the lack of data, it is assumed in this COP that the dependence of
ionization chamber perturbation correction factors as a function of the beam
quality indices is the same as for WFF beams, and the ké‘ef data are not corrected
for this potential difference.

1.2.3. Volume averaging correction factors for FFF beams

The non-uniformity of the lateral beam profiles of reference fields in
FFF beams results in an under-response of the reference ionization chambers that
is relatively large compared to the scale of the dose variation at the centre of these
reference fields. It has, for example, been shown that the dose averaged over
the dimensions of a Farmer ionization chamber in the 6 cm diameter reference
field of a CyberKnife machine is about 1% lower than the dose at the centre
of the field [76, 81]. Reference [7] explicitly introduced a new correction factor
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FIG. 21. Water to air stopping-power ratios (s,,,;,)q for clinical WFF and FFF beams
calculated by the Monte Carlo method [37]. The triangular data point on the left was
disregarded in the analysis, as explained in the text. The solid lines represent quadratic fits
used to calculate the difference in (s,,,,)q between WFF and FFF beams. The dashed lines
represent potentially better estimates for the extrapolations to low beam quality indices, but
it can be assumed that the differences are well described by the extrapolated solid curves
(reproduced with the permission of the American Association of Physicists in Medicine).
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TABLE 30. RATIOS OF WATER TO AIR STOPPING-POWER RATIOS FOR
FFF AND WFF BEAMS USED AS CORRECTION FACTORS IN THIS CODE
AS A FUNCTION OF THE BEAM QUALITY INDICES TPRy, ,(10) AND
%dd(10,10),

TPR,,(10) 0630 0.660  0.690 0720  0.750

(Suaie e / (Suair o 0999 0998 0997 0996 0994
’ TPRzo,m(]O) ? TPRznAln(m)

%dd(10,10), 638 656 682 717 761

(S /(s o 0.998 0998 0998 0998  0.998
WAl Jouqd(10,10) [ \" W) 9%dd(10,10)

in the equation to determine absorbed dose to water accounting for this volume
averaging effect, but no values were provided for the correction factors.

The volume averaging correction factor is defined as the dose averaged over
a volume of water in homogeneous water where the water volume coincides with
the volume displaced by the ionization chamber. Kawachi et al. [81] proposed an
expression for calculating the volume averaging correction factor from measured
lateral beam profiles:

o e
(kv = ffAOA; o (52)

where x and y are the coordinates on the axes orthogonal to the beam central
axis, A4 is the area of the projection of the sensitive volume of the chamber on a
plane orthogonal to the beam axis and OAR(x,y) is the off-axis ratio, which is
the 2-D lateral beam profile at the measurement depth normalized to the central
axis. Equation (52), however, does not account for the change of the longitudinal
extent of an ionization chamber depending on the lateral position. A more
accurate expression is given by:

(k)5 JJ e (53)

e _fwa(x,y)OAR(x,y)dxdy
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where w(x,y) is a weighting function representing the extension of the air cavity
of the ionization chamber along the beam axis as a function of the beam lateral
coordinates.

As an example, the volume averaging correction factor is calculated for a
Farmer chamber in the 6 cm diameter reference field of a CyberKnife machine
using Eqs (52, 53) for the four geometrical models of varying simplification of
the ionization chamber described in Fig. 22.

For the four models in Fig. 22, the weights w(x,y) in Eq. (53) are calculated
as the length of the chord defined by the intersection of the line at lateral offsets x
and y parallel to the beam axis and the chamber:

Aw(x,y)=1, —-L/2 < y< L/2and x=0

B:w(x,y)=vR*—x?, —L/2 < y< L/2and x<R

w(x,y)=vR*—x?, ~L)2<y< L, —L/2and x<R

C: _ 2 _
w(x,y)= RRWZE2 2 i< y< i and x<REZE2
2 ce
7L> L —L

w(x,y)=vR*—x?, -L/2<y< L,—L/2and R <x

2
w(x,y)= RZM_xZ, L -L]2<y< L/ZandxﬁRLL/z
L)Z c L_—L
- ce

and w(x,y) = 0 for any point at a position not defined in the expressions above.
The resulting volume averaging correction factors are given in Table 31.

If model D is considered to be the most accurate chamber representation,
then Eq. (52) overestimates slightly the volume averaging effect because it assigns
too much weight to the peripheral radial regions of the chamber. However, it is
clear that all models yield results within reasonable agreement. For this reason,
the volume averaging correction is calculated in this COP for FFF beam types in
clinical use according to model A, i.e. a simple integration over a line having the
length of the thimble ionization chamber.
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FIG. 22. Upper panel: illustration (not to scale) of the four models considered for the
calculation of the volume averaging correction for a thimble ionization chamber in an
FFF beam: (A) a line shaped detector of 2.3 cm length, (B) a cylinder of 2.3 cm length and
0.6 ¢cm diameter, (C) a cylinder of 2.12 cm length and 0.6 cm diameter with a conical tip of
0.18 cm length (corresponding to a Farmer type cavity volume without a central electrode),
and (D) a cylinder of 2.12 cm length and 0.6 cm diameter with a conical tip of 0.18 cm length
and a cylindrical central electrode of 2.12 cm length and 0.11 cm diameter (corresponding
to a Farmer type chamber with central electrode). Lower panel: lateral beam profile of a
CyberKnife [83] used for illustrating the calculation of the volume averaging correction.
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TABLE 31. VOLUME AVERAGING CORRECTION

FACTORS (k)

(calculated with Eqs (52) or (53) using the weighting factors
w(X,y) of the four models illustrated in Fig. 22)

Method (k vol )gﬁ
Eq. (52) (Kawachi) 1.0116
Eq. (53) Model A 1.0108
Eq. (53) Model B 1.011 4
Eq. (53) Model C 1.010 5
Eq. (53) Model D 1.010 5

Measured lateral beam profiles were extracted from the literature for
Varian TrueBeam [27], Siemens Artiste [185], TomoTherapy HiArt [186] and
CyberKnife [83] machines. For the FFF beams in an Elekta Versa HD, beam
profiles were kindly provided by W. Lechner from the Medical University of
Vienna. For the Varian TrueBeam and Elekta Versa HD, profiles for nominal
accelerator potentials of 6 MV and 10 MV were included in the calculations.
Figure 23 shows the volume averaging effect (the reciprocal of the volume
averaging correction factor) for these beam profiles. It can be observed that,
except for the CyberKnife, the volume averaging effect is very similar for all
beams with nominal accelerator potentials of 67 MV. The same can be concluded
for 10 MV beams. The much larger volume averaging effect for CyberKnife can
be explained by a combination of the influence of the closer measuring distance
and the narrower primary collimator.

As aresult of a fitting procedure for these data it was found that, except for
the CyberKnife, the volume averaging effects in Fig. 23 are reproduced within
0.05% for chamber lengths up to 2.4 cm by the following expression for the
correction factor:

Jrer _ -3 3).[_100 ? 2
(ko) = 14+(6:2x107>- TPR 1 (10)—3.57x 10 ).[SD—D] L (54)

where L is the length, in cm, of the thimble ionization chamber and SDD is the
source-to-detector distance (which equals the source-to-surface distance, SSD,
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FIG. 23. Volume averaging effect (the reciprocal of the volume averaging correction factor)
for various FFF beams based on measured profiles and calculated using Eq. (53) according to
model A in Fig. 22. Source-to-surface distances (SSD) and depths (d), both in cm, for which
the profiles have been measured are indicated in the legends. The full lines are quadratic fits
with only the coefficient of the second order term as free parameter (the zero-th and first order
terms being fixed at 1 and ().

plus the measurement depth), in cm. The assumption is made that the field size is
defined at a distance of 100 cm from the photon source.

Using %dd(10,10), the following expression was found to provide similar
accuracy:

(k

2
Vol)gef =1+(5.9%x107-%dd(10,10), —3.38 x 103).[%] L2 (55)

For CyberKnife machines, these expressions are not adequate due to the
considerably larger volume averaging effects. An accurate expression for the
volume averaging correction factor for CyberKnife machines at an SSD of 80 cm
and a measurement depth of 1.5 cm was found to be:

(kyor ) = 1419107212 (56)
Table 32 gives the generic volume averaging correction factors for

different ionization chambers as a function of TPR,,,(10) or beam type used
in this COP. They are all based on Eq. (54) and an SDD of 100 cm, except for
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CyberKnife where they are based on Eq. (56). For TomoTherapy machines,
TPRy, 14(10) = 0.645 was selected as a typical value derived from literature data;
it corresponds to a 10 cm x 10 cm hypothetical reference field. These values have
been used in the calculation of the generic values of ké‘ef for FFF beams given in
Table 13.

If the measurement is performed at a different SDD or if a specific (k,,,
is available, determined directly from a measured lateral beam profile, the generic
ké‘ef can be multiplied by the ratio of the specific volume averaging correction
factor as follows (values are given in Table 32):

)fre[

Jret
[(kvol)Q

ret
[(kml)Q

} specific

o specific (1 fu Table12
(kQ f) - kQ ' JTable32

(57)

fref

f specific .
'°‘} represents the “better” estimate of (k)"

where [(kvol) o

1.2.4. ké‘“ values for FFF beams

kf « values (with reference to Q, = ®°Co) for FFF beams as a function of
TPR,, 10(10) have been obtained as the product of the kf o values for WFF beams
in Table 12, correction factors for the difference in Water to air stopping-power
ratio from Table 30 and the volume averaging correction factors from Table 32.
The recommended set of kf e values for FFF beams is given in Table 13.

To obtain the %dd(lO 10), corresponding to the TPR,, ;,(10) Values in the
table in a way similar to that used for WFF beams, a separate table of & et as a
function of %dd(10,10), was built for a range of initial %dd(10,10), estlmates.
These ké’ef values were obtained as the product of interpolated ké’ef values from
Table 12, correction factors for the difference in water to air stopping-power ratio
derived from the fits in Fig. 21 and volume averaging corrections calculated with
Eq. (55). New estimates of the corresponding %dd(10,10), were then obtained
by iteratively minimizing the sum of the squares of differences between the
k é‘ef values in both tables and recalculating the correction factors for the difference
in water to air stopping-power ratios and the volume averaging corrections for
the new estimates of %dd(10,10), in each step of the iteration. This procedure
leads to the values of %dd(10,10), given in Table 30, and the product of the three
factors results in the kgef values of Table 13. Note that kf et f ~ values are assumed
to be identical to the tabulated kf o values.

There is evidence from measured or Monte Carlo calculated data to support
these values, but it is mostly restricted to CyberKnife or TomoTherapy machines.
For the CyberKnife beams, an experimental investigation compared the response
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of a PTW 30013 Farmer chamber in water at 5 cm depth with that of alanine
dosimeters [76, 82]. The results were presented in the form of kf e/ &, but from
the data reported, the value of kf mefiet can be calculated to be 0. 991 i O 016 [76]
and 0.989 + 0.016 [82]. While these results are approximately 1% lower than
the value given in Table 13, the difference is within the uncertainties of the
measurement. Various authors have calculated kém“ Tt data by the Monte Carlo
method, either from detailed simulations of the ionization chamber geometry [51]
or by calculation of the contributing factors in the equation for beam quality
correction factors [81, 187, 188]. Because the latter three papers only include
values not corrected for volume averaging, data with and without the volume
averaging correction factors from Table 32 applied are shown in Table 33. Good
agreement between the Monte Carlo calculated data and the data of Table 13 can
be observed for all chambers investigated.

For TomoTherapy machines, only two experimental investigations are
related to ionization chamber types recommended in this COP for reference
dosimetry [189, 190]. The response of a NE 2611 chamber was compared with
that of alanine, resulting in kf mefret = (0.996 [189], which can be compared to the
0.993 value in Table 13. Another publication compared the response of NE 2611
and NE 2571 chambers with alanine, obtaining kf mefret yalues of 0.992 and 1.010,
respectively [190]; these can be compared to the correspondmg values of 0.993
and 1.003 in Table 13. Other experimental studies [190, 191], as well as Monte
Carlo calculations [28, 30], have confirmed that the data for an A1SL chamber
also agree with values calculated using the method described in this Appendix
to arrive at the data in Table 13. Monte Carlo calculations for some of the
chambers recommended in this COP, obtained either from detailed simulations
of the chamber geometry [186] or by calculation of the contributing factors in the
equation for beam quality correction factors, have also been reported [192]; they
are compared in Table 34 with the values recommended in this COP, and they
again show good agreement.

1.2.5. Uncertainties of kéref values for FFF beams

The uncertainty of ké‘ef values for WFF beams needs to be combined with
those for the correction of the water to air stopping-power ratio, the assumption
that perturbation correction factors are the same as for WFF beams and the
volume averaging correction factor.

The uncertainty on the correction of the water to air stopping-power ratio
has been estimated by assuming an asymmetric triangular distribution with the
WFF data as upper limit, the Xiong and Rogers data [35] as lower limit and the
values from Dalaryd et al. [37] as mode. For the data as a function of TPR,, ,(10)
this results in a relative standard uncertainty of 0.2%, while for the data as a
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TABLE 33. COMPARISON OF MONTE CARLO CALCULATED VALUES
OF kgm“’f'“" FOR CYBERKNIFE MACHINES FROM FOUR REFERENCES
AND THOSE OBTAINED IN THIS CODE

Ionization chamber k f::fref !

Reference [51] [187] (81] [188] This COP
Exradin A12 1.006 ((1):333) (?:ggg) (1):83‘3*
Exradin A12S (81332) 833;
NE 2571 1003 ?:ggg
NE 2561/2611 (81332) 8133§
PTW 30001 (81333) g:ggg
PTW 30002 ((1):335) g:gg;
PTW 30004 (?:ggg) ?1333
PTW 30006/30013 1000 (8:333) (?133}) 81333

Note: For each chamber, the upper row corresponds to values without a volume averaging
correction factor and the lower row to corrected values (those within parenthesis have
been derived from the published values using the generic volume averaging correction
factors in Table 32).

* ok émsf’jtg'ef with reference to Q,, = *Co.

msr >

function of %dd(10,10), the resulting relative standard uncertainty is negligible
(<0.05%).

For the generic volume averaging correction factors used in the calculations,
a relative standard uncertainty of 0.2% has been assumed based on (i) the
agreement of the generic data with those calculated for the individual beams,
(i1) the simplification made by using model A in Fig. 22, (iii) uncertainties of the
ionization chamber geometries, and (iv) the assumption of generic beam profiles
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TABLE 34. COMPARISON OF MONTE CARLO CALCULATED VALUES
OF kf Jws FOR  TOMOTHERAPY HIART MACHINES FROM TWO
REFERENCES AND THOSE USED IN THIS CODE

Ionization chamber k gn‘:;’fm !

Reference [186] [192] This COP
Exradin A12 1.000 8332
NE 2571 0.997 (82333) 8:332
PTW 30006/30013 0.997 (82333) 8332

Note: For each chamber, the upper row corresponds to values without a volume averaging
correction factor and the lower row to corrected values (those within parenthesis have
been derived from the published values using the generic volume averaging correction
factors in Table 32).

a kf e Q'ef with reference to Q, = “Co.

msr 0

established from variations of profiles measured by different authors for the same
machine type.

Given the slow variation of other correction factors with beam quality, the
assumption that they are the same for FFF and WFF beams was estimated to result
in an additional uncertainty contribution of not more than 0.1%. The resulting
estimation of the combined relative standard uncertainty of the recommended
kf < values for FFF beams given in Table 13 is therefore 1%. Based on current
knowledge and uncertainty estimates, it is assumed that kém“ fit equals kf o for the
hypothetical conventional reference field of the machine. No data are avallable
on the variation of the water to air stopping-power ratios with field size, but
given that the photon scatter contribution at the measurement point is smaller for
FFF beams than for WFF beams, it can be assumed that this variation of water to
air stopping-power will be even smaller for FFF beams. Thus, the same relative
standard uncertainty of 0.15% for the s ;. contribution is deemed appropriate.
This contribution will only marginally i 1ncrease the overall uncertainty of kf st f ref
values as compared to the uncertainty of Lt values.

Similar considerations as for WFF beams apply concerning the uncertainty
component for the matching of %dd(10,10), to TPR,, ;,(10) data and when the
calibration beam quality Q,, is not °Co, but another FFF linac beam.
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1.2.6. Equivalent uniform square field sizes of FFF beams

In FFF beams, the scatter for a given field size is smaller than in WFF beams
due to the non-uniform lateral beam profile. As a result, for a 10 cm x 10 cm
reference field, the equivalent uniform square field side is smaller than 10 cm.

Measured ratios of ionization chamber readings as a function of field
size show that the scatter function of FFF beams is very similar to that of WFF
beams and, especially for equivalent square field sides smaller than 12 cm,
cannot be distinguished; hence, the scatter function given in Eq. (50) can be used
for FFF beams. In the integration over the field area, however, a function F(r)
describing the radial dependence of the lateral beam profile has to be introduced'*:

—Ar
SCpua = — [[ A=) e | F(r)rardo (58)
27 field area r

Note that Eq. (51) for WFF beams is only a special case of Eq. (58), with
F(r) = 1. Using the same approach as for WFF beams, i.e. defining field sizes to
be equivalent if their scatter components, calculated with Eq. (58), are the same,
equivalent uniform square field sizes were calculated for square, circular and
rectangular fields in FFF beams using published lateral beam profiles measured
at the depth of maximum dose. The results for 67 MV and 10 MV beams were
obtained as averages of all available data for each nominal accelerating potential,
and provided as generic values for 6-7 MV and 10 MV beams in Tables 16
and 17, respectively.

Samples of the values are shown in Fig. 24, which illustrates the dependence
of the relation between different field shapes for 6-7 MV and 10 MV beams;
these differ due to the difference in the non-uniform lateral beam profiles. The
equivalent flattened square field size on the ordinate axis is not to be confused
with an equivalent square field in a WFF beam but rather here is a (virtual)
uniform field with the same photon spectrum as the non-uniform msr or ref field
in the FFF beam. Since having different FFF fields with the same equivalent
uniform square field size means that they have the same scatter component,
equivalent square field sizes of circular or rectangular FFF fields can be obtained
from Fig. 24 using the same procedure as in Fig. 20.

14 For simplicity it is assumed that FFF beams have radial symmetry, but any 2-D profile
could be used in the integration.
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FIG. 24. Equivalent uniform square field sizes of msr fields of various shapes and dimensions
in FFF beams with nominal accelerating potentials of 6 MV (upper panel) and 10 MV (lower
panel). The dimension of the FFF field, represented on the horizontal axis, refers to the size of

square fields, the diameter of circular fields or the width X of rectangular fields with a length
of 10 cm.
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Appendix 11

DETERMINATION OF FIELD OUTPUT CORRECTION FACTORS
AND THEIR UNCERTAINTY ESTIMATES

Following the considerable amount of research in small megavoltage photon
beam dosimetry during recent years, there is a large amount of experimental and
Monte Carlo calculated data available for detector specific'® output correction
factors, kéll];‘;m, particularly for certain solid state detectors and ionization
chambers on the central axis of 6 MV beams. Unfortunately, the published data
are rather scattered for certain field sizes, especially for the smallest fields, and
lack homogeneity with regard to the SSD or SDD used, the depth of measurement
or calculation, the definition of field size at the surface or at a reference depth,
etc. To further complicate the determination of average values for the different
detectors and their subsequent statistical analysis, most of the published data
lack a proper estimation of the uncertainty in the various steps involved in the
determination of the correction factors given by the different authors.

IL.1. SELECTION OF DATASETS FOR DERIVING FIELD OUTPUT
CORRECTION FACTORS

To derive small field output correction factors from the literature for the
range of small field detectors considered in this COP, three types of datasets have
been considered:

(i) Reference detectors, perturbation free except for volume averaging

When available, experimental data were obtained by comparing the field
size dependence of the small field detector with that of another small field
(reference) detector which can be assumed to be perturbation free except for
volume averaging. This is the case for reference detectors with radiological
properties and densities that are not too different from the corresponding
values for water, and, since they enter Eq. (47) as a ratio, it can be assumed
that no other correction than volume averaging is required. Examples
of such reference detectors are alanine, TLDs, organic scintillators and
radiochromic film. For these detectors, the kéd:"me: values for the small
field detector were derived from the published data as follows:

15 Monte Carlo calculations of simplified detector geometries are not considered in
this section.
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(i)

162

M fixk, f M f
kfclm msr [Sfd] ch [re ]X re / msr re]

e Qo My [sfd /M sfd]

(39)

where the generic notation M[#] denotes the reading of detector # in the
field of quality Q, ‘ref” refers to the reference detector, which is assumed to
be perturbation free except for volume averaging, and ‘sfd’ stands for the
small field detector. The factor &, [ref] is the volume averaging correction
factor for the reference detector in the clinical small field; this correction
is assumed to be unity for the reference field (i.e. no volume averaging
correction is required for the 10 cm x 10 cm field).

In some cases the published data had already been calculated in this manner
by the authors. In other cases the authors had corrected both the small field
readings of the reference detector and those of the small field detector for
volume averaging and reported ‘residual’ correction factors, i.e. a correction
accounting for all fluence perturbation effects except for volume averaging.
In the latter case, the reported ‘residual’ correction factors have been
multiplied by an estimated &, [sfd], i.e. the volume averaging correction
factor for the small field detector in the clinical small field. In most cases,
the values according to Eq. (59) have been derived from the raw data
provided in the publication’s tables, by private communication with the
authors or, if neither of these two was available, by digitizing graphs from
the publications. If more than one reference dosimeter fulfilling the criterion
of being ‘perturbation free except for volume averaging’ was used in a
study, average values of the numerator of Eq. (59) for those detectors were
used. This was the case, for example, with the Azangwe et al. dataset [100],
which reported values for a number of detector types, including two types
of TLDs, two alanine systems and two organic scintillators.

Reference detector with known output correction factors

Many publications are available in which a range of small field detectors
have been compared but none of them can be considered ‘perturbation free
except for volume averaging’. If output correction factors are available
for one of these detectors, which based on a substantial set of independent
data differ from one another by not more than 5%, experimental output
correction factors for the other detectors have been derived as follows:

fc n er
k fetin fmsr [Sfd] chm [ ]X k :m O s ref M e l‘ef (60)
Qutin Crmsr MQ i Sfd /M Sfd]




Examples of such suitable reference detectors are unshielded diodes,
stereotactic diodes, natural and artificially grown diamonds and liquid
ionization chambers.

(ii1)) Monte Carlo calculated output correction factors
Output correction factors from Monte Carlo simulations were derived

according to the expressions given in the international formalism by
Alfonso et al. [8] (see eq. (10)), i.e.:

DW»ann /DW~Qmsr (6 1)

k fc]in ’fmsr Sfd
[ [sfd] / Dyeio [sfd]

. =
Qi Crmsr Dy

clin

where the generic notation D, , stands for the average absorbed dose to
water scored in a small voxel at the reference point in homogeneous water
in a field of quality O and Dy, o[sfd] is the average dose scored in the
small field detector in a field of quality Q. In most publications, the output
correction factors according to Eq. (61) were calculated by the authors, and
in some cases they have been derived from published raw data.

Data obtained with a ‘hybrid procedure’, combining Monte Carlo calculated
field output factors in water, determined from the dose scored in a small
water voxel, with measured ratios of detector readings (as for example
in Ref. [193]) were not used because even for the best commissioned Monte
Carlo model it cannot be assumed that the simulation and the measurement
correspond to the same particle fluence distribution. Such ‘hybrid’ data can,
however, play an important role in the commissioning of a Monte Carlo
model [194, 195].

The field size used for each data point was the equivalent field size at the
measurement depth. For a SAD set-up, the nominal or stated field size corresponds
to the size at the detector position. For SSD set-ups, the field size specified at the
phantom surface has been scaled accounting for the divergence of the beam, i.e.
at measurement depths of 5 cm and 10 cm this requires multiplying the stated
field size by a factor 1.05 and 1.10, respectively. Preference has been given to
measured field sizes, but if these were not available, nominal field sizes have
been used. All data were assumed to apply to a measurement depth of 10 cm in
water. Values obtained at the depth of maximum dose were not considered. For
detectors not showing a substantial field size dependence in square field sizes
above 3 cm, published data obtained at 5 cm depth were assumed to be valid at
10 cm depth. For detectors exhibiting a substantial field size dependence for sizes
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above 3 cm, such as unshielded diodes, a linear field size dependent correction
was applied based on data from publications where measurements at both depths
were reported.

All the selected published results were renormalized to a 10 cm x 10 cm
reference field size (hence f,,,= 10 cm x 10 cm). In many publications, data had
been normalized to a smaller intermediate field size (commonly square field sizes
of 3 cm, 4 cm or 5 cm), but data for a 10 cm x 10 cm reference field had been
given as well. In situations where data for a 10 cm x 10 cm reference field were
not available, average ratios of the output correction factors for the same detector
in the intermediate field size obtained from other publications have been used to
renormalize the data. For field sizes that were slightly non-square (e.g. even if
they are nominally square, measured FWHM field sizes could be rectangular),
as well as for circular collimated fields, the equivalent square of small field
sizes was taken as the square having the same area as the rectangular or circular
collimated field following the observations by Cranmer-Sargison et al. [19].

II.2. MEAN VALUES AND UNCERTAINTY ESTIMATES

Mean values of the field output correction factors and uncertainty estimates
have been derived following as closely as possible Ref. [10], according to a
procedure adapted from Ref. [11]:

(i) Based on the detailed uncertainty estimates made by some authors

[50, 136, 196], uncertainties for the datasets used in the present analysis
have been taken as 1% for all the field sizes in Monte Carlo calculations,
1% for the experimental values with fields larger than 1 cm x 1 cm,
and 2% for the experimental values with fields equal to or smaller than
1 cm x 1 cm. These uncertainties are considered overall uncertainties
of type B, henceforth referred to as ug - This common choice precludes
any bias due to the uncertainties quoted by the authors of the different
datasets, here assumed to be identical for all the sets within each modality,
experimental or Monte Carlo.
It is emphasized that measurements for the smallest field sizes are
always troublesome, mainly due to the alignment of each detector, which
justifies the criteria above. Monte Carlo calculations for these fields are in
principle not affected by this constraint, although there are other important
contributions to their uncertainty (see step (iii)).

(i1) For each detector, the entire set of data for all field sizes (experimental and
Monte Carlo) has been fitted with respect to the field size S by a function
having the form:
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(iii)

10—a

o 1+d-e b
eyl (8) ==+ (S 10) (62)

1+d-e b

where the data are weighted by the uncertainties of step (i). The coefficient
d can only take the binary values of d = +1 or d = —1. Data outside the
99% confidence level prediction interval are filtered out and the fit re-done
to determine the final coefficients a, b and c. This step thus yields estimates
of the weighted mean ké'lfo ‘_ values as a function of the field size. Note
that the equation contains a normalization forcing the fit to be equal
to 1 for the 10 cm x 10 cm field size. For machines that cannot establish
the 10 cm x 10 cm reference field, kéC“"’fQ"“' values were derived from the

values given by Eq. (62) as follows: ctineCrnsr

Je Letin=Tret (S)

J LetinTmsr (S):M (63)
Qc in ’Qmsr fmsr ’fre
‘ k326 (Smar)
where S, is the equivalent square small field size of the machine specific

reference field f .
An overall type B standard uncertainty, ug, for each field size and detector
type has been estimated from the range of data values, including the
experimental and Monte Carlo values. This is evaluated by assuming that
the limiting values =L of the data range for each field size correspond to the
95% confidence limits of a normal (Gaussian) distribution; thus uy = L/2.
Note that this is a compromise between assuming a rectangular (uB =LK3
or a triangular (uB =Li6 ) distribution for the data (see Refs [111, 197]).
This overall uy is assumed to correspond to the contribution of possibly
correlated items and details not accounted for in the different publications.
For example, the reading of many detectors often requires elaborate
procedures and corrections, and all measurements are relative to a given
reference detector (of diverse type) whose response often also requires
non-trivial corrections. Also, Monte Carlo data do not account for the
possible influence of the radiation source type (which is particularly
important for the smallest field sizes), there are unknown differences
between a detector’s design (blueprints on which the simulation geometry
is based) and its actual production by the manufacturer, and there are
details about the detector’s operation that cannot be simulated [114]. In
both modalities of data, differences between detectors of the same model
and manufacturer and accelerator-to-accelerator differences are also often
ignored.
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For some detectors and/or field sizes, there are only one or two datasets
available and the method does not yield a realistic estimate of ug; in those
few cases the uncertainty has been taken to be as for a similar detector type.
(iv) The combined standard uncertainty for the mean k °“_"’f e values, u,,
becomes strongly dominated by the u; above, which is about one order of
magnitude larger than g » especially for the smallest beam sizes. Adding
ug, to ug in u, would involve some degree of double counting; hence, the
uncertainty weights in the fits of step (ii) are used only to weight differently

experimental vs Monte Carlo data for certain field sizes.

I1.3. DATASETS AND GRAPHS OF THE STATISTICAL ANALYSIS

Details on the sources of experimental data used in this COP to derive
small field output correction factors kéllgﬂm are given in Table 35, along
with information on the reference detectors and experimental conditions
used for deriving output correction factors in each dataset. Table 36 gives the
corresponding information for the Monte Carlo calculated correction factors.
Detector and machine specific field output correction factors are given in
Tables 23 to 27.

The most substantial collection of data is available for linac beams with
nominal accelerating potentials of 6 MV at a measurement depth of 10 cm. No
indication for significant differences in field output correction factors was found
between MLC collimated beams and stereotactic cone shaped beams, represented
as a function of the equivalent square small field size, confirming earlier
observations [56, 136, 198]. Similarly, no significant differences in data between
FFF and WFF beams were observed, confirming earlier findings reported in the
literature [57, 196, 216].

All the data for 6 MV beams at the reference depth of 10 cm and with
reference to 10 cm x 10 cm conventional reference fields are shown in Figs 25-30
and discussed in the following two paragraphs. In the legends of these six figures,
a distinction is made between experimentally derived values and Monte Carlo
calculated data; additional information is given for some data to distinguish
between different datasets from the same publication. The thick continuous line
and uncertainty bars (enveloped by thin continuous lines) describe the weighted
mean values and their combined expanded uncertainty with a coverage factor of
k=2 (i.e. at 95% confidence level). The horizontal line sets the limits (0.95—-1.05)
within which correction factors are recommended in this COP. Data indicated by
an arrow are discarded during the fitting procedure because they differ by more
than 3 standard deviations from the fitted values.

Text cont. on p. 186.
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FIG. 25. Detector specific output correction factors, ké“l‘_",fécf t_(S), as a function of the field
size (in logarithmic scale) and at a depth of 10 cm, for a reffe‘zreﬁceﬁeld size 10 cm % 10 cm, in
water on the central axis of 6 MV photon beams, for two shielded diodes, two unshielded diodes
and two microionization chambers. The uncertainty estimates shown correspond to those for
the individual detectors, which exclude the data indicated by arrows (see Section 11.2).
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FIG. 25. (cont.) Detector specific output correction factors, kg“i']“‘“%;f(S) as a function of the
field size (in logarithmic scale) and at a depth of 10 cm, for a reference field size 10 cm x 10 cm,
in water on the central axis of 6 MV photon beams, for two shielded diodes, two unshielded
diodes and two microionization chambers. The uncertainty estimates shown correspond to
those for the individual detectors, which exclude the data indicated by arrows (see Section 11.2).
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FIG. 25. (cont.) Detector specific output correction factors, kél‘:nfée:d(s) as a function of the
field size (in logarithmic scale) and at a depth of 10 cm, for a reference field size 10 cm x 10 cm,
in water on the central axis of 6 MV photon beams, for two shielded diodes, two unshielded
diodes and two microionization chambers. The uncertainty estimates shown correspond to

those for the individual detectors, which exclude the data indicated by arrows (see Section II.2).
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(a)

(b)

FIG. 26. Detector specific output correction factors, ké‘c':nfée:d(S) as a function of the field size
(in logarithmic scale) and at a depth of 10 cm, for a reference field size 10 cm x 10 cm in
water on the central axis of 6 MV photon beams, for unshielded diodes and the PTW 60019
microdiamond. The uncertainty estimates shown correspond to the global values for detectors

of a given type provided in Table 37.
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(c)

(d)

FIG. 26. (cont.) Detector specific output correction factors, kg“l“ ’féef f(S), as a function of the

in > ref

field size (in logarithmic scale) and at a depth of 10 cm, for a reference field size 10 cm % 10 cm
in water on the central axis of 6 MV photon beams, for unshielded diodes and the PTW 60019
microdiamond. The uncertainty estimates shown correspond to the global values for detectors
of a given type provided in Table 37.
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(e)

V)

FIG. 26. (cont.) Detector specific output correction factors, kg‘c‘:nfé“:ef(S) as a function of the
field size (in logarithmic scale) and at a depth of 10 cm, for a reference field size 10 cm % 10 cm
in water on the central axis of 6 MV photon beams, for unshielded diodes and the PTW 60019
microdiamond. The uncertainty estimates shown correspond to the global values for detectors

of a given type provided in Table 37.
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(a)

(b)

FIG. 27. Detector specific output correction factors, k! C“I‘_‘ ’fa‘ f(S), as a function of the field size
(in logarithmic scale) and at a depth of 10 cm, for a reference field size 10 cm x 10 cm in
water on the central axis of 6 MV photon beams, for shielded diodes. The uncertainty estimates

shown correspond to the global values for detectors of a given type provided in Table 37.
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(c)

(d)

FIG. 27. (cont.) Detector specific output correction factors, K/ °“l“’ rof (S) as a function
of the field size (in logarithmic scale) and at a depth of 10 cm, for a reference field size
10 ecm x 10 cm in water on the central axis of 6 MV photon beams, for shielded diodes. The

uncertainty estimates shown correspond to the global values for detectors of a given type
provided in Table 37.
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FIG. 28. Detector specific output correction factors, kg“l""fé““f(S), as a function of the field
size (in logarithmic scale) and at a depth of 10 cm, for a rce}%ré;tceﬁeld size 10 ecm % 10 ¢cm in
water on the central axis of 6 MV photon beams, for the PTW 60003 natural diamond detector
and the PTW 31018 liquid ion chamber. The uncertainty estimates shown correspond to the

global values for detectors of a given type provided in Table 37.
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(a)

(b)

FIG. 29. Detector specific output correction factors, ké‘::n’%fef(S), as a function of the field
size (in logarithmic scale) and at a depth of 10 cm, for a reference field size 10 cm x 10 cm
in water on the central axis of 6 MV photon beams, for microionization chambers. The
uncertainty estimates shown correspond to the global values for detectors of a given type

provided in Table 37.
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(d)

FIG. 29. (cont.) Detector specific output correction factors, kgi‘l‘l‘nf “’fef(S), as a function
of the field size (in logarithmic scale) and at a depth of 10 cm, for a reference field size
10 em x 10 cm in water on the central axis of 6 MV photon beams, for microionization
chambers. The uncertainty estimates shown correspond to the global values for detectors of a
given type provided in Table 37.
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(e)

()

FIG. 29. (cont)) Detector specific output correction factors, kf slin > é“ (S) as a function
of the field size (in logarithmic scale) and at a depth of 10 cm, fmi: a reference field size
10 ecm x 10 cm in water on the central axis of 6 MV photon beams, for microionization
chambers. The uncertainty estimates shown correspond to the global values for detectors of a

given type provided in Table 37.
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FIG. 29. (cont) Detector specific output correction factors, kf glin> 5* (S) as a function

:.ln

of the field size (in logarithmic scale) and at a depth of 10 cm, for a reference field size
10 ecm % 10 cm in water on the central axis of 6 MV photon beams, for microionization
chambers. The uncertainty estimates shown correspond to the global values for detectors of a
given type provided in Table 37.

For six small field detectors, Fig. 25 shows the data compilation for linac
beams with nominal accelerating potentials of 6 MV at 10 cm depth, the results
of the fits according to Eq. (62) and the uncertainties estimated according to
the procedure outlined in this Appendix. This figure shows data for pairs of
similar detector types (two shielded diodes, two unshielded diodes and two
microionization chambers) to illustrate that the procedure used for uncertainty
estimation yields values that depend substantially on the nature and amount of
data available for a given detector. They are, for example, less reliable when only
a small number of data sets are available. Given that there is no reason to assume
that for similar detectors the uncertainties vary significantly, detectors have
been grouped as follows: shielded diodes, unshielded diodes, microionization
chambers and mini-ionization chambers. The average uncertainty estimates for
each of these groups have been accepted as applicable to all the detectors of that
group. The PTW 60019 microdiamond detector has been added to the group of
unshielded diodes because its correction factors and uncertainty estimates are
very similar. The PTW 60003 natural diamond and PTW 31018 liquid ionization
chamber have been considered separately because no similar detector types
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(a)

(b)

FIG. 30. Detector specific output correction factors, kg‘c‘:nféifd(S) as a function of the field size
(in logarithmic scale) and at a depth of 10 cm, for a reference field size 10 cm x 10 cm in
water on the central axis of 6 MV photon beams, for mini-ionization chambers (note that some
data points at small field sizes fall outside the plotted area). The uncertainty estimates shown

correspond to the global values for detectors of a given type provided in Table 37.
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(c)

(d)

FIG. 30. (cont.) Detector specific output correction factors, kg‘c‘l'l‘“f ”;f(S), as a function of the
field size (in logarithmic scale) and at a depth of 10 cm, for a reference field size 10 cm % 10 cm
in water on the central axis of 6 MV photon beams, for mini-ionization chambers (note that
some data points at small field sizes fall outside the plotted area). The uncertainty estimates

shown correspond to the global values for detectors of a given type provided in Table 37.
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are present in the data compilation. For the PTW 60003 natural diamond, an
additional reason for this separate treatment is that the spread of data points
can be assumed to account for the range of the natural diamond sizes used in
the detector construction, as specified by the manufacturer, and its influence on
the volume averaging correction. Based on this approach, all available data for
6 MV beams with their fits and uncertainty estimates, according to the grouping
described, are shown in Figs 26-30.

For nominal beam accelerating potentials other than 6 MV and for
measurement depths other than 10 cm, the amount of data is limited. Using
the available data, a comparison has been made between 6 MV and 10 MV
beams and for three different measurement depths (10 cm, 5 cm and z_,,).
The fitting procedures were exactly the same as for the 6 MV beams at 10 cm
depth. Figure 31 shows the fits for the two energies and at the three depths for
the PTW 60017 unshielded diode, illustrating, as a representative example, the
observations made for all detectors. Because it was observed that the linear
term in Eq. (62) is always smaller in absolute value for 10 MV beams than for
6 MV beams and also systematically decreases in absolute value with decreasing
depth, graphs (b) and (d) show the same data with the linear term subtracted. In
summary, the following observations were made:

— On average, the ratio of the linear terms (i.e. coefficient ¢ in Eq. (62)) for
10 MV and 6 MV beams is 0.6; this can be explained by the higher mean
energy of the primary beam and thus also the higher mean energy of the
scatter component.

— On average, the ratio of the linear terms (i.e. coefficient ¢ in Eq. (62)) at
5 cm depth and at 10 cm depth amounts to 0.85, while the ratio of the linear
terms at z,,, and at 10 cm depth amounts to 0.35; this can be explained by
the increase of the scatter component with depth.

— After subtracting the linear term in Eq. (62) the remaining part of the
correction factors was always within the expanded uncertainty interval of
the fit to all 6 MV data at 10 cm depth; nevertheless, the fit to the data at
z..x Was found to be systematically closer to unity than at the other depths,
which was reflected in a reduction of the sigmoid term in Eq. (62) by
20-60% depending on the detector type.

— When taking into account the equivalent square small field size at the
measurement depth, the field output correction factors do not depend on
the SDD (observations made for the CyberKnife at distances ranging from
65 cm to 100 cm [217]).
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(a)

(b)

FIG. 31. Fits to detector specific output correction factors, kgi‘]“‘“f 'erfef(S), as a function of the
field size (in logarithmic scale) for the PTW 60017 unshielded diode for 6 MV and 10 MV
photon beams at a depth of 10 cm in water (graphs (a) and (b)) and for 6 MV photon beams at
depths of 10 cm, 5 cm and z,,,, (graphs (c) and (d)), for a reference field size 10 cm x 10 cm.

Graphs (b) and (d) represent the same data as graphs (a) and (c) but with the linear term of
Eq. (62) subtracted.
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FIG. 31. (cont.) Fits to detector specific output correction factors, k. Slin fret S), as a function
of the field size (in logarithmic scale) for the PTW 60017 unshielded diocgéfoe; 6 MV and 10 MV
photon beams at a depth of 10 cm in water (graphs (a) and (b)) and for 6 MV photon beams at
depths of 10 cm, 5 cm and z,,,, (graphs (c) and (d)), for a reference field size 10 cm % 10 cm.

Graphs (b) and (d) represent the same data as graphs (a) and (c) but with the linear term of
Eq. (62) subtracted.
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The only exception to these observations was the Sun Nuclear EDGE
shielded diode, for which the difference between data for 6 MV and 10 MV
beams was larger than the expanded uncertainty. This could be due to the
particular construction of this detector with the stem and contacts lateral to the
position of the diode, but since this was related to a limited set of data it could
also be an isolated outlier; hence this detector has not been treated differently
from the others in the generation of the data tables.

The fitting parameters a, b, ¢ and d obtained for the 6 MV beams at a
measurement depth of 10 cm (i.e. the fits shown in Figs 26-30) were used to
calculate the data in Table 26. The relative standard uncertainties (coverage factor
k= 1) for the different groups of detectors are given in Table 37. The calculation
of the field output correction factors in Table 27 for 10 MV beams at a depth of
10 cm in water used the same parameters a, b and d in Eq. (62) as for the 6 MV
beam data in Table 26, while the value used for parameter ¢ was 0.6 times the
value for 6 MV beams.

For the CyberKnife, data in Table 23 have been calculated with a reduction
of 40% applied to the sigmoid term, and the value used for parameter ¢ was
0.35 times the value for 6 MV beams at a depth of 10 cm, consistent with the
observations above. By this approach, good agreement was found between
published data for the CyberKnife [51, 76, 136, 217-219] and the data from
Table 23. For TomoTherapy machines, data in Table 24 used the fitting
parameters for the 6 MV beams at a measurement depth of 10 cm, but normalized
to the equivalent square field size of the 5 cm x 10 cm msr field.
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This is the first International Code of Practice
dedicated to the dosimetry of small static fields
used in radiotherapy. It is addressed to clinical
medical physicists using small static photon
fields with energies less than 10 MV, provided
with ionization chambers calibrated in terms of
absorbed dose to water traceable to a primary
standards dosimetry laboratory. It provides
consistent reference dosimetry traceable to
metrological primary standards and enables
common procedures for small field dosimetry
to be followed within a country. An overview
of the physics of small field dosimetry is
presented, followed by a general formalism for
reference dosimetry in small fields. Guidelines
for its practical implementation using suitable
detectors and methods for the determination

output factors are given for specific

e small static fields.






