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FOREWORD

In 2000 the IAEA published the Code of Practice (CoP) entitled Absorbed Dose Determination in External Beam Radiotherapy: An International Code of Practice for Dosimetry Based on Standards of Absorbed Dose to Water (IAEA Technical Reports Series No. 398). This CoP recommends procedures to determine absorbed dose to water from measurements made with an ionization chamber in photon, electron, proton and heavy-ion beams. The implementation of TRS 398 decreases the uncertainty in the dosimetry of radiotherapy beams and provides the Member States with a unified and consistent framework, which had not existed before. TRS 398 is gradually replacing the CoPs published earlier by the IAEA such as TRS 277 and TRS 381, which most Member States use today, and evidence of improvement in practical dosimetry is necessary to advocate its implementation.

TRS 398 is addressed both to standards dosimetry laboratories, especially Secondary Standards Dosimetry Laboratories (SSDLs), and to hospitals. To provide practical guidance to SSDLs on the calibrations and dissemination of calibration coefficients to hospitals in accordance with TRS 398, a coordinated research project (CRP E2.10.04) was established. Furthermore, to provide guidelines for practical implementation of TRS 398 for the hospital users in Member States, the coordinated research project (CRP E2.40.09) was extended. The main goal of the extended project was to test the procedures recommended in TRS 398 for different types of radiation beams and ionization chambers, and to compare the results with those obtained following other major dosimetry protocols that are in use all over the world.

The testing of TRS 398 was performed by a group of medical physicists from hospitals and various institutions around the world.

The two CRPs, CRP E2.10.04 and the extension of CRP E2.40.09, were conducted for three and two years respectively. The present publication is a compilation of the results and findings by the participants of both CRPs and is addressed to medical physicists at SSDLs and hospitals who seek guidance in the implementation of TRS 398 for radiotherapy dosimetry.

The IAEA wishes to express its gratitude to all authors and reviewers of this publication as listed at the end of the TECDOC. The final editorial contribution of M. Saiful Huq from the University of Pittsburgh Cancer Institute, Pittsburgh, Pennsylvania, USA is gratefully acknowledged.
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1. INTRODUCTION

The development of primary standards of absorbed dose to water for high-energy photon and electron beams, and the opportunity to use these standards as the basis for the dosimetry of kilovoltage X ray beams, as well as that of proton and heavy-ion beams, offer the possibility of establishing a coherent dosimetry system based on standards of absorbed dose to water for practically all radiotherapy beams. Many Primary Standards Dosimetry Laboratories (PSDLs) already provide calibrations in terms of absorbed dose to water at the radiation quality of $^{60}$Co gamma rays. Some laboratories have extended calibrations to high-energy photon and electron beams or are in the process of developing the necessary techniques for these modalities.

Supported by the recommendations in 1996 of the IAEA Standing Advisory Group, the “Scientific Committee of the IAEA/World Health Organization (WHO) Secondary Standards Dosimetry Laboratories (SSDL) Network”, a coordinated research project (CRP E2.40.09) was undertaken during 1997–1999 with the task of producing a new International Code of Practice (CoP) based on standards of absorbed dose to water.

In 2000 the task was completed by the publication of the CoP entitled Absorbed Dose Determination in External Beam Radiotherapy: An International Code of Practice for Dosimetry Based on Standards of Absorbed Dose to Water (IAEA Technical Reports Series No. 398) [1]. Its goal is to advise users on calibration of radiotherapy photon, electron, proton and heavy-ion beams using an ionization chamber calibrated in terms of absorbed dose to water. The recommendations of TRS 398 are addressed both to standards dosimetry laboratories, especially SSDLs, and to hospitals. The calibration of ionization chambers in terms of absorbed dose to water is realized at SSDLs and disseminated to hospitals. It is important that the SSDLs that have been calibrating ionization chambers in terms of air kerma get specific guidance on the realization of the new quantity, absorbed dose to water in a $^{60}$Co gamma ray beam. For radiation beam qualities other than $^{60}$Co (i.e. X rays, high energy photons, electrons, protons and heavy ions), the SSDLs are presently not able to realize the absorbed dose to water based quantities. This situation is not expected to change significantly in the next 10 years. To provide practical guidance to SSDLs on the calibrations and dissemination of calibration coefficients to hospitals in accordance with TRS 398, a coordinated research project (CRP E2.10.04) was conducted over 3 years. Initially, the CRP included one PSDL and 4 SSDLs\(^1\).

At the user level, the adoption of the new TRS 398 CoP will introduce differences in the values of the absorbed dose to water because of replacing the widespread use of various CoPs issued by the IAEA in the eighties and nineties (i.e. TRS 277, TRS 381), or the use of its data in many other protocols. The differences in the value of the absorbed dose to water are expected to depend on the type and quality of the beam and on the type of ionization chamber. The magnitude of these differences needs to be determined prior to the clinical implementation of TRS 398. For $^{60}$Co gamma radiation, which is generally better characterized than other modalities, beam calibrations based on the two different standards, $K_{\text{air}}$ and $D_w$, differ typically by 1\(^{\text{\,}}\)\(^2\) (TRS 398 dose values are higher compared to the values

---

1 The CRP was initiated with four participants from SSDLs, but only two completed the work.

2 It should be noted that since the measurements of this CRP were completed, many standards laboratories have revised their standards for air kerma by about 0.8%. Beam calibrations based on the revised standards for air kerma and $D_w$ will bring the absorbed dose to water at $^{60}$Co into agreement closer than 1%. 


determined with air kerma-based protocols). For other radiation qualities larger differences are expected, which will always include the systematic difference for $^{60}$Co.

In order to provide guidelines for practical implementation of TRS 398 for the hospital users in Member States, the coordinated research project (CRP E2.40.09) was extended and its scientific scope was expanded to include the task of analysing and quantifying possible differences with the recommendations of other dosimetry protocols. The main goal of the extended project was testing the procedures recommended in TRS 398 for different types of radiation beams and ionization chambers, and comparison of these results with those obtained with the major protocols that are in use all over the world. The recommendations in the Code of Practice TRS 398 will gradually replace those of TRS 277 [2] and TRS 381 [3], which most Member States use today, and evidence of improvement in practical dosimetry is necessary to advocate implementation of the new CoP.

The coordinated research project E2.40.09 operated between 2000 and 2002 during which time one consultant’s meeting was held in Vienna in 2000. At this meeting the consultants decided on a set of measurements, measurement procedures and techniques to be performed to test the implementation of TRS 398 in a hospital environment. It was also decided that measurements be performed in $^{60}$Co gamma ray beams, high-energy photon and electrons beams, medium and low energy kilovoltage X ray beams, and proton and heavy ion beams. The present publication is a compilation of the results and findings of the participants from both CRPs.

The purpose of this report is twofold: to provide guidelines to SSDLs on how to establish a standard of absorbed dose to water in a $^{60}$Co gamma ray beam and to provide guidelines to clinical physicists about the changes that can be expected when TRS 398 is adopted in a hospital environment in place of their currently used CoP based on air kerma standards. Section 2 focuses on the framework of the international measurement system, the realization and dissemination of absorbed dose to water standards at the PSDLs and SSDLs and the recommendations given by the participants of CRP E2.10.04 for the implementation of TRS 398 at the SSDLs. Section 3 provides a summary of information in the various CoPs that needs to be considered to gain insight into the comparison of data used in the determination of absorbed dose to water using TRS 398 and existing CoPs. Sections 4-9 present results of measurements made in $^{60}$Co beams, low and medium energy X ray beams, high-energy photon and electron beams, and proton and heavy-ion beams by the participants of CRP E2.40.09. These results are grouped in a tabular and graphical form for different ionization chambers and beam energies showing the expected differences in absorbed dose determination between TRS 398 and other previously existing CoPs. It is strongly recommended that when implementing the recommendations of TRS 398 in the clinic, the user should compare measured values of absorbed dose determined using TRS 398 and the protocol currently in use in the clinic with the corresponding values presented in this report. If the change in absorbed dose measured by the user lies outside the expected values presented in this publication, the user should look for an explanation of this discrepancy before implementing TRS 398 clinically.
2. IMPLEMENTATION OF THE INTERNATIONAL CODE OF PRACTICE TRS 398 FOR ABSORBED DOSE DETERMINATION IN EXTERNAL BEAM RADIOTHERAPY BASED ON STANDARDS OF ABSORBED DOSE TO WATER

The international measurement system (SI, for Système International) for radiation metrology, provides a mechanism for ensuring traceability and consistency of radiation measurements by providing users with calibrated radiation measuring instruments that are traceable to primary standards. The SI consists of the Bureau International des Poids et Mesures (BIPM), national PSDLS, SSDLs and end-users. The IAEA and WHO have contributed significantly to strengthen the SI by setting up a network of SSDLs to ensure traceability of measurements, particularly for countries that are not members of the Metre Convention. By 2004, the SSDL network included 75 laboratories and 6 SSDL national organizations in 63 Member States. The SSDL network also included 20 affiliated members, for example, the BIPM, several PSDLS, the International Commission for Radiation Units and Measurements (ICRU), the International Organization of Medical Physics (IOMP) and several other international organizations [4].

2.1. Realization and dissemination of standards of absorbed dose to water

2.1.1. Primary standards dosimetry laboratories

2.1.1.1. $^{60}$Co gamma ray beam

Major developments at PSDLS in the 1990s have led to well established procedures for the determination of standards of absorbed dose to water based on water and graphite calorimetry, ionometry and chemical dosimetry [1,5].

Air kerma standards have a very long history of comparisons. Although primary standards of absorbed dose to water were first established and compared in the 1970’s, the new generation of absorbed dose to water standards were only completed and compared in the 1990’s [6-8]. The results of comparisons of standards of absorbed dose to water at the BIPM in the $^{60}$Co beam, shown in TRS 398 [1], have been updated with the most recent results and now include fourteen PSDLS. The agreement is well within the relative standard uncertainty given by the PSDLS (see Fig. 1, reproduced from ref [9]).

2.1.1.2. Other radiation beams

For high-energy photon beams, only a few PSDLS [1] currently provide calibration coefficients of ionization chambers in terms of absorbed dose to water at selected beam qualities. On the other hand, for high-energy electron beams, only a very few PSDLS can provide calibration coefficients of ionization chambers in terms of absorbed dose to water [10, 11]. For low and medium energy X rays, only one PSDL currently provides calibration coefficient for ionization chambers in terms of absorbed dose to water for a specified set of beam qualities [12].
Fig. 1. Results of comparisons of standards of absorbed dose to water in the $^{60}$Co beam. The $D_{\text{diff}}$ value is the difference of the comparison from the reference value of 1. The uncertainty bars represent the expanded uncertainties ($k=2$) of the comparison result (see ref [9] for more details). The squares indicate results more than ten years old that are in the process of being renewed.

2.1.2. Secondary standards dosimetry laboratories

In 2003, a survey was conducted among all SSDLs of the IAEA/WHO network on the status of absorbed dose to water calibrations and implementation of TRS 398 [13]. Half the SSDLs reported that TRS 398 is used in hospitals in their countries. An additional 20% have stated that plans are underway to use TRS 398 in the hospitals. For $^{60}$Co beams, absorbed dose to water calibrations are provided by SSDLs in all countries where TRS 398 is reported to be in use. SSDLs disseminate calibration coefficients for absorbed dose to water only to those hospitals that are properly prepared to utilize it. This is consistent with an IAEA recommendation published in the SSDL Newsletter No. 34 [14] that explicitly advises SSDLs not to disseminate absorbed dose to water calibrations to hospitals that are not prepared or have not yet adopted a dosimetry protocol based on standards of absorbed dose to water.

2.1.2.1. Development of absorbed dose to water calibrations for $^{60}$Co at SSDLs

During 1980-1990, the first decade that followed the establishment of the network, the activities of the IAEA towards the SSDLs aimed mainly at the establishment of the necessary laboratory infrastructures and training of staff in calibration techniques, especially in developing countries. Since then, many laboratories have joined the network and the scope of their work is expanding continuously. To ensure that the services provided by SSDL members to end-users follow internationally accepted standards, the IAEA has set up two different comparison programmes. One programme relies on the IAEA/WHO postal TLD service [15] and the other uses dose comparisons based on measurements made with ionization chambers [16] to help the SSDLs verify the integrity of their national standards and the procedures used for the transfer of the standards to the end-users. The IAEA-SSDL comparisons include comparisons of $^{60}$Co air kerma and absorbed dose to water calibration coefficients. When the IAEA introduced the comparison programme with ionization chambers in 1995, less than
20% of the SSDLs had an ionization chamber that was calibrated in terms of $N_{D,w}$. SSDLs that were involved in radiotherapy dosimetry quality assurance programmes and did not have a traceable $N_{D,w}$ calibration coefficient, determined a calculated value of “$N_{D,w}$” using a CoP based on $N_K$ such as TRS 277. The participation of the SSDLs in the comparison programme is encouraged by the IAEA, and the laboratories are requested to provide details on the type of absorbed dose to water calibration coefficient used. During the last two years, about 90% of the SSDLs that have participated in the comparison programme have used $N_{D,w}$ calibrations traceable to the BIPM (through the IAEA or another laboratory) or to another PSDL. There is a clear trend to increase the dissemination of absorbed dose to water calibration coefficients by the SSDL members of the IAEA/WHO network. The cumulated results of the comparisons of IAEA-SSDLs on $N_{D,w}$ coefficients (see figure 2) clearly show that the majority of SSDLs can provide $N_{D,w}$ coefficients within the 1.2% uncertainty of measurements recommended by TRS 398 (with a coverage factor, $k=2$).

The four SSDLs participating in the CRP E2.10.04. have also carried out $N_{D,w}$ comparisons with the IAEA and the results, expressed as a ratio of the calibration coefficient determined by the IAEA to that of the SSDL are given in Table 2.1 below.

The IAEA laboratory has also participated in many comparisons and the results have been published [17]. The comparison on $N_{D,w}$ organized by SIM (the regional metrology organization for the Americas) was used to validate the IAEA Calibration and Measurement Capabilities (CMCs), which include $N_{D,w}$ calibrations at $^{60}$Co with an uncertainty of 0.5% (at $k=1$) [18].

![Graph](image-url)  

**Fig. 2.** Results of comparisons of IAEA-SSDL $N_{D,w}$ calibration coefficients. The results, performed during 1997-2003, are relative to the IAEA determination of $N_{D,w}$ calibration coefficients.
TABLE 2.1. RESULTS OF IAEA/SSDL COMPARISON OF ABSORBED DOSE TO WATER CALIBRATION COEFFICIENTS ($N_{D,w}$). THE RESULTS ARE EXPRESSED AS A RATIO OF THE IAEA DETERMINED COEFFICIENT TO THAT STATED BY THE SSDL. THE UNCERTAINTY ON THE RATIO IS 0.4% [16].

<table>
<thead>
<tr>
<th>SSDL</th>
<th>IAEA $N_{D,w}$/SSDL</th>
<th>$N_{D,w}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algeria</td>
<td>0.997</td>
<td></td>
</tr>
<tr>
<td>Argentina</td>
<td>1.008</td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td>0.999</td>
<td></td>
</tr>
<tr>
<td>Thailand</td>
<td>0.993</td>
<td></td>
</tr>
</tbody>
</table>

2.1.2.2. Other radiation beams

Taking into account the status of development of standards of absorbed dose to water at PSDLs, it can be concluded that absorbed dose to water calibrations for $^{60}$Co radiation are widely available and thus, can be disseminated to SSDLs and to most end-users at hospitals. For high energy photons, the calibrations are available from some PSDLs; but due to unavailability of linear accelerators at SSDLs, it is unlikely that direct calibrations at $N_{D,w,Q}$ can be made available to end-users at hospitals without a PSDL providing $N_{D,w,Q}$ calibrations.

A feasibility study was conducted by the participants of the CRP E2.10.04 to investigate the use of hospital based linear accelerators to cross calibrate hospital chambers and provide $N_{D,w,Q}$ calibrations, based on experimental $k_Q$ values obtained from the Laboratoire National Henri Becquerel (LNHB). Further details on the calibration procedures used by the LNHB are given in Appendix B. Nine ionization chambers, from the SSDLs participating in the CRP, were calibrated at the LNHB. The type of chambers used in this study are given in Table 2.II. The chambers were sent from the SSDLs without electrometers; therefore, the calibrations were performed with the electrometer of the LNHB.

Figure 3 illustrates the variation of mean experimental values of $k_Q$ versus the beam quality index $TPR_{20,10}$, for the chambers NE 2571, NE 2611A and PTW 30010 respectively. The uncertainty, at $k=1$, reported by the LNHB is 1.2%.
TABLE 2.II. ION CHAMBERS USED BY FIVE SSDLs TO INVESTIGATE THE FEASIBILITY OF USING HOSPITAL-BASED LINEAR ACCELERATORS TO PROVIDE $N_{D,w,Q}$ CALIBRATIONS BASED ON EXPERIMENTAL $k_Q$ VALUES OBTAINED FROM THE LNHB.

<table>
<thead>
<tr>
<th>IAEA</th>
<th>SSDL Norway</th>
<th>SSDL Argentina</th>
<th>SSDL Algeria</th>
<th>SSDL Thailand</th>
</tr>
</thead>
<tbody>
<tr>
<td>NE 2571 #3204</td>
<td>NE 2571 #3016</td>
<td>NE 2571 #2394</td>
<td>NE 2611A #181</td>
<td>NE 2611A #182</td>
</tr>
<tr>
<td>PTW W30010 #55</td>
<td>NE 2611A #153</td>
<td>NE 2611A #133</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NE 2611A #145</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

October

| From 02 April 2002 to 26 April 2002 | 17–24 | 2002 |
March

| 21–31 | 2003 |

Fig. 3. Mean experimental $k_Q$ versus the beam quality index $TPR_{20,10}$. The theoretical values are given by the continuous curves (Continuous: NE 2571, dots: NE 2611A and dashes: PTW30010). The error bars correspond to an uncertainty of 1.2 %.

For high-energy photons beams it is recognized that several PSDLs and all SSDLs do not have their own accelerators for the purpose of calibrating chambers in terms of absorbed dose to water. PSDLs or SSDLs that are not equipped with linear accelerators cannot realize or transfer absorbed dose to water standards for high-energy photons to end-users at hospitals. Consequently, most of the hospitals in countries, where such $N_{D,w,Q}$ calibrations are not available, will get only an absorbed dose to water calibration coefficient for an ionization chamber in a $^{60}$Co beam from the PSDL or SSDL and have to use the $k_Q$ values given in TRS 398. In exceptional situations, where hospitals are not properly equipped, SSDL staff may have to travel to hospitals and calibrate the hospital beams, using the SSDL equipment. In that case, all calibrations are done with an ionization chamber calibrated in terms of $N_{D,w}$ and the use of $k_Q$ values given in TRS 398 [1].
It should however be noted that for dosimetry consistency in a given country, SSDLs may
well be requested by end-users to provide calculated $N_{D,w,Q}$ coefficients to hospitals based on
$^{60}$Co calibration and $k_Q$ values taken from TRS 398. It should be emphasized that this is a
calculated coefficient and does not ensure traceability to primary standards of high-energy
photons. It is highly recommended that such service be provided only by SSDLs who have
adequately trained staff in ionization chamber dosimetry. Furthermore, the SSDL’s calibration
report to hospitals should clearly indicate all the steps followed to allow an easy check of the
values provided to the hospital. The report should include the $^{60}$Co calibration coefficient with
its stated uncertainty and calibration conditions (distance, depth in water, field size), the $k_Q$
values taken from TRS 398, the users’ beam qualities ($TPR_{20,10}$) and the calculated
$N_{D,w,Q}$ coefficient with its overall uncertainty. For quality control purposes, it is also
recommended that SSDLs calibrate all chambers in terms of air kerma. The use of the ratio
$N_{D,w}/N_K$ is a good indicator of consistency of standards [19].

For high energy electrons, only two PSDLs provide calibration coefficients for ionization
chambers in terms of absorbed dose to water as a function of electron beam quality [19,20];
for low and medium energy X rays, only one PSDL provides such calibrations [12]. The
experience gained by the SSDLs in the use of $N_{D,w,Q}$ for these beams is very limited and will
be considered for publication in a future revision of this TECDOC.

2.2. Recommendation for the implementation of TRS 398 at SSDLs

2.2.1. General

All SSDLs are encouraged to follow the steps shown below before providing routine
calibration services to end-users. In view of the stringent requirements on accuracy of
calibrations in radiotherapy dosimetry, it is especially important for SSDLs, that plan to
implement TRS 398 by providing absorbed dose to water calibrations for $^{60}$Co beams, to
follow this guidance.

(1) Training SSDL staff on ionization chamber dosimetry,
(2) Availability of adequate calibration room and calibration equipment,
(3) Calibration of a reference standard at a PSDL or IAEA,
(4) Development of absorbed dose to water standard at the laboratory,
(5) Hands-on preliminary stability check measurements (with check source), and absorbed
dose to water rate measurements and recalibration of a field class instrument,
(6) Preparation of operating procedures for calibration measurements and quality control
procedures,
(7) Assessment of uncertainty [22] (see Appendix A),
(8) Comparisons with the IAEA and/or Regional Metrology Organization (RMO) to
validate the calibration capabilities,
(9) Preparation of CMCs and submission to the RMO (or IAEA for countries that are not
signatories of the Convention of the Meter) for review,
(10) Arrange for a peer review of the laboratory quality system or seek formal accreditation
by an appropriate body,
(11) Provide routine calibration services to hospitals³,

(12) Participate regularly in audits and comparisons and arrange for a periodic review of the laboratory quality system.

Efforts in PSDLs have concentrated on providing calibrations in terms of absorbed dose to water of ionization chambers in $^{60}$Co gamma-ray beams, and to a lesser extent in high-energy photon and electron beams [7, 23-25].

Depending on the standards laboratory, users may be provided with $N_{D,w,Q_o}$ calibrations according to different options. These options are described below⁴:

(a) The first approach is to provide users with a calibration coefficient at a reference beam quality $Q_o$, usually $^{60}$Co. For additional qualities the calibration at the reference quality is supplied together with directly measured beam quality correction factors $k_{Q,Q_o}$ for that particular chamber at specific beam qualities $Q$. Only laboratories having access to radiation sources and standards operating at different beam qualities can provide directly measured values of $k_{Q,Q_o}$ for these qualities.

(b) An alternative approach, which is, in practical terms, identical to the one described above and differs only in the presentation of the data, is to provide a series of $N_{D,w,Q}$ calibrations of the user ionization chamber at beam qualities $Q$. There is, however, an advantage in presenting the data by normalizing all calibration coefficients to a single calibration coefficient $N_{D,w,Q_o}$ together with directly measured values of $k_{Q,Q_o}$. Once directly measured values of $k_{Q,Q_o}$ for a particular chamber have been obtained, it may not be necessary for the user to re-calibrate the chamber at all qualities $Q$, but only at the single reference quality $Q_o$. Furthermore, this single reference quality calibration does not need to be performed at the same laboratory where the $k_{Q,Q_o}$ values were measured (usually a PSDL).

(c) In the third approach users can be provided with a $N_{D,w,Q_o}$ calibration coefficient for the ionization chamber, most commonly at the reference quality $^{60}$Co, and theoretically derived beam quality correction factors $k_{Q,Q_o}$ for that chamber type which must be applied for other beam qualities. This method ignores chamber-to-chamber variations in response with energy of a given chamber type. The calculated values of $k_{Q,Q_o}$ rely on chamber specifications provided by manufacturers.

(d) A fourth approach, offered by some standards laboratories, is to provide a single measured $N_{D,w,Q_o}$ for a given chamber, obtained at a selected reference quality, together with generic⁵ experimental values of $k_{Q,Q_o}$ for that ionization chamber type. This option does not take into account possible chamber-to-chamber variations within a given chamber type. Furthermore, there are currently only limited experimental data on $k_{Q,Q_o}$ for most commercial chambers. This approach has much in common with option (c) above and, if for a given chamber type, the theoretical values of $k_{Q,Q_o}$ are verified

³ Some SSDLs start providing services after step 4. As a minimum, it is recommended to complete up to step 7 before providing the service.

⁴ Extracted from TRS 398 [1]

⁵ In the present context, generic stands for factors common to a specific ionization chamber type, supplied by a given manufacturer.
experimentally in a standards laboratory for a large sample of chambers, the theoretical values of $k_{Q,Q_o}$ can be assumed to correspond to a mean value.

Based on these descriptions, the following recommendations are given for compliance with the recommendations of TRS 398 [1]:

1. Approach (a), or its equivalent (b), are the preferred alternatives, although it is acknowledged that for beam qualities other than $^{60}$Co such possibilities are at present restricted to a few PSDLs.

2. Approach (c) is recommended for those users who do not have access to $k_Q$ or $k_{Q,Q_o}$ values directly measured at various beam qualities in a standards laboratory. The use of $^{60}$Co as the reference quality for determining $N_{D,w}$ is particularly appropriate for SSDLs, where the possibility of having an accelerator is remote. This approach is the most common practice today and favours the use of theoretical $k_Q$ factors (i.e. $k_{Q,Q_o}$ with $^{60}$Co used as $Q_o$).

3. Approach (d) is an alternative option to (c) only when $k_Q$ or $k_{Q,Q_o}$ values have been obtained by a standards laboratory from a large sample of ionization chambers and the standard deviation of chamber-to-chamber differences is small. This is usually the case for Secondary Standard quality chambers [19,20] such as those measured by the NPL (U.K.). Generic experimental $k_Q$ or $k_{Q,Q_o}$ values not determined by a standards laboratory are not recommended.

4. Low- and medium energy X ray dosimetry must be based on approaches (a) or (b) with the range of values of $Q$ chosen to be as similar as possible to the qualities of the beams that will be used clinically.

5. As long as there are restricted possibilities for establishing experimental $N_{D,w,Q}$ coefficients by standards laboratories in proton and heavy-ion beams the theoretical approach (c) is the only recommendation to be used for such beams.

SSDLs have the responsibility to disseminate traceable standards to hospitals. In radiotherapy, mistakes in beam calibration [26] have happened because of a confusion of calibration coefficients. A typical mistake is confusion between $N_{D,w}$ and $N_{D,air}$, (which was called $N_D$ in ICRU Report 35 [27] and TRS 277 [2]) leading to a 10-13% discrepancy in dosimetry. This type of confusion can potentially happen in countries where no specific dosimetry protocol is used and where physicists are not adequately trained. Consequently, it is important that a dosimetry protocol is formally adopted in a country. The adoption process is usually done by a professional society, when available. If not, health authorities or regulatory bodies can also recommend or require the use of a given protocol in a country. It is recommended that the adoption process also involve SSDLs that provide therapy level calibrations to ensure that the standards disseminated in the country are consistent with the recommended protocol.

For countries that are using air kerma based protocols and wish to make the transition to absorbed dose to water based protocols, it is equally important for them to adopt the new protocol following one of the mechanisms suggested above and also involve the SSDL. It is important for the SSDL and the end-users at hospitals to agree on a transition period during which both calibration coefficients ($N_{D,w}$ and $N_K$) would be supplied to hospitals. During this transition period, the dose would be determined with $N_{D,w}$ coefficient and TRS 398 [1], and also with $N_K$ coefficient and TRS 277 [2]. If the latter provides a value that is consistent, taking into account the expected change, this would confirm the new approach.
2.2.2. Realization and dissemination of absorbed dose to water calibrations at $^{60}$Co gamma ray beam

The IAEA TRS 374 [28] covers procedures used for the calibration of instruments in radiotherapy, including the expression of measurement uncertainty. The present report deals with additional practical aspects related to the realization and dissemination of absorbed dose to water calibrations. The recommendations given below supplement those given in TRS 374 [28] and TRS 398 [1]. Efforts were made to minimize redundancy, but for the sake of clarity, it was not possible to avoid some repetition.

2.2.2.1. Equipment

2.2.2.1.1. Measuring assembly (electrometer)

Since many SSDLs do not have facilities to carry out charge calibrations, the measuring assembly is generally calibrated together with the ionization chamber and the calibration coefficient is given for the whole system (which consists of the ionization chamber and electrometer). In this case, there is no need for electrometer calibration. However, the ionization chamber should be used only with its electrometer. If one of the 2 components breaks down, they have to be calibrated again before they can be used. In contrast, when the chamber is given a separate calibration coefficient (i.e. Gy/C), the charge sensitivity of the measuring assembly must be checked indirectly as explained below.

Verification of electrometer calibration

The verification of the charge calibration by measurements can be done by the method given in TRS 374 [28]. Alternatively, it is possible to compare the sensitivity of a working electrometer with that of a reference (calibrated) electrometer in a radiation field. A suitable chamber is connected to the electrometer with a known charge sensitivity, the polarising voltage applied to the chamber. First both the electrometer and the chamber to be used should be tested for leakage. Then, the chamber is exposed to radiation at appropriate distance and the reading, taken during a fixed time and then corrected for ambient conditions. The total charge is calculated from the charge sensitivity and the output readings. The settings of the electrometer should be noted. The electrometer to be compared is similarly connected to the chamber, the polarising voltage applied and exposed to the same radiation field and readings taken are corrected for ambient conditions. From the standard charge and the corrected reading of the electrometer to be compared, the charge sensitivity or the correction factor can be checked. A correction factor, expressed as a ratio of corrected charge of the reference electrometer to corrected charge of the working electrometer, can be determined. The displayed units may be in volts, coulombs or any displayed units. The stability of the measuring assembly shall also be tested in both polarities for the chamber. After the polarising voltage is reversed, about 20 minutes should be allowed for the system to stabilise before taking the measurements.

Stabilization time for ion chamber and measuring assembly

The ionization chamber and the measuring assembly require a certain amount of time after switching on the instruments and before measurements can be started. This effect has been studied for 5 different ionization chambers in a $^{60}$Co beam. Fig. 4 shows the variation of the chamber response, expressed as a percentage of maximum ionization, as a function of time after switching on the $^{60}$Co unit, for measurements done in water. The stabilization time of the electrometer is excluded from the data of Fig. 4. It appears from this figure that the time
required to reach the maximum response is chamber dependent. Fig. 5 shows an example of a stabilization time needed by a Keithley 6517 electrometer. As illustrated by these two figures, it takes about 30 min for the readings of the measuring assembly and ion chamber to reach an acceptable level of stabilization.

![Graph](image1.png)

**Fig. 4. Stabilization time for ionization chambers alone.** The symbols used represent different type of ionization chambers (empty and filled circles: WDIC-70, empty squares: NACP, filled triangles: PTW-30001 and filled squares: NE-2611A).

![Graph](image2.png)

**Fig. 5. Stabilization time for a Keithley 6517 and a PTW 23333 ionization chamber.** A full stabilization is achieved after about 30 min.

2.2.2.1.2. Phantom and waterproof sleeves

- Water phantom: full scatter water phantoms are recommended with the minimum size of 30 cm x 30 cm x 30 cm. The phantom should extend at least 5 cm beyond all four sides for the largest field size used at the depth of measurement. There should be a margin of at least 5 g/cm² beyond the maximum depth of measurement. If the beam enters through the plastic wall of the water phantom, the window thickness should be between 0.2 to 0.5 cm. The dimensions of the window should be 10 cm by 10 cm. The water equivalent thickness
(in g/cm$^2$) of the phantom window should be taken into account when evaluating the depth at which the chamber is to be positioned; the thickness is calculated as the product $l_{\text{win}} \rho_{pl}$, where $\rho_{pl}$ is the mass density of the plastic (in g/cm$^3$). For the commonly used plastics PMMA and clear polystyrene, the nominal values $\rho_{\text{PMMA}} = 1.19$ g/cm$^3$ and $\rho_{\text{polystyrene}} = 1.06$ g/cm$^3$ may be used for the calculation of the water equivalent thickness of the phantom window. For non-waterproof chambers, a waterproofing sleeve should be used, made of PMMA and preferably not thicker than 1.00 mm. The air gap between the chamber wall and the waterproofing sleeve should be sufficient (0.1-0.3 mm) to allow the air pressure in the chamber to equilibrate. It is recommended that both waterproof and non-waterproof chambers, be calibrated with a PMMA waterproof sleeve. Obviously, it is possible to calibrate a waterproof chamber without a PMMA sleeve; however, experience has shown the positioning of cylindrical chambers without a rigid sleeve is not easy. Furthermore some SSDLs are equipped with a so-called “IAEA phantom” that cannot be used to calibrate waterproof chambers alone.

- Pressure measurements: at SSDLs, it is a good practice to use two barometers for pressure measurements, a reference barometer and a working barometer. Preferably, the reference barometer should have a calibration traceable to a PSDL and be used to “cross-calibrate” the working barometer. It is realized that this may not be possible in countries where pressure calibrations are not available and that many countries lack resources to pay for a calibration abroad. Under these special circumstances, it is recommended to send one of the barometers to the PSDL/IAEA calibration laboratory and ask for verification. The verification is done by taking repeated measurements over many days of the SSDL’s barometer and comparing them with those of the PSDL’s or IAEA’s reference barometer. An example of such comparison is shown in figure 6.

![Fig. 6. Example of comparison of a reference barometer with a working barometer conducted at the IAEA laboratory. Continuous measurements were made with the reference barometer. Correction factors for the working barometer can be deducted from the measurements.](image)

- Thermal stabilization: the water phantom should be filled with water previously stored in a tank located in the calibration room. Before the beginning of the measurements, the chamber with waterproof sleeve should be left inside the water phantom for about half an hour.
- Temperature measurements: following the same principle as outlined above for pressure measurements, the SSDL should also use two thermometers (mercury or thermocouples) for temperature measurements. Figure 7 shows an example of cross calibration, at the IAEA laboratory, of working thermometers against a reference thermometer calibrated at a PSDL. The temperature should be measured with a probe placed inside the water phantom. Fig. 8 shows the difference in temperature readings between air and water. The figure also shows that there is no significant difference between different ways of temperature measurements if the probe is immersed in water: inside a dummy cavity ion chamber (obtained by removing the central electrode of a broken ion chamber), inside a waterproof sleeve and simple immersion. It can be seen that after 10 minutes, the temperatures in water and in the sleeve stabilize and reach the same value whereas, in air, the fluctuations are more important and the mean value is about 1.5 °C higher than the temperature in the chamber cavity. For in water measurements, the temperature probe should be placed on the backside of the phantom and outside the beam, to avoid any additional scatter.

![Graph showing temperature readings over time](image)

*Fig. 7. Example of cross calibration of thermometer at the IAEA laboratory. The figure shows typical measurements of temperature probe readouts during one day. The readouts of the probes to be cross calibrated are compared to those of the reference thermometer (dotted line). Note that the fluctuations of temperature readings during the normal laboratory working hours (8:00-17:00) are within 1°C. The data shown in this graph represent a typical set of measurements recorded automatically during five working days.*

- Window deformation: for phantoms with larger window area, care should be taken of the window deformation due to the water pressure. This deformation can be monitored with a positioning system, such as a mechanical pointer.

- For phantoms with an open window (vertical irradiation), one should accurately check the chamber depth and be aware of water level changing with time (evaporation)

- The water should be removed from the phantom after the calibration is finished.
Fig. 8. Temperature variations in air and water. The figure shows no significant difference between different ways of temperature measurements if the probe is immersed in water, placed inside a dummy cavity ion chamber or inside a waterproof sleeve.

2.2.2.1.3. Positioning system

- The absorbed dose to water needs to be measured with a chamber in a water phantom. The source-phantom surface distance and the depth of the chamber axis must be reproducible and known. A mechanism, such as a rigid rod or a combination of a laser beam and a telescope alignment device, is needed to accurately align the chambers at a distance. For the “IAEA water phantom” with fixed sleeve positions, a test for the deformation of front window should be carried out regularly. For phantoms with adjustable sleeve depths, a small distance rod or a counter mechanism is needed to ensure a reproducible depth in water (see figure 9).

Fig. 9. Positioning system used at IAEA dosimetry laboratory for absorbed dose to water calibrations. It consists of a water phantom and a translation stage, which is used to move the chamber precisely along the direction indicated by the arrow above the water phantom.
2.2.2.1.4. Quality control of calibrations

As recommended in TRS 374 [28], it is a good practice to develop and implement a quality control programme for SSDLs. Recommendations are given in that publication. Further details that relate specifically to absorbed dose to water calibrations are given in this section.

- $^{60}$Co head (irradiator) used for calibration: the machine should be commissioned before it is used for calibration purposes. The commissioning process should be repeated when the source is exchanged or after major repair (such as a change of the collimators). Figure 10 shows an example of a change in the absorbed dose to water rate following a change of the collimators of the IAEA’s $^{60}$Co machine. The commissioning should include checks of all the safety features, geometrical and mechanical checks [29] for the head, cross beam profiles, verification of depth dose curve and comparison with data given by ref. [30], and finally the determination of the absorbed dose to water rate in reference conditions.

![Fig. 10. Change in the absorbed dose to water rate following a change of the collimators of a $^{60}$Co machine at the IAEA laboratory. A change of almost 4% in the absorbed dose to water rate was identified.](image)

- Reference and working standards: SSDLs should have a reference standard and a working standard to be used for the calibration in terms of absorbed dose to water. Both standards can be of the same type. The reference standard should be calibrated periodically at a PSDL/IAEA laboratory and used to cross calibrate the working instruments. It is recommended that the recalibration periodicity not exceed five years. The quality control programme to ensure stability of the standards include: stability of output measurements (absorbed dose to water rate) determined periodically with the reference standard, periodical recalibration of the working standard (see example shown in Fig. 11), check source measurements, external feedback capacitor checks, and voltmeter stability (if used at the SSDL) and verification of electrometer readings.

- Quality control: in addition to the quality control programme recommended in TRS 374 [28], it is suggested that before and after calibrating an ion chamber in terms of absorbed dose to water in a $^{60}$Co beam, a calibration in air kerma is also done for quality control.

---

$^{6}$ For hospitals, it is recommended in TRS 398 [1] that the reference ionization chamber be calibrated at a PSDL or SSDL at intervals not exceeding 2 to 3 years. For SSDLs, and provided that a quality control programme is implemented to ensure the stability of the standards, a periodicity not exceeding 5 years is recommended in the SSDL Charter [4]
purposes (even if it was not requested by the customer). It is interesting to get an idea on the variability of the ratio of $N_{D,w}/N_K$ for particular chamber types. If the variability of the ratio is small, it can provide an additional quality control tool to check the consistency of the calibrations at SSDLs. By comparing the ratio of $N_{D,w}/N_K$ for one particular ion chamber to the mean value for that type of chamber, an indication on the peculiarities of this specific ion chamber can be deduced. If this ratio is different by more than 0.5% from the mean value, the user should be informed that the ion chamber is not “typical” and that extra care should be taken when using the $k_Q$ values.

![Absorbed dose to water rate measurements](image)

Fig. 11. Absorbed dose to water rate measurements in a $^{60}$Co beam at the IAEA laboratory during November 2001-September 2004. The spread of the measurements is 0.08%.

2.2.2.1.5. Uncertainty budget achievable at SSDLs

As recommended by ISO [22], and IAEA [1,28] that all calibration certificates shall include an estimate of the measurement uncertainty achievable at the SSDL. The estimation has to be done following ISO guidelines. Typically, the uncertainty (at $k=1$) achievable at SSDLs for absorbed dose to water calibrations lies in the range of 0.5%-1%, depending on the uncertainty of the calibration of the standard and also on the calibration procedure and equipment used at the SSDL. A detailed uncertainty analysis is given in Appendix A. Readers are encouraged to study the example and work out their own analysis, taking into account their equipment and procedures used.

2.2.2.1.6. Reporting of results to hospitals

$^{60}$Co gamma ray beam

The calibration coefficient of the user instrument together with its uncertainty should be reported to the end-user. The coverage factor should be explicitly mentioned in the calibration certificate. For hospitals, it is highly recommended to calibrate ion chamber together with its electrometer and request the hospitals to send a waterproof sleeve together with the ion chamber to be calibrated. It is a good practice to attach to the calibration certificate a
document describing the calibration procedure followed by the SSDL. As a minimum, the following information should also be included in the calibration certificate: name and address of end-user, data on the user’s chamber and electrometer (type and serial number), thickness and material of water proof sleeve, electrometer settings, calibration date, set-up (field, distance), reference ambient conditions (T,P), calibration coefficients and related uncertainty (the coverage factor should be specified). Additional information on calibration periodicity, reference to national regulation or accreditation of the SSDL and source of traceability should be provided on the certificate.

**Other beam qualities**

It is unlikely that SSDLs will be able to provide traceable absorbed dose to water calibrations at beam qualities other than at $^{60}$Co gamma radiation. Generally SSDLs are expected to provide only traceable calibrations to end-users in hospitals ($N_{D,w}$ and $N_K$ for $^{60}$Co and $N_K$ for X rays). The end-user is then expected to determine absorbed dose to water rate in the hospital beam, using an appropriate CoP, such as TRS 398 [1]. For the sake of consistency and standardization of dosimetry at the national level, the SSDL and the medical physics community (e.g. through a professional society) may mutually agree to extend the scope of the SSDL work to include additional services to other radiation beams used in the country (e.g. X rays, high energy photons and electrons). If such agreement is reached and if the SSDL staff is adequately trained in ionization chamber dosimetry applicable to the clinic, the SSDL may derive “calculated calibration coefficients” using one of the accepted Codes of Practice and disseminate them to all end-users in the country. This provision is included in TRS 398 [1] and was specifically recommended for X rays where only one PSDL can provide absorbed dose to water calibrations.

For high-energy photons beams and taking into account the results of measurements obtained by the CRP participants (see Fig. 3), it is not recommended for SSDLs to cross calibrate users’ chambers using hospitals’ linear accelerators and SSDL chambers with experimentally determined $k_Q$ values. The overall uncertainty achievable by SSDLs for this type of cross calibration in a non-laboratory environment is very close to the uncertainty achievable if $k_Q$ from TRS 398 [1] values are used. Typically, the overall uncertainty on the determination of absorbed dose to water rate in high energy photon beams achieved by SSDLs in the pilot study was about 1.2% when experimentally determined $k_Q$ values are used.
3. OVERVIEW OF FORMULATION OF VARIOUS INTERNATIONAL AND NATIONAL CODES OF PRACTICE

3.1. General
A summary of the formulation in the various international Codes of Practice and national protocols will be presented in order to establish a parallelism among them. The original notations used by the various CoPs and protocols for various interaction coefficients, influence quantities and perturbation correction factors will be retained in the discussion of the present section. However, in the subsequent sections the notations given in the TRS 398 [1], TRS 277 [2] and TRS 381 [3] will mostly be used except in cases where clarification is needed. For details on the various quantities, notations and correction factors, readers are invited to consult the original references of the IAEA TRS 398 [1], TRS 277 2nd edition [2], TRS 381 [3], TRS 277 [32], AAPM TG-21 [31] and TG-51 [33], German DIN 6800-2 [34], ICRU-59 [35] and CoP from DKFZ [36].

3.2. High-energy photon and electron beams

3.2.1. IAEA TRS 277
NK-based protocols determine the absorbed dose to water at a reference depth in a phantom in a two-step process. In the first step a chamber factor in terms of the absorbed dose to the cavity air, \( N_D \), is derived:

\[
N_D = N_K (1 - g) k_{air} k_m
\]  

(1)

where the meaning of the factors \( g \), \( k_{att} \) and \( k_m \) and their values for a large set of ionization chambers were given in TRS 277 [32]. In the second step, the absorbed dose to water, \( D_{w,Q} \), at a point in a phantom where the effective point of measurement of the chamber is positioned, is obtained from the dose to the cavity air using the Bragg-Gray principle,

\[
D_{w,Q}(P_{eff}) = M_Q(P_{eff}) N_D (s_{w,air}) Q P_Q
\]

(2)

where \( M_Q \) is the dosimeter reading at the beam quality \( Q \) corrected for influence quantities (pressure, temperature, recombination and polarity); \( s_{w,air} \) is the stopping power ratio, water to air; \( P_Q \) is the perturbation factor of the ionization chamber for in-phantom measurements at the beam quality \( Q \); and \( P_{eff} \) is the effective point of measurement of the chamber, shifted from the chamber centre towards the radiation source. It is emphasized that with Eq. (2) the absorbed dose to water is determined at the point where \( P_{eff} \) is situated. Note that in TRS 277, where the beam quality \( Q \) was denoted by “u” (the user beam quality), the concept of perturbation factor was simplified; for photon and electron beams, \( p_u \) was identified, respectively, with the wall and electron fluence perturbation factors denoted by \( p_{wall} \) and \( p_{cav} \) in subsequent Codes of Practice. An additional global perturbation factor \( p_{cel-gbl} \) was introduced to account for the effect of the metallic central electrode in many cylindrical ionization chambers; this was denoted by \( p_{cel} \) in TRS 277. The complete perturbation factor \( P_Q \) in TRS 277 could thus be written as

\[
P_Q = (p_{cav} p_{wall} p_{cel-gbl})_Q
\]

(3)
where for electron beams $p_{\text{wall}} = 1$ and for photons $p_{\text{cav}} = 1$. TRS 277 did not provide details on the calibration and use of plane-parallel chambers. For these chambers, all perturbation factors were assumed to be unity.

The second edition of TRS 277 published in 1997 [2] introduced numerical changes in the shift of the effective point of measurement of cylindrical ionization chambers, harmonizing the value for all photon beams to 0.6 $r_{\text{cyl}}$, where $r_{\text{cyl}}$ is the radius of the air cavity of a cylindrical chamber. Updated values were recommended for the global perturbation factor $p_{\text{cel-gbl}}$; these values were half of those given in 1987 [32]. This introduced noticeable changes in the dose determination, mainly for electron beams, as the factor entered into the cross-calibration procedure of plane-parallel chambers.

### 3.2.2. IAEA TRS 381

The protocol TRS 381 [3] was mainly developed to complement TRS 277 in the field of electron beam dosimetry with plane-parallel chambers, taking into account the updated values mentioned above. However, its purpose was also to update the formalism of TRS 277 so that the trends for chamber calibrations in terms of absorbed dose to water, $N_{D,w}$, included in TRS 381, would be consistent with the existing $N_K$ procedures. Eq. (1) for the chamber factor was replaced by:

$$N_{D,\text{air}} = N_K (1 - g) k_{\text{att}} k_m k_{\text{cel}}$$

(4)

where the subscript “air” was included in $N_D$ to specify without ambiguity that it refers to the absorbed dose to the air of the chamber cavity. The factor $k_{\text{cel}}$ takes into account the non-air equivalence of the central electrode of a cylindrical ionization chamber only during the chamber calibration in terms of air kerma at $^{60}$Co. TRS 277 did not include explicitly $k_{\text{cel}}$. Instead, it had been included in the global factor $p_{\text{cel-gbl}}$ to account for the combined effect of the central electrode of a cylindrical chamber, both during the calibration of the chamber in air in $^{60}$Co and during subsequent measurements in photon and electron beams in a phantom. The numerical value of $N_{D,\text{air}}$ for cylindrical chambers with a 1 mm diameter aluminium central electrode (NE 2571) is therefore 1.006 greater than $N_D$ of TRS 277, even if the absorbed dose to water at $^{60}$Co is the same due to cancellation of the two factors correcting for electrode effects (see below). The new $p_{\text{cel}}$ corresponds only to in-phantom measurements in photon and electron beams, and as it will be shown below, it enters into the calculation of the so-called $k_Q$ factors of the $N_{D,w}$ formulation, whereas $k_{\text{cel}}$ does not.

Based also on the needs for the $N_{D,w}$ formulation, TRS 381 allowed the use of a chamber displacement perturbation factor, $p_{\text{dis}}$, to account for the effect of replacing a volume of water with the cavity of a cylindrical ionization chamber, as an alternative to the use of the effective point of measurement of the chamber. In this case the reference point of the detector is taken to be at the cylindrical chamber centre. Eq.(2) thus becomes:

$$D_{w,Q}(\text{ch centre}) = M_Q(\text{ch centre}) N_{D,\text{air}} (s_{w,\text{air}}) Q p_Q$$

(5)

and Eq. (3) for the perturbation factor is modified to:

$$p_Q = (p_{\text{cav}} p_{\text{dis}} p_{\text{wall}} p_{\text{cel}}) Q$$

(6)
With regard to specific recommendations for the calibration and use of plane-parallel chambers, TRS 381 provides details for cross-calibration procedures in high-energy electron beams as well as in $^{60}\text{Co}$. Simpler procedures than in TRS 277 are included for the determination of energy-related parameters, together with new stopping-power ratios, procedures for measurements in plastic phantoms, etc. Most important, perturbation factors are provided for a variety of plane-parallel ionization chambers. This introduces considerable changes in electron beam dosimetry notably for chambers without an appropriate guard zone (like the Markus, for example). As already indicated, TRS 381 included detailed procedures for the use of the absorbed dose to water formalism, serving as a bridge between the $N_{k}$- and $N_{D,w}$-based formalisms.

### 3.2.3. IAEA TRS 398

In TRS 398 [1] the absorbed dose to water at the reference depth $z_{\text{ref}}$ in water for a reference beam of quality $Q_{o}$ and in the absence of the chamber is given by

$$D_{w,Q_{o}} = M_{Q_{o}} N_{D,w,Q_{o}}$$

where $M_{Q_{o}}$ is the reading of the dosimeter under the reference conditions used in the standards laboratory and $N_{D,w,Q_{o}}$ is the calibration coefficient in terms of absorbed dose to water of the dosimeter provided by the standards laboratory at the reference beam quality $Q_{o}$. When a dosimeter is used in a beam of the same quality as that used at its calibration, $Q_{o}$, the absorbed dose to water is simply given by Eq. (7), where the dosimeter reading $M_{Q_{o}}$ is corrected to the references values of temperature and pressure for which the calibration coefficient is valid, as well as by other influence quantities like polarity and recombination effects. When a dosimeter is used in a beam of quality $Q$ different from that used at its calibration, $Q_{o}$, the absorbed dose to water is given by

$$D_{w,Q} = M_{Q} N_{D,w,Q_{o}} k_{Q,Q_{o}}$$

where the chamber specific beam quality correction factor $k_{Q,Q_{o}}$ corrects for the effects of the difference between the reference beam quality $Q_{o}$ and the actual user quality $Q$. Depending on the standards laboratory, users may be provided with different types of $N_{D,w,Q_{o}}$ calibrations. The options available, together with specific recommendations in each case, are summarized in the Code of Practice.

The beam quality correction factor $k_{Q,Q_{o}}$ is defined as the ratio, at the qualities $Q$ and $Q_{o}$, of the calibration coefficients in terms of absorbed dose to water of the dosimeter

$$k_{Q,Q_{o}} = \frac{N_{D,w,Q}}{N_{D,w,Q_{o}}}$$

The most common reference quality $Q_{o}$ used for the calibration of ionization chambers is $^{60}\text{Co}$ gamma radiation, in which case the symbol $k_{Q}$ is used without $Q_{o}$. Ideally, the beam quality correction factor should be measured directly for each chamber at the same quality as the user clinical beam. However, this is not achievable in most standards laboratories. For users
without access to specific $N_{D,w,Q}$ calibrations obtained experimentally, TRS 398 provides $k_Q$ factors calculated theoretically using the Bragg-Gray theory:

$$k_Q = \frac{\left(\frac{s_{w,air}}{s_{w,air}}\right)_Q \left(\frac{P_{wall}P_{eav}P_{dis}P_{cel}}{P_{wall}P_{eav}P_{dis}P_{cel}}\right)_Q}{\left(\frac{s_{w,air}}{s_{w,air}}\right)_{60Co} \left(\frac{P_{wall}P_{eav}P_{dis}P_{cel}}{P_{wall}P_{eav}P_{dis}P_{cel}}\right)_{60Co}}$$

which is based on the assumed constancy of the mean energy expended in air per ion pair formed, $W_{air}$. The expression for $k_Q$ includes therefore ratios, at the qualities $Q$ and $60^{Co}$, of the water/air stopping-power ratios, $s_{w,air}$, and of the chamber dependent perturbation correction factors $p_Q$ that take into account the departures from an ideal Bragg-Gray detector. It is important to notice that for the few chambers where experimentally derived data are available, measured and calculated $k_Q$ factors generally agree within the uncertainties estimated for each method [37].

For reference dosimetry in electron beams TRS 398 recommends the cross calibration of a plane-parallel chamber against a reference ($N_{D,w}$ calibrated) chamber in a high-energy electron beam of quality $Q_{cross}$ to obtain a calibration coefficient for the plane parallel chamber at this quality, $N_{D,w,Q_{cross}}$. When this chamber is subsequently used for reference dosimetry in an electron beam of quality $Q$, Eq. (8) transforms into

$$D_{w,Q} = M_Q N_{D,w,Q_{cross}} k_{Q,Q_{cross}}$$

where $k_{Q,Q_{cross}}$ is given by

$$k_{Q,Q_{cross}} = \frac{k_{Q,Q_{int}}}{k_{Q_{cross},Q_{int}}}$$

The protocol provides values of $k_{Q,Q_{int}}$ for different qualities $Q$ together with recommendations for evaluating $N_{D,w,Q_{cross}}$. It should be noticed that the intermediate quality, $Q_{int}$, has no relevance for the user. It is only an auxiliary variable introduced to simplify the data tables, and the user only has to consider his/her own clinical beam quality $Q$.

TRS 398 recommended using water as the reference medium for the determination of absorbed dose in high-energy photon and electron beams. Solid phantoms in the form of slabs may be used under certain circumstances for low energy electron beams for beam qualities $R_{50} < 4 \text{ g/cm}^2$ ($E_0 < 10 \text{ MeV}$) and their use is permitted when no waterproof chamber is available or when accurate positioning in water is not possible.

To determine the absorbed dose to water at $z_{ref}$ in water using a plastic phantom, the reference point of the chamber must be positioned at the scaled reference depth $z_{ref,pl}$ in plastic. $z_{ref,pl}$, expressed in g/cm$^2$, is obtained from $z_{ref}$ using the equation

$$z_{ref,pl} = \frac{z_{ref}}{c_{pl}}$$

where $c_{pl}$ is a depth scaling factor. The $c_{pl}$ is the ratio of the average depth of electron penetration in water and in plastic, where these depths are expressed in g/cm$^2$:

$$c_{pl} = \frac{z_w \rho_w}{z_{pl} \rho_{pl}}$$
In addition to depth scaling, the dosimeter reading $M_{Q,pl}$ at the reference depth in plastic $z_{ref,pl}$ must be converted to the equivalent reading $M_Q$ at the reference depth in water $z_{ref}$ using the relation:

$$M_Q(z_{ref}) = M_{Q,pl}(z_{ref,pl})h_{pl}$$

where $h_{pl}$ is the fluence scaling factor and is generally energy dependent.

### 3.2.4. AAPM TG-51

The TG-51 protocol [33] provides a formulation that is similar to Eqs. (7) and (8) and, for the recommended calibration of the chamber at the quality of $^{60}$Co gamma rays, the absorbed dose to water at the reference depth in water in a beam of quality $Q$ is given by

$$D_w^Q = M_k Q N_{D,w}^{^{60}Co}$$

where $k_Q$ converts the absorbed dose to water calibration coefficient for the $^{60}$Co beam, $N_{D,w}^{^{60}Co}$, into the calibration coefficient for an arbitrary beam of quality $Q$. For electron beams, $k_Q$ is written as a product of three factors, i.e. $k_Q = P_{gr}^Q k_{R50}^Q k_{ecal}^Q$, where the photon electron conversion factor $k_{ecal}$ converts the absorbed dose to water calibration coefficient of an ionization chamber in a $^{60}$Co beam, $N_{D,w}^{^{60}Co}$, into an electron beam absorbed dose calibration coefficient $N_{D,w}^{Q_{ecal}}$ for a selected beam quality $Q_{ecal}$ and $k_{R50}^Q$ is needed to convert $N_{D,w}^{Q_{ecal}}$ into $N_{D,w}^Q$ for any beam quality $Q$.

The cross-calibration technique refers only to a reference chamber calibrated in $^{60}$Co, which determines the product $[k_{ecal} N_{D,w}^{^{60}Co}]^{pp}$. This product is then used in the equation

$$D_w^Q = M P_{gr}^Q k_{R50}^Q k_{ecal} N_{D,w}^{^{60}Co}$$

for the determination of absorbed dose to water at all electron beam energies using the cross-calibrated plane-parallel chamber.

### 3.2.5. German DIN 6800-2

The German protocol for dosimetry DIN 6800-2 [34] is based upon the use of air-filled ionization chambers calibrated in terms of absorbed dose to water in a $^{60}$Co gamma ray beam. The calibration coefficient applies for a set of reference conditions such as geometrical arrangement (see DIN 6800-2, Table 1), material and dimension of the phantom, or air density. All factors, which may lead to a deviation from the reference conditions, are called influence quantities and corrections must be implemented for them. The main correction factors are those for the air density $k_{\rho}$, for the effect of ion recombination, $k_r$, for the polarity effect, $k_p$, and for the displacement effect at a $^{60}$Co-gamma ray beam calibration, $k_r$. The departure from $^{60}$Co gamma radiation is also treated as an influence quantity that needs the correction factor $k_Q$ and $k_E$ for high-energy photons and electrons, respectively. Measurements
at other radiation qualities require modified geometrical reference conditions that are also included in the mentioned Table 1.

According to DIN 6800-2, the general expression for the absorbed dose to water, \( D_w(P_{eff}) \), in a field of radiation is given by:

\[
D_w(P_{eff}) = k N M
\]  

(18)

where \( k \) is the product of the correction factors of all influence quantities including the beam quality, \( N \) is the calibration coefficient, and \( M \) is the reading of the chamber placed at reference depth. The measurements always refer to an effective point of measurement in the phantom, \( P_{eff} \), which for a cylindrical chamber is shifted from the chamber axis towards the radiation source by approximately 0.5 \( r_{cyl} \). This procedure, however, does not apply to \(^{60}\text{Co} \) gamma radiation during measurement and calibration. Because of the different treatment of this displacement effect during the calibration in \(^{60}\text{Co} \) and a measurement in a beam of high-energy photons and electrons, the calibration coefficient has always to be applied in combination with a correction factor, \( k_r \), which takes into account the displacement effect in \(^{60}\text{Co} \) gamma radiation during the calibration. A displacement correction factor is not included in the calculation of \( k_Q \) and \( k_E \). The beam quality correction factors \( k_Q \) as well as \( k_E \) are considered to consist of a product of two factors:

\[
k_Q = k'_Q k''_Q \quad \text{or} \quad k_E = k'_E k''_E
\]  

(19)

The first factor is the quotient of Spencer-Attix water/air stopping-power ratios, \( s_{w,air} \) at the beam qualities \( Q \) (or E) and \(^{60}\text{Co} \):

\[
k'_Q = \left( \frac{s_{w,air}}{s_{w,air}^{^{60}\text{Co}}} \right)_Q
\]  

(20)

The second one is a chamber specific factor consisting of the quotient of overall perturbation correction factors \( p_Q \) (or \( p_E \)) and \( p_{^{60}\text{Co}} \) at the beam qualities \( Q \) (or E) and \(^{60}\text{Co} \). These factors include all departures from the ideal Bragg-Gray detector conditions:

\[
k''_Q = \frac{p_Q}{p_{^{60}\text{Co}}}
\]  

(21)

For the measurement of absorbed dose in high-energy photons, DIN 6800-2 only allows such cylindrical chambers for which an approval is given by PTB. The calculated \( k_Q \) values are given as a function of the beam quality index which is defined as the tissue phantom ratio \( TPR_{20,10} \). For a very limited number of chambers, numerical values for \( k_Q \) are given. In all other cases, \( k_Q \) has to be calculated based on tables given in DIN 6800-2 for \( k'_Q \) and \( k''_Q \). In addition, an equation for \( p_Q \) is given, which, however, only includes the wall perturbation effect.

For electron beams, the beam quality indices are given by the mean energy at phantom surface \( \overline{E}_0 \), a so-called virtual initial energy, \( \overline{E}'_0 \) and the practical range \( R_p \). \( \overline{E}'_0 \) is needed to correctly calculate the stopping power ratios that are needed for the calculations of the beam quality correction factor \( k'_E \) and are obtained from \( \overline{E}_0 \) and \( R_p \) through the use of an analytical expression. A formula is given to determine water/air stopping-power ratios, \( s_{w,air} \), at any
depth and at any set of beam quality specifying parameters. Hence, the determination of absorbed dose is not restricted to be performed at a specific reference depth condition. As a consequence, however, the steps to be done are more complex compared to that in TRS 398 [1]. For example, \( k_E \) always must be derived as the product from its two constituting factors. Perturbation correction factors are derived differently according to the following three cases: (a) for plane-parallel chambers \( p_E \) is equal to one, (b) for cylindrical chambers, \( p_E \) is given as a function of the mean electron energy at measuring depth, (c) for plane-parallel chambers \( p_{Co} \) must be measured by a comparison against a calibrated cylindrical chamber. Therefore, although not explicitly expressed as a cross calibration, this same cross calibration procedure as recommended in TRS 398 generally applies to the use plane-parallel chambers.

3.3. 

Protocols for low-energy kilovoltage X ray beams

3.3.1. Formalism based on \( N_K \) calibrations: IAEA TRS 277

The dosimetry of low energy X rays has traditionally been based on measurements in air of exposure or air kerma. A calibration coefficient \( N_{K,\Omega_{bh}} \) is then available. No extra phantom is used for the measurement but the ionization chamber may be embedded in some material, which then has to be regarded as part of the chamber. 

The absorbed dose to water at the phantom surface in the absence of the ionization chamber, when the reference point of the chamber is positioned in accordance to the reference conditions described in section 7.4.2 (Table 7.III.), is given in IAEA TRS 277 [2] by:

\[
D_{w,Q_\Omega_{bh}} = M^{free\,air}_{w,Q_\Omega_{bh}} N_{K,\Omega_{bh}} B \left( \frac{\mu_{en}}{\rho} \right)_{w,air}^{free\,air} p_{\Omega_{bh}} \quad (22)
\]

The air kerma calibration coefficient \( N_{K,\Omega_{bh}} \) measured free in air includes the effect of any material in which the ion chamber is embedded, \( B \) is a backscatter factor, \( \left( \frac{\mu_{en}}{\rho} \right)_{w,air}^{free\,air} \) is the ratio of the mean mass energy absorption coefficients in free air, and \( p_{\Omega_{bh}} \) is assumed to be unity for the plane-parallel chambers used.

The formalism used in other protocols, IPEMB [38] NCS [39] and DIN [40] can be described by the same equation as used in TRS 277 [2] even though the symbols may differ. In air kerma-based protocols, such as TRS 277 and IPEMB, the beam quality is characterized by the first half value layer (HVL). On the other hand, for DIN and NCS, the radiation quality is characterized by the first half value thickness in aluminium and the tube voltage.

As an alternative to the use of \( N_K \) based calibrations and in-air measurements, TRS 277 [2] recommended a new formalism and procedures that is based on the use of an ionization chamber calibrated in terms of absorbed dose to water for the calibration of low energy kilovoltage X ray beams. This formalism has also been recommended in TRS 398 [1], which is given below. The reference conditions for determination of absorbed dose to water recommended in TRS 398 are practically the same as those given in TRS 277.

--- 

7 This is a very important aspect of low-energy X rays dosimetry because plane-parallel chambers can be calibrated with or without a PMMA mini-phantom by different laboratories. Calibrations without mini-phantom seem to be the most common. Especially at low energies, the \( N_K \) calibration coefficients with or without a mini-phantom might be different.
3.3.2. Formalism based on $N_{D,w}$ calibrations: IAEA TRS 398

The absorbed dose to water at the phantom surface, in a low energy X ray beam of quality $Q$ and in the absence of the chamber, is given by:

$$D_{w,Q} = M_Q N_{D,w,Q_o} k_{Q,Q_o}$$

where $M_Q$ is the reading of the dosimeter with the reference point of the chamber positioned at $z_{ref}$ in accordance with the reference conditions given in Table 7. IV. and corrected for the influence quantities temperature and pressure and electrometer calibration; $N_{D,w,Q_o}$ is the calibration coefficient in terms of absorbed dose to water at the reference quality $Q_o$ and $k_{Q,Q_o}$ is a chamber specific the beam quality factor, which corrects for differences between the reference beam quality $Q_o$ and the actual beam quality used, $Q$. Measurements must always be made in a phantom.

The calibration data for a chamber should ideally be presented as a single calibration coefficient $N_{D,w,Q_o}$ determined in a reference beam quality $Q_o$ and one or more measured factors $k_{Q,Q_o}$ corresponding to the other calibration quantities $Q$. However, if the calibration data are in the form of a set of calibration coefficients $N_{D,w,Q}$ then one of the qualities should be chosen as the reference beam quality $Q_o$. The corresponding calibration coefficient becomes $N_{D,w,Q_o}$ and the other calibration coefficients $N_{D,w,Q}$ are expressed in terms of $k_{Q,Q_o}$ using the relation:

$$k_{Q,Q_o} = \frac{N_{D,w,Q}}{N_{D,w,Q_o}}$$

If the quality of the user beam does not match any of the calibration qualities, the value for $k_{Q,Q_o}$ to be used in equation (23) should be interpolated (for example using the formula given in worksheet 8.8 of TRS 398).

3.4. Protocols for medium-energy kilovoltage X ray beams

3.4.1. Formalism based on $N_K$ calibrations

3.4.1.1. IAEA TRS 277

The absorbed dose to water at 5 cm depth in water, in a medium energy kilovoltage X ray beam of quality $Q$ and in the absence of the chamber, is given in ref. [2] by

$$D_w = M_u N_K k_u \left( \frac{\mu}{\rho} \right)_{w,air} p_u$$

where $M_u$ is the reading of the dosimeter with the centre of the chamber positioned at 5 cm depth under reference conditions and corrected for influence quantities (pressure, temperature, recombination and polarity), $p_u$ is the perturbation factor of the ionization chamber for in-phantom measurements at the beam quality $Q$. Note that in TRS 277, the beam quality $Q$ was denoted by “u” (the user beam quality).
3.4.1.2. IPEMB

The recommended reference depth for medium-energy X-ray beam is 2 cm in water phantom [38]. The absorbed dose to water, $D_{w}$, at this reference depth under reference conditions is given by

$$
D_{w,Z=2} = MN_k k_{ch} \left[ \frac{\mu_{en}}{\rho} \right]_{w,\text{air},Z=2,\phi}
$$

where $D_{w,Z=2}$ is the dose to water in Gray at the position of the chamber centre at the depth $z = 2$ cm when the chamber is replaced by water. $M$ is the dosimeter reading corrected for influence quantities (pressure, temperature, recombination and polarity), $N_k$ is the chamber calibration factor in Gy per scale reading to convert the instrument reading at the beam quality concerned to air kerma free in air at the reference point of the chamber with the chamber assembly replaced by air, $\left[ \frac{\mu_{en}}{\rho} \right]_{w,\text{air},Z=2,\phi}$ is the ratio of the mean mass-energy absorption coefficient, water to air, averaged over the photon spectrum at 2 cm depth of water and field diameter $\phi$, and $k_{ch}$ is a factor which accounts for the change in the response of ionization chamber between calibration in air and measurement in a phantom.

3.4.2. Formalism based on $N_{D,w}$ calibrations: IAEA TRS 398

The absorbed dose to water at the reference depth $z_{ref}$ in water, in a medium-energy X-ray beam of quality $Q$ and in the absence of the chamber, is given by

$$
D_{w,Q} = M_Q N_{D,w,Q_o} k_{Q,Q_o}
$$

where $M_Q$ is the reading of the dosimeter with the reference point of the chamber positioned at $z_{ref}$ in accordance with the reference conditions given in Table 8. II and corrected for the influence quantities temperature and pressure, polarity and electrometer calibration; $N_{D,w,Q_o}$ is the calibration coefficient in terms of absorbed dose to water at the reference quality $Q_o$ and $k_{Q,Q_o}$ is a chamber specific beam quality correction factor, which corrects for differences between the reference beam quality $Q_o$ and the actual beam quality used, $Q$.

Values of $k_{Q,Q_o}$ must be obtained directly from measurements. Generic values, measured for a particular chamber type, should not be used because of large chamber-to-chamber variations in $k_{Q,Q_o}$ with HVL.

The calibration data for a chamber should ideally be presented as a single calibration coefficient $N_{D,w,Q_o}$ determined in a reference beam quality $Q_o$ and one or more measured factors $k_{Q,Q_o}$ corresponding to the other calibration quantities $Q$. However, if the calibration data are in the form of a set of calibration coefficients $N_{D,w,Q}$, then one of the qualities should be chosen as the reference beam quality $Q_o$. The corresponding calibration coefficient becomes $N_{D,w,Q_o}$ and the other calibration coefficients $N_{D,w,Q}$ are expressed in terms of $k_{Q,Q_o}$ using the relation:

$$
k_{Q,Q_o} = \frac{N_{D,w,Q}}{N_{D,w,Q_o}}
$$
If the quality of the user beam does not match any of the calibration qualities, the value for \( k_{Q_0} \) to be used in Eq.27 should be interpolated (for example using the formula given in worksheet 9.8 of TRS 398 [1]).

3.5. Protons and heavy-ions

3.5.1. IAEA TRS 398

The absorbed dose to water at the reference depth \( z_{ref} \) in water, in a proton or heavy ion beam of quality \( Q \) and in the absence of the chamber, is given by

\[
D_{w,Q} = M_Q N_{D_{w,Q_0}} k_{Q,Q_0}
\]  
(29)

where \( M_Q \) is the reading of the dosimeter with the reference point of the chamber positioned at \( z_{ref} \) under reference conditions (viz., see TRS 398 for reference conditions [1]) and corrected for the influence quantities temperature and pressure, ion recombination, polarity effect and electrometer calibration; \( N_{D_{w,Q_0}} \) is the calibration coefficient in terms of absorbed dose to water at the reference quality \( Q_0 \) and \( k_{Q,Q_0} \) is a chamber specific beam quality factor, which corrects for differences between the reference beam quality \( Q_0 \) and the actual beam quality used, \( Q \). The common reference quality \( Q_0 \) used for the calibration of ionization chambers is also \(^{60}\text{Co} \) gamma-radiation; however, the equation to derive beam quality correction factor \( k_{Q,Q_0} \) for protons and heavy ions is given as:

\[
k_{Q,Q_0} = \frac{(s_{w,\text{air}})_{Q_0} (W_{\text{air}})_{Q_0} p_{Q_0}}{(s_{w,\text{air}})_{Q} (W_{\text{air}})_{Q_0} p_{Q_0}}
\]  
(30)

where \((W_{\text{air}})_{Q_0}\) is the mean energy required to form an ion pair in the chamber air for \(^{60}\text{Co} \) gamma rays, \((W_{\text{air}})_{Q}\) is the mean energy required to form an ion pair in the chamber air for protons or heavy ions, \((s_{w,\text{air}})_{Q}\) is the mean water-to-air stopping power ratio for protons, or heavier ions and \((s_{w,\text{air}})_{Q_0}\) is the ratio of restricted mass stopping powers of water-to-air for electrons produced by \(^{60}\text{Co} \) gamma rays and \( p_{Q} \) and \( p_{Q_0} \) are chamber perturbation factors for the proton (or heavy-ion) and \(^{60}\text{Co} \) beams respectively.

3.5.2. ICRU 59

ICRU 59 [35] provides recommendations only for proton beams and allows use of ionization chambers calibrated in a \(^{60}\text{Co} \) beam in terms of exposure, air kerma, or absorbed dose-to-water. Following the original notations of ICRU 59, which are slightly different from those used in TRS 398, the absorbed dose-to-water for protons, \( D_{w,p} \) can be written as follows:

\[
D_{w,p} = M_p^{\text{corr}} N_{D_{G}} C_p
\]  
(31)

In Eq. (31), \( M_p^{\text{corr}} \) is the meter reading corrected for influence quantities and \( N_{D_{G}} \) is the absorbed dose-to-gas calibration factor of an ionization chamber obtained from the exposure or air kerma calibration coefficient in a \(^{60}\text{Co} \) beam. The overall correction factor \( C_p \) is defined as:
\[ C_p = (s_{w, \text{air}})_p \cdot \frac{(w_{\text{air}})_p}{(W_{\text{air}})_c} \]  

(32)

where \((W_{\text{air}})_c\) is the mean energy required to form an ion pair in the chamber air for 60Co gamma rays, \((w_{\text{air}})_p\) is the mean energy required to form an ion pair in the chamber air for protons, \((s_{w, \text{air}})_p\) is the mean water-to-air stopping power ratio for protons and \((s_{w, \text{air}})_c\) (viz., See Eq. 34) is the ratio of restricted mass stopping powers of water-to-air for electrons produced by 60Co gamma rays.

The absorbed dose-to-water in a proton beam, based on the absorbed dose-to-water calibration coefficient of an ionization chamber in a 60Co beam, \(N_{D,w,c}\) can be written as follows:

\[ D_{w,p} = M_p^{\text{corr}} \cdot N_{D,w,c} \cdot k_p \]  

(33)

where \(k_p\) is the beam quality correction factor, defined as:

\[ k_p = \frac{(s_{w, \text{air}})_p \cdot (w_{\text{air}})_p}{(s_{w, \text{air}})_c \cdot (W_{\text{air}})_c} \]  

(34)

The details of the differences in basic physics data between TRS 398 and ICRU 59 are discussed in [41].

3.5.3. The CoP from the German Cancer Research Centre

Since the number of heavy-ion beam radiotherapy facilities is still small, and ICRU 59 [35] made no recommendations for absorbed dose determination in heavy-ion beams, the group at German Cancer Research Center (DKFZ) developed procedures for beam calibration at German Heavy Ion Research Centre (GSI) carbon beam treatment facility. The CoP from the DKFZ for carbon ions [36] is based on the use of an ionization chamber calibrated in terms of absorbed dose to water, \(N_{D,w,60}\), in a 60Co gamma ray beam. The absorbed dose to water in the carbon beam refers to an effective point of measurement of the chamber; it is determined by:

\[ D_w(P_{\text{eff}}) = M_{\text{corr}}^{\text{corr}} N_{D,w,60} k_Q \]  

(35)

\(M_{\text{corr}}\) is the dosimeter reading corrected for the influence of air density, incomplete saturation and polarity effects of the chamber. Correction factors for the air density are obtained as suggested by DIN 6800-2 [34] using a radioactive check source. \(k_Q\) is the specific beam quality correction factor. As in TRS 398 [1], the \(k_Q\) factor is calculated theoretically according to the equation:

\[ k_Q = \left( \frac{w_{\text{air}}}{e} \right)^{C-12} \left( \frac{w_{\text{air}}}{e} \right)^{C-60} S_{w,\text{air}}^{C-12} \left( L / \rho \right)^{Co-60} \frac{p^{C-12}}{p^{Co-60}} \]  

(36)

29
is a product of the ratios of the w-values, the water-to-air stopping power ratios and the chamber specific perturbation factors for carbon beam and 60Co gamma ray beam, respectively.

At GSI the depth dose distribution is actively modulated by use of an energy variation of the synchrotron. A spread out Bragg peak (SOBP) is therefore produced from a superposition of a series of energies with different weights. Currently, for carbon ions 256 energies are available in the range between 80 MeV/u and 400 MeV/u and the SOBP is different at each scan point for each patient and therefore it is not adequate to define a reference depth within the depth of an SOBP. Instead, a small depth in the plateau region of the Bragg curves was chosen as reference depth for dosimetry where the contribution of fragments to the particle fluence is negligible. Detailed discussion of differences between the two CoPs, Cop from DKFZ and TRS 398, is given in ref. [42].

3.6. Parallelism between the Codes of Practice

3.6.1. High-energy photon and electron beams

The connection between the \( N_{D,w} \) and the \( N_{D,air} \) formalisms can be established comparing Eqs. (5) and (7) for the same reference beam quality \( Q_o \). For the absorbed dose to water \( D_{w,Q_o} \) determined at the same reference depth, it follows that

\[
N_{D,w,Q_o} = N_{D,air}(s_{w,air})_{Q_o} P_{Q_o} \tag{37}
\]

where \( Q_o \) usually refers to 60Co gamma rays. The assumed constancy in \( N_{D,air} \) allows extending this relation to any reference quality. Attention should be paid to the consistency between \( N_{D,air} \) and \( p_{Q_o} \) regarding the perturbation factor \( p_{cel} \). The chamber factor \( N_{D,air} \) is numerically different in TRS 277 [2] and TRS 381 [3], as the latter includes the effect of a metallic central electrode during the chamber calibration in 60Co, but this is included in the global \( p_{cel} \) factor of TRS 277, see Eqs (1) and (4).

Eq. (37) can be used in the case of photon beams to calculate a theoretical \( N_{D,w} \) from a \( N_K \) calibration factor and thus enable a comparison between the Codes of Practice which does not depend on the differences between primary standards of air kerma and absorbed dose to water [43]. It is emphasized that an experimental \( N_{D,w} \) calibration factor, and therefore the resulting absorbed dose at 60Co, is approximately 1% larger than a theoretical one (average value for different types of chambers) [44] except for the German PTB, as its present absorbed dose to water standard differs from other laboratories by approximately –0.7%, (c.f. fig 4a in TRS 398[1]). It should be noticed, however, that some laboratories have revised [45,46], and others will probably revise, the chamber wall attenuation factor, which enters into the determination of their air kerma standards (c.f. TRS 398 [1]). This process will most likely bring the absorbed dose to water at 60Co in close agreement irrespective of the use of \( N_K \) or \( N_{D,w} \) calibration coefficients.

3.6.2. Kilovoltage X ray beams

There is a limited availability of primary standards of absorbed dose to water in the kilovoltage X ray range. For this reason, and as TRS 398 recommends [1], it is possible for a calibration laboratory to provide users derived calibration coefficients in terms of absorbed dose to water from air kerma calibration coefficients using one of the accepted codes of practice.
For medium energy X ray beams and measurements made with the centre of a cylindrical chamber at a reference depth of 2 g/cm$^2$ in a water phantom, the calibration coefficient in terms of absorbed dose to water is derived from

$$N_{D, w, Q_0} = N_{K, Q_0} \left[ \left( \mu_{en} / \rho \right)_{w, air} \right]_{Q_0} p_{Q_0}$$  \hspace{1cm} (38)

where $N_{K, Q_0}$ is the calibration coefficient in terms of air kerma measured free in air at the $Q_0$ X ray calibration quality, $\left[ \left( \mu_{en} / \rho \right)_{w, air} \right]_{Q_0}$ is the ratio of the mean mass energy absorption coefficient, water to air, at the reference depth, and $p_{Q_0}$ is a perturbation factor.

For establishing connection at low energy X ray beams, it is necessary to take into account the difference in response of a plane-parallel chamber free in air compared to that on the surface of a full scatter phantom. This is because $N_{K}$ based protocols yield the absorbed dose at a phantom surface when a plane-parallel chamber is positioned free in air, whereas the $N_{D, w}$ formalism yields the absorbed dose at the surface of a phantom when the chamber is positioned with its reference point at the surface of a phantom. Thus, for the air kerma formalism

$$D_{w, Q_0} = M_{Q_0}^{freeair} N_{K, Q_0} B \left[ \left( \mu_{en} / \rho \right)_{w, air} \right]_{Q_0}^{freeair} p_{Q_0}$$  \hspace{1cm} (39)

where the air kerma calibration coefficient $N_{K, Q_0}$ measured free in air includes the effects of any material in which the ion chamber is embedded, $B$ is the backscatter factor, $\left[ \left( \mu_{en} / \rho \right)_{w, air} \right]_{Q_0}^{freeair}$ is the ratio of the mean mass energy absorption coefficients in free air, and $p_{Q_0}$ is assumed to be unity for the plane-parallel chambers used. For a formalism based on calibration coefficients in terms of absorbed dose to water

$$D_{w, Q_0} = M_{Q_0}^{surface} N_{D, w, Q_0}$$  \hspace{1cm} (40)

From Eqs (41) and (42) it follows that

$$N_{D, w, Q_0} = \frac{M_{Q_0}^{freeair}}{M_{Q_0}^{surface}} N_{K, Q_0} B \left[ \left( \mu_{en} / \rho \right)_{w, air} \right]_{Q_0}^{freeair} p_{Q_0}$$  \hspace{1cm} (41)

Data for the various factors in Eqs (38) and (41) have been given in the second edition of TRS 277 [2] or may be found in other current dosimetry protocols and codes of practice [38-40].
4. EXPERIMENTAL COMPARISON: $^{60}$Co GAMMA RAY BEAMS

4.1. General

This section provides results of comparison of reference dosimetry (beam calibration) in the user’s $^{60}$Co gamma ray beam performed using the recommendations of TRS 398 and other national and international protocols by the participants of the CRP E2.40.09. The measurements of absorbed dose to water are based upon the use of an ionization chamber that has a calibration coefficient in terms of absorbed dose to water $N_{D,w,Q_0}$ and air kerma $N_K$ in a reference beam of quality $Q_0$, where $Q_0$ is $^{60}$Co.

4.2. Dosimetry equipment

4.2.1. Ionization chambers

Only Farmer type cylindrical ionization chambers were used for measurements in $^{60}$Co beams. The calibration coefficients for these chambers in terms of air kerma, $N_K$, and in terms of absorbed dose to water, $N_{D,w}$, were obtained from various primary as well as secondary standards dosimetry laboratories. Calibration coefficients for a few chambers were also obtained at one participating institute by cross calibration of these chambers against a reference chamber in a $^{60}$Co beam with traceability to the IAEA Dosimetry calibration laboratory. The reference point of a cylindrical chamber for the purpose of calibration at the standards laboratory and for measurements under reference conditions in the user beam is taken to be on the chamber axis at the centre of the cavity volume.

4.2.2. Phantoms and chamber sleeves

All measurements of absorbed dose to water were performed in water phantoms. For non-waterproof ionization chambers, a waterproofing sleeve made of PMMA, not thicker than 1.0 mm, was used. The air gap between the chamber wall and the waterproofing sleeve was less than 0.3 mm in all cases. These dimensions are consistent with the recommendations given in TRS 398.

4.3. Beam quality specification

$^{60}$Co gamma rays for radiotherapy dosimetry do not require a beam quality specifier other than the radionuclide.

4.4. Determination of absorbed dose to water

4.4.1. Experimental method

Table 4.I gives a summary of the experimental details that were used by the members of the CRP for absorbed dose measurements.

4.4.2. Reference conditions

The reference conditions for determination of absorbed dose to water are given in Tables 4.II. and 4.III for TRS 277 [2] and TRS 398 [1] respectively. All measurements of absorbed dose were performed following the reference conditions recommended in each CoP. Absorbed doses according to TRS 398 were always measured at the reference depth for TRS 398, so the reference point of the chamber was always placed at the reference depth $z_{ref}$. When the absorbed dose was measured according to TRS 277 protocol, two approaches were used:
reference point of the cylindrical chamber was positioned at the depth $0.6 \ r_{cyl}$ deeper than the reference depth $z_{ref}$ as it follows directly from reference conditions from TRS 277. In that case comparison between absorbed dose between TRS 398 and TRS 277 was done directly;

reference point of the cylindrical chamber was positioned at the reference depth $z_{ref}$. In that case the comparison between absorbed doses was performed by converting the result obtained with TRS 277 at the shallower depth using the appropriate clinical percent depth dose (PDD) as recommended in TRS 398.

TABLE 4.1. SUMMARY OF EXPERIMENTAL DETAILS THAT WERE USED BY THREE PARTICIPATING INSTITUTIONS FOR MEASUREMENTS OF ABSORBED DOSE TO WATER IN $^{60}$Co GAMMA RAY BEAMS USING TRS 277 AND TRS 398

<table>
<thead>
<tr>
<th>Institution #</th>
<th>1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>3&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Influence Quantity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cylindrical chambers used</td>
<td>NE 2571, PTW 30001, PTW 30013</td>
<td>NE 2571, NE 2581, FC65-P, FC65-G</td>
<td>NE 2571, NE 2577, NE 2581</td>
</tr>
<tr>
<td>Calibration beam quality $^{60}$Co</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Calibration coefficients used</td>
<td>$N_{D,w}$ and $N_K$</td>
<td>$N_{D,w}$ and $N_K$</td>
<td>$N_{D,w}$ and $N_K$</td>
</tr>
<tr>
<td>Calibration laboratory which provided $N_{D,w}$ and $N_K$ coefficients</td>
<td>IAEA DOL and SSDL (IRD) Brazil</td>
<td>IAEA DOL and SSDL (IBA) Germany</td>
<td>SSDL (BARC) India</td>
</tr>
<tr>
<td>Water phantom</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Waterproof sleeves</td>
<td>1 mm PMMA for NE 2571 and PTW 30001 chambers</td>
<td>1 mm PMMA for NE2571 and NE2581 chambers</td>
<td>1 mm PMMA</td>
</tr>
<tr>
<td>Determination of correction factors</td>
<td>IAEA TRS 277 spreadsheet</td>
<td>IAEA TRS 277 spreadsheet</td>
<td>Tables from TRS 277</td>
</tr>
<tr>
<td>SSD/SCD [cm]</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Reference depth [cm] of measurement</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Field Size [cm&lt;sup&gt;2&lt;/sup&gt;] at SSD/SCD&lt;sup&gt;d&lt;/sup&gt;</td>
<td>10 x 10</td>
<td>10 x 10</td>
<td>10 x 10</td>
</tr>
</tbody>
</table>

<sup>a</sup> Laboratorio de Ciencias Radiológicas (LCR/UERJ), Brazil
<sup>b</sup>Institute of Oncology, Ljubljana, Slovenia
<sup>c</sup>Radiological Physics & Advisory Division, Radiation Safety Systems Division, Bhabha Atomic Research Centre, Mumbai, India
<sup>d</sup>The field size is defined at the surface of the phantom for a SSD type set-up, whereas for a SAD type set-up it is defined at the plane of the detector, placed at the reference depth in the water phantom at the isocentre of the machine. In this case the SCD is the source to chamber distance.
TABLE 4.II. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN $^{60}$Co GAMMA RAY BEAM ACCORDING TO TRS 277

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom material</td>
<td>water</td>
</tr>
<tr>
<td>Chamber type</td>
<td>cylindrical</td>
</tr>
<tr>
<td>Measurement depth $z_{ref}$</td>
<td>5 cm</td>
</tr>
<tr>
<td>Reference point of chamber</td>
<td>on the central axis at the centre of the cavity volume</td>
</tr>
<tr>
<td>Position of reference point of chamber</td>
<td>0.6 $r_{Cyl}$ deeper than $z_{ref}$; this places the effective point of measurement $P_{eff}$ of the chamber at the reference depth $z_{ref}$.</td>
</tr>
<tr>
<td>SSD/SCD [cm]</td>
<td>80</td>
</tr>
<tr>
<td>Field size at SSD/SCD [cm$^2$]</td>
<td>$10 \times 10^4$</td>
</tr>
</tbody>
</table>

*The field size is defined at the surface of the phantom for a SSD type set-up, whereas for a SAD type set-up it is defined at the plane of the detector, placed at the reference depth in the water phantom at the isocentre of the machine. In this case the SCD is the source to chamber distance.

TABLE 4.III. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN $^{60}$Co GAMMA RAY BEAM ACCORDING TO TRS 398.

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom material</td>
<td>water</td>
</tr>
<tr>
<td>Chamber type</td>
<td>cylindrical</td>
</tr>
<tr>
<td>Measurement depth $z_{ref}$</td>
<td>5 cm</td>
</tr>
<tr>
<td>Reference point of chamber</td>
<td>on the central axis at the centre of the cavity volume</td>
</tr>
<tr>
<td>Position of reference point of chamber</td>
<td>at the measurement depth $z_{ref}$</td>
</tr>
<tr>
<td>SSD/SCD [cm]</td>
<td>80</td>
</tr>
<tr>
<td>Field size at SSD/SCD [cm$^2$]</td>
<td>$10 \times 10^4$</td>
</tr>
</tbody>
</table>

*The field size is defined at the surface of the phantom for a SSD type set-up, whereas for a SAD type set-up it is defined at the plane of the detector, placed at the reference depth in the water phantom at the isocentre of the machine. In this case the SCD is the source to chamber distance.

4.4.3. Determination of absorbed dose to water under reference conditions

Absorbed doses to water at the reference depth in water were determined following the recommendations of TRS 277 [2] and TRS 398 [1]. The formalisms and equations for the determination of absorbed dose to water according to these protocols were discussed in Section 3.

4.5. Results

Experimental results of absorbed dose ratios $D_w(TRS\ 398)/D_w(TRS\ 277)$ for selected cylindrical ionization chambers are summarized in Table 4.IV. and plotted in Fig. 12. Column (7) of Table 4.IV. corresponds to the mean of the ratios of absorbed dose to water, $D_w$, determined with the two CoPs at the reference depth, measured according to the experimental condition described in Table 4.I. If more than one chamber of the same type was involved in the comparison, the minimum and maximum values of the ratios of absorbed doses are also given in columns (5) and (6).
Fig. 12. Experimental comparison of dose ratios TRS 398/TRS 277 (2nd ed) in $^{60}$Co gamma ray beams, at the reference depth of 5 cm, for cylindrical ionization chambers of the type NE2571 (solid circle), NE2677 (open circle), NE2581 (inverted solid triangle), FC65P (inverted open triangle), FC65G (solid square), PTW30001 (open square), PTW30013 (diamond).

TABLE 4.IV. COMPARISON OF RATIOS OF ABSORBED DOSES TO WATER DETERMINED FOLLOWING THE RECOMMENDATIONS OF IAEA TRS 398 AND TRS 277 FOR $^{60}$Co DOSIMETRY USING FARMER-TYPE CHAMBERS WITH AN $N_{D,w}$ CALIBRATION AT $^{60}$Co. RESULTS ARE QUOTIENTS OF ABSORBED DOSES TO WATER $D_w$(TRS 398)/$D_w$(TRS 277). COLUMN (7) CORRESPONDS TO THE MEAN OF THE RATIOS OF ABSORBED DOSE TO WATER AT THE REFERENCE DEPTH, $D_w$(TRS 398)/$D_w$(TRS 277), DETERMINED WITH THE TWO CoPS ACCORDING TO THE EXPERIMENTAL CONDITIONS DESCRIBED IN TABLE 4.I. IF MORE THAN ONE CHAMBER OF THE SAME TYPE WAS INVOLVED IN THE COMPARISON, THE MINIMUM AND MAXIMUM VALUES OF THE RATIOS OF ABSORBED DOSES TO WATER ARE ALSO GIVEN (COLUMNS 5 AND 6).

<table>
<thead>
<tr>
<th>Energy</th>
<th>Institution</th>
<th>Chamber Type</th>
<th>No. of chambers studied</th>
<th>$D_w$(TRS 398)</th>
<th>$D_w$(TRS 277)</th>
<th>min</th>
<th>max</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{60}$Co</td>
<td>a, b, c</td>
<td>NE 2571</td>
<td>6</td>
<td>1.004</td>
<td>1.009</td>
<td>1.007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>NE 2577</td>
<td>1</td>
<td>1.010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a, b</td>
<td>NE 2581</td>
<td>2</td>
<td>1.009</td>
<td>1.012</td>
<td>1.010</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>FC65-P</td>
<td>1</td>
<td>1.007</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>FC65-G</td>
<td>1</td>
<td>1.004</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>PTW 30001</td>
<td>1</td>
<td>1.009</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>PTW 30013</td>
<td>1</td>
<td>1.008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$Laboratorio de Ciencias Radiológicas (LCR/UERJ), Brazil
$^b$Iнститут Oncology, Ljubljana, Slovenia
$^c$Radiological Physics & Advisory Division, Radiation Safety Systems Division, Bhabha Atomic Research Centre, Mumbai, India
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4.6. Recommendation

Seven types (13 chambers) of commonly used cylindrical ionization chambers (Farmer type) were used to check the difference in absorbed dose determination that users can expect when a transition is made from IAEA TRS 277 CoP to IAEA TRS 398 CoP. While the mean value of the ratio $D_w(\text{TRS } 398)/D_w(\text{TRS } 277)$ is found to be approximately 0.8 % for all chambers, it can be seen that observed differences are probably dependent on the chamber type used at least in the case of the NE 2571 and NE 2581 chambers. The ratio also depends on the calibration laboratories to which the calibration coefficients of the chambers used for the measurements are traceable. Users are advised to check carefully their experimental conditions and relevant calibration coefficients if the ratios of absorbed doses to water, $D_w(\text{TRS } 398)/D_w(\text{TRS } 277)$, measured by them fall outside the range:

$$1.000 \leq D_w(\text{TRS } 398)/D_w(\text{TRS } 277) \leq 1.012.$$  

For guidance on possible discrepancies the user should consult the recommendations given in TRS 398.

It is very important to note that many standards laboratories have changed their air kerma standard $N_k$ by about 1 % since the measurements performed under the CRP was completed. The user is therefore advised to analyze the influence of the effects of any change of standards on calibration coefficients when comparing their results with the data shown in Table 4.IV and in Fig. 12 as transition is made from TRS 277 to TRS 398.
5. EXPERIMENTAL COMPARISON: HIGH-ENERGY PHOTON BEAMS

5.1. General
This section provides results of comparison of reference dosimetry (beam calibration) in clinical high-energy photon beams in the energy range \(0.605 \leq TPR_{20,10} \leq 0.804\) (\(4 \leq E \leq 50\) MV) made by the participants of the CRP E2.40.09. The comparison was performed using the recommendations of TRS 398 and other national and international protocols. The measurements of absorbed dose to water are based upon the use of an ionization chamber that has a calibration coefficient in terms of absorbed dose to water \(N_{D,w,Q_o}\) and air kerma \(N_K\) in a reference beam of quality \(Q_o\). This reference quality may be either \(^{60}\)Co gamma radiation or a high-energy photon beam.

5.2. Dosimetry equipment

5.2.1. Ionization chambers
Only Farmer type cylindrical ionization chambers were used for measurements in high-energy photon beams. The calibration coefficients of these chambers in terms of air kerma, \(N_K\), in a \(^{60}\)Co beam and in terms of absorbed dose to water, \(N_{D,w,Q_o}\), in a \(^{60}\)Co and/or high-energy photon beam were obtained from various primary as well as secondary standards dosimetry laboratories. The reference point of a cylindrical chamber for the purpose of calibration at the standards laboratory and for measurements under reference conditions in the user beam is taken to be on the chamber axis at the centre of the cavity volume.

5.2.2. Phantoms and chamber sleeves
All measurements of absorbed dose and beam quality were performed in a water phantom. For non-waterproof ionization chambers, a waterproofing sleeve made of PMMA, not thicker than 1.0 mm was used. The air gap between the chamber wall and the waterproofing sleeve was less than 0.3 mm in all cases. These dimensions are consistent with the recommendations given in TRS 398 [1]. Whenever possible, the same waterproofing sleeve that was used for calibration of the user’s ionization chamber at the standards laboratory was also used for clinical reference dosimetry. In those situations where this was not possible, another sleeve of the same material and of similar thickness was used.

5.3. Beam quality specification
TRS 277 [2], TRS 398 [1], and DIN 6800-2 [34] recommend that the tissue-phantom ratio, \(TPR_{20,10}\) be used for beam quality specification. This is the ratio of the absorbed doses at depths of 20 cm and 10 cm in a water phantom, measured with a constant source-chamber distance of 100 cm and a field size of 10 cm x 10 cm at the plane of the chamber. On the other hand, the beam quality in TG-51 [33] is specified by percent depth dose at 10 cm depth, \(%dd(10)_X\), excluding electron contamination. The value of \(%dd(10)_X\) is defined for a field size of 10 cm x 10 cm at the water phantom surface at an SSD of 100 cm. The recommendations of each protocol were strictly followed to measure the beam quality for all photon beams.
TABLE 5.1. SUMMARY OF EXPERIMENTAL DETAILS THAT WERE USED BY THE SIX PARTICIPATING INSTITUTIONS TO COMPARE ABSORBED DOSES DETERMINED FOLLOWING THE RECOMMENDATIONS OF TRS 398 AND OTHER CoPs

<table>
<thead>
<tr>
<th>Institution #</th>
<th>1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>3&lt;sup&gt;c&lt;/sup&gt;</th>
<th>4&lt;sup&gt;d&lt;/sup&gt;</th>
<th>5&lt;sup&gt;e&lt;/sup&gt;</th>
<th>6&lt;sup&gt;f&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Influence quantity</td>
<td>CoPs used</td>
<td>Cylindrical chambers used</td>
<td>Reference beam quality</td>
<td>Other used calibration beam qualities</td>
<td>Calibration coefficients at reference beam quality</td>
<td>Calibration laboratory that provided traceable calibration coefficients</td>
</tr>
<tr>
<td>Institution #</td>
<td>TRS 277</td>
<td>TRS 277</td>
<td>TRS 277, TG-51</td>
<td>TRS 277</td>
<td>DIN 6800-2</td>
<td>TRS 277</td>
</tr>
<tr>
<td>CoPs used</td>
<td>NE 2571, PTW 30001, PTW 30013</td>
<td>NE 2571, PTW 30001, PTW 30010</td>
<td>NE 2571, NE 2581, FC65-P, FC65-G</td>
<td>PTW 30006</td>
<td>NE 2571, NE 2577, NE 2581</td>
<td></td>
</tr>
<tr>
<td>Cylindrical chambers used</td>
<td>NE 2571, PTW 30001, PTW 30013</td>
<td>NE 2571, IC-70</td>
<td>NE 2571, PTW 30001, PTW 30010</td>
<td>NE 2571, NE 2581, FC65-P, FC65-G</td>
<td>PTW 30006</td>
<td>NE 2571, NE 2577, NE 2581</td>
</tr>
<tr>
<td>Reference beam quality</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Other used calibration beam qualities</td>
<td>no</td>
<td>Several photon beam qualities</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>Several photon beam qualities</td>
</tr>
<tr>
<td>Calibration coefficients at reference beam quality</td>
<td>$N_{D,w}$ and $N_K$</td>
<td>$N_{D,w}$ and $N_K$</td>
<td>$N_{D,w}$ and $N_K$</td>
<td>$N_{D,w}$ and $N_K$</td>
<td>$N_{D,w}$ and $N_K$</td>
<td></td>
</tr>
<tr>
<td>Calibration laboratory that provided traceable calibration coefficients</td>
<td>IAEA DOL SSDL (IRD) Brazil</td>
<td>PSDL BNM-LNHB, France</td>
<td>IAEA DOL, SSDL Sweden, ADCL USA</td>
<td>IAEA DOL, SSDL (IBA) Germany</td>
<td>SSDL (PTW) Germany</td>
<td>SSDL (BARC) India</td>
</tr>
<tr>
<td>Water phantom</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Beam quality determination</td>
<td>TRS 398: from TPR&lt;sub&gt;20,10&lt;/sub&gt;</td>
<td>TRS 398: from TPR&lt;sub&gt;20,10&lt;/sub&gt;</td>
<td>TRS 398: from TPR&lt;sub&gt;20,10&lt;/sub&gt;; TG-51 from TPR&lt;sub&gt;3x,10&lt;/sub&gt;; %dd(10)&lt;sub&gt;X&lt;/sub&gt;</td>
<td>TRS 398: from TPR&lt;sub&gt;20,10&lt;/sub&gt;</td>
<td>TRS 398: from TPR&lt;sub&gt;20,10&lt;/sub&gt;</td>
<td>TRS 398: from TPR&lt;sub&gt;20,10&lt;/sub&gt;</td>
</tr>
<tr>
<td>Lowest TPR&lt;sub&gt;20,10&lt;/sub&gt;</td>
<td>0.605</td>
<td>0.675</td>
<td>0.613</td>
<td>0.667</td>
<td>0.672</td>
<td>0.665</td>
</tr>
<tr>
<td>Highest TPR&lt;sub&gt;20,10&lt;/sub&gt;</td>
<td>0.763</td>
<td>0.792</td>
<td>0.804</td>
<td>0.759</td>
<td>0.765</td>
<td>0.772</td>
</tr>
<tr>
<td>Determination of beam quality correction factors $k_{Q,Q_0}$ for TRS 398</td>
<td>IAEA TRS 398 spreadsheet</td>
<td>Table from TRS 398 and experimental $k_{Q,Q_0}$</td>
<td>IAEA TRS 398 spreadsheet</td>
<td>Table from TRS 398 and experimental $k_{Q,Q_0}$</td>
<td>IAEA TRS 398 spreadsheet</td>
<td>Table from TRS 398 and experimental $k_{Q,Q_0}$</td>
</tr>
<tr>
<td>Institution #</td>
<td>Influence quantity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Determination of correction factors for other CoP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Determination of beam quality correction factors (k_{Q,Q_0}) for other CoP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SSD [cm]</th>
<th>100</th>
<th>100</th>
<th>100</th>
<th>100</th>
<th>100</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth [cm]</td>
<td>5 and 10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>5 and 10</td>
<td>10</td>
</tr>
<tr>
<td>FS at SSD [cm²]</td>
<td>10 x 10</td>
<td>10 x 10</td>
<td>10 x 10</td>
<td>10 x 10</td>
<td>10 x 10</td>
<td>10 x 10</td>
</tr>
</tbody>
</table>

\(^1\)the experimental \(k_{Q,Q_0}\) were provided by the PSDLs (BNM, France and NPL, UK)
\(^2\)the experimental \(k_{Q,Q_0}\) were provided by the PSDL (NPL, UK)
\(^3\)Laboratorio de Ciencias Radiológicas (LCR/UERJ), Rio de Janeiro, Brazil
\(^4\)ESTRO-EQUAL Measuring Laboratory, Service de Physique, Institute Gustave-Roussy, Villejuif, France
\(^5\)Kimmel Cancer Center of Jefferson Medical College, Thomas Jefferson University, Philadelphia, USA & Division of Medical Radiation Physics, University of Stockholm-Karolinska Institute, Stockholm, Sweden
\(^6\)Institute of Oncology, Ljubljana, Slovenia
\(^7\)Department Medical Physics, German Cancer Research Center, Heidelberg, Germany
\(^8\)Radiological Physics & Advisory Division, Radiation Safety Systems Division, Bhabha Atomic Research Centre, Mumbai, India
5.4. Determination of absorbed dose to water

5.4.1. Experimental method

Table 5.I gives a summary of the experimental details that were used by the members of the CRP for absorbed dose measurements.

5.4.2. Reference conditions

The reference conditions for determination of absorbed dose to water are given in Tables 5.II., 5.III., 5.IV. and 5.V. for TRS 277 [2], TRS 398 [1], TG-51 [33] and DIN 6800-2 [34] respectively. All measurements of absorbed doses were performed following the reference conditions recommended in each CoP or protocol. As can be seen from the tables, TRS 398 and TG-51 protocols recommend that the reference point of a cylindrical ionization chamber be positioned at the reference depth of measurement \( z_{\text{ref}} \) whereas TRS 277 and DIN 6800-2 CoPs recommend an effective point of measurement approach where the reference point of the cylindrical chamber is positioned at a depth deeper than the reference depth \( z_{\text{ref}} \) by a multiple of the internal radius of the air cavity of the cylindrical chamber \( r_{\text{cyl}} \). Comparisons of absorbed doses between TRS 398 and TG-51 were performed at the same reference depth of 10 cm. On the other hand, absorbed doses measured following TRS 398, TRS 277 and DIN 6800-2 were converted to the doses at the depth of dose maximum \( z_{\text{max}} \) by using either clinical percent depth dose (PDD) or tissue-maximum-ratio (TMR) data. This is consistent with the recommendations of TRS 398 and TG-51.

<table>
<thead>
<tr>
<th>TABLE 5.II. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN HIGH ENERGY PHOTON BEAMS ACCORDING TO TRS 277 [2]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Phantom quantity</strong></td>
</tr>
<tr>
<td>Phantom material</td>
</tr>
<tr>
<td>Chamber type</td>
</tr>
<tr>
<td>Measurement depth ( z_{\text{ref}} )</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Reference point of chamber</td>
</tr>
<tr>
<td>Position of reference point of chamber</td>
</tr>
<tr>
<td>SSD/SCD [cm]</td>
</tr>
<tr>
<td>Field size at SSD/SCD</td>
</tr>
</tbody>
</table>

\(^a\) When the reference dose is determined using an isocentric set up, the SAD of the accelerator is used even if this is not 100 cm.

\(^b\) The field size is defined at the surface of the phantom for a SSD type set-up, whereas for a SAD type set-up it is defined at the plane of the detector, placed at the reference depth in the water phantom at the isocentre of the machine. In this case the SCD is the source to chamber distance.
5.4.3. **Determination of absorbed dose to water under reference conditions**

Absorbed doses to water at the reference depth in water were determined following the recommendations of TRS 277 [2], TRS 398 [1], TG-51 [33] and DIN 6800-2 [34] protocols. The formalisms and equations for the determination of absorbed dose to water according to these protocols were discussed in Section 3.

### TABLE 5.III. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN HIGH ENERGY PHOTON BEAMS ACCORDING TO TRS 398 [1].

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom material</td>
<td>water</td>
</tr>
<tr>
<td>Chamber type</td>
<td>cylindrical</td>
</tr>
</tbody>
</table>
| Measurement depth $z_{\text{ref}}$ | for TPR$_{20,10} < 0.7$, 10 g cm$^{-2}$ (or 5 g cm$^{-2}$) \[ \text{for TPR}_{20,10} \geq 0.7$, 10 g cm$^{-2}$ \]
| Reference point of chamber | on the central axis at the centre of the cavity volume |
| Position of reference point of chamber | at the measurement depth $z_{\text{ref}}$ |
| SSD/SCD [cm]       | 100 $^a$                                   |
| Field size at SSD/SCD [cm$^2$] | $10 \times 10^b$ |

$^a$ When the reference dose is determined using an isocentric set up, the SAD of the accelerator is used even if this is not 100 cm.

$^b$ The field size is defined at the surface of the phantom for a SSD type set-up, whereas for a SAD type set-up it is defined at the plane of the detector, placed at the reference depth in the water phantom at the isocentre of the machine. In this case the SCD is the source to chamber distance.

### TABLE 5.IV. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN HIGH ENERGY PHOTON BEAMS ACCORDING TO TG-51 [33].

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom material</td>
<td>water</td>
</tr>
<tr>
<td>Chamber type</td>
<td>cylindrical</td>
</tr>
<tr>
<td>Measurement depth $z_{\text{ref}}$</td>
<td>10 cm</td>
</tr>
<tr>
<td>Reference point of chamber</td>
<td>on the central axis at the centre of the cavity volume</td>
</tr>
<tr>
<td>Position of reference point of chamber</td>
<td>at the measurement depth $z_{\text{ref}}$</td>
</tr>
<tr>
<td>SSD/SCD [cm]</td>
<td>100 $^a$</td>
</tr>
<tr>
<td>Field size at SSD/SCD [cm$^2$]</td>
<td>$10 \times 10^b$</td>
</tr>
</tbody>
</table>

$^a$ When the reference dose is determined using an isocentric set up, the SAD of the accelerator is used even if this is not 100 cm.

$^b$ The field size is defined at the surface of the phantom for a SSD type set-up, whereas for a SAD type set-up it is defined at the plane of the detector, placed at the reference depth in the water phantom at the isocentre of the machine. In this case the SCD is the source to chamber distance.
TABLE 5.V. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN HIGH ENERGY PHOTON BEAMS ACCORDING TO GERMAN DIN 6800-2 [34].

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom material</td>
<td>Water</td>
</tr>
<tr>
<td>Chamber type</td>
<td>cylindrical and plane-parallel</td>
</tr>
<tr>
<td>Measurement depth ( z_{\text{ref}} )</td>
<td>photons: 0.1 - 10 MV: 5 cm</td>
</tr>
<tr>
<td></td>
<td>photons: ( \geq 10 ) MV: 10 cm</td>
</tr>
<tr>
<td>Reference point of chamber</td>
<td>for plane-parallel chambers (^a), on the inner surface of the front window at its centre.</td>
</tr>
<tr>
<td></td>
<td>for cylindrical chambers, on the central axis at the centre of the cavity volume</td>
</tr>
<tr>
<td>Position of reference point of chamber</td>
<td>at the measurement depth ( z_{\text{ref}} )</td>
</tr>
<tr>
<td>SSD/SCD [cm]</td>
<td>100 (^a)</td>
</tr>
<tr>
<td>Field size at SSD/SCD [cm(^2)]</td>
<td>10 x 10 or circular: 10 cm diameter (^b)</td>
</tr>
</tbody>
</table>

\(^a\) When the reference dose is determined using an isocentric set up, the SAD of the accelerator is used even if this is not 100 cm.

\(^b\) The field size is defined at the surface of the phantom for a SSD type set-up, whereas for a SAD type set-up it is defined at the plane of the detector, placed at the reference depth in the water phantom at the isocentre of the machine. In this case the SCD is the source to chamber distance.

5.5. Results

5.5.1. Chamber calibrated in \( ^{60}\)Co gamma ray beam

Experimental results of absorbed dose ratios \( D_{w}(\text{TRS 398})/D_{w}(\text{TRS 277}) \) in high energy photon beams for selected cylindrical ionization chambers with \( N_{D,w} \) calibrations at \( ^{60}\)Co are plotted in Fig. 13 and summarized in Table 5.VI. If only one participant used a particular ionization chamber at the range of beam qualities given in columns (2), (3); column (11) of Table 5.VI. corresponds to the ratio of absorbed dose to water, \( D_{w}(\text{TRS 398})/D_{w}(\text{TRS 277}) \) determined with the two CoPs according to the experimental condition as described in Table 5.I. in the range of beam qualities given in columns (2) and (3). If only one beam quality been used columns (2) and (3) report this valus and column (11) corresponds to the ratio of absorbed dose to water, \( D_{w}(\text{TRS 398})/D_{w}(\text{TRS 277}) \) determined at this beam quality. If more than one participant has used the same chamber type at the same nominal photon beam energy, minimum and maximum values of the ratios of absorbed doses to water, \( D_{w}(\text{TRS 398})/D_{w}(\text{TRS 277}) \) are given in columns (7) and (9) and values of TPR\(_{20,10}\) at which these minimum and maximum values of the ratios were obtained, are given in columns (8) and (10) respectively. The indexes used in Table 5.VI. to identify the different participants are similar to that used in Table 5.I.

It can be seen that for the most commonly used clinical beam qualities the measured dose ratios are around 1.010; this means that results obtained using TRS 398 will be about 1% larger than those obtained with TRS 277. For the highest energies, in the case of a scanned 50 MV beam the difference is slightly larger. It is emphasized that these results correspond to the use of the second edition of TRS 277 [2].
It is very important to note that many standards laboratories have changed their air kerma standard $N_K$ by about 1% since the measurements performed under the CRP were completed. The user is therefore advised to analyze the influence of the effects of the change of standards on calibration coefficients when comparing their results with the data shown in Table 5.VI. and in Fig. 13 as the transition is made from TRS 277 to TRS 398.

Fig 13. Experimental comparison of absorbed dose ratios $D_w(\text{TRS 398})/D_w(\text{TRS 277})$ (2nd ed) in clinical photon beams measured according to the conditions described in Table 5.I. Symbols representing results for various chamber types are given inside the figure. Two participants used several chambers of the same type, these chambers are labelled as NE 2571A, NE2571B, NE2571C, NE2571D, PTW30001A, PTW30001B, PTW30001C - for participant a); and as NE2571/1, NE2571/2, NE2571/3 - for participant f).

Tables 5.VII. and 5.VIII. give the experimental results of comparison of absorbed doses to water between TRS 398 and TG-51, and TRS 398 and DIN 6800-2 respectively. These comparisons were done by using various cylindrical ionization chambers that had calibration coefficients in terms of air kerma or exposure and absorbed dose to water in a $^{60}$Co gamma ray beam. These results provide guidance to the user regarding the changes that can be expected when transitions are made from TG-51 or DIN-6800-2 to TRS 398 using the different types of ionization chambers listed in the tables.
### TABLE 5.VI. COMPARISON OF RATIOS OF ABSORBED DOSES TO WATER DETERMINED FOLLOWING THE RECOMMENDATIONS OF IAEA TRS 398 AND TRS 277 FOR PHOTON BEAM DOSIMETRY USING FARMER-TYPE CHAMBERS WITH AN $N_{D,W}$ CALIBRATION AT 60Co. RESULTS ARE QUOTIENTS OF ABSORBED DOSES TO WATER $D_w$(TRS 398)/$D_w$(TRS 277), GIVEN AS A FUNCTION OF THE CLINICAL BEAM QUALITIES. COLUMN (8) CORRESPONDS TO THE MEAN OF THE RATIOS OF ABSORBED DOSE TO WATER AT THE REFERENCE DEPTH, $D_w$(TRS 398)/$D_w$(TRS 277), DETERMINED WITH THE TWO CoPs ACCORDING TO THE EXPERIMENTAL CONDITIONS DESCRIBED IN TABLE 5.I

<table>
<thead>
<tr>
<th>Energy (MV)</th>
<th>Range of beam qualities</th>
<th>Chamber Type</th>
<th>No. of chambers studied</th>
<th>No. of beam qualities studied</th>
<th>$D_w$(TRS 398)/$D_w$(TRS 277)</th>
<th>Min ratio</th>
<th>@TPR 20,10</th>
<th>Max ratio</th>
<th>@TPR 20,10</th>
<th>Mean ratio</th>
<th>Mean TPR 20,10</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 0.605 0.624</td>
<td>NE2571 a,c)</td>
<td>2 *)</td>
<td>2</td>
<td>1.009 0.613</td>
<td>1.010 0.624</td>
<td>1.010 0.619</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PTW30001 a)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.009 0.605</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PTW30010 b)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.010 0.613</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PTW30013 b)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.008 0.605</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 0.644 0.688</td>
<td>NE2571 a-f)</td>
<td>7 *)</td>
<td>20</td>
<td>1.004 0.688</td>
<td>1.009 0.677</td>
<td>1.008 0.674</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NE2577 f)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.008 0.688</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NE2581 d,f)</td>
<td>2 *)</td>
<td>2</td>
<td>1.007 0.667</td>
<td>1.009 0.688</td>
<td>1.008 0.687</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FC 65-P d)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.008 0.667</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FC 65-G d)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.006 0.667</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IC-70 b)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.009 0.675</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PTW30013 a,c)</td>
<td>3 *)</td>
<td>6</td>
<td>1.009 0.680</td>
<td>1.010 0.674</td>
<td>1.010 0.677</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PTW30010 a)</td>
<td>1 *)</td>
<td>5</td>
<td>1.009 0.679</td>
<td>1.010 0.688</td>
<td>1.009 0.677</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PTW30013 a)</td>
<td>1 *)</td>
<td>4</td>
<td>1.008 0.674</td>
<td>1.009 0.677</td>
<td>1.008 0.667</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 0.718</td>
<td>NE2571 a)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.010 0.718</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 0.737 0.756</td>
<td>NE2571 a,f)</td>
<td>5 *)</td>
<td>3</td>
<td>1.008 0.737</td>
<td>1.011 0.747</td>
<td>1.009 0.739</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PTW30013 a)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.009 0.747</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 0.752 0.772</td>
<td>NE2571 a,d,f)</td>
<td>5 *)</td>
<td>5</td>
<td>1.008 0.759</td>
<td>1.013 0.772</td>
<td>1.010 0.762</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NE2577 f)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.015 0.772</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NE2581 d,f)</td>
<td>2 *)</td>
<td>2</td>
<td>1.008 0.759</td>
<td>1.012 0.772</td>
<td>1.010 0.766</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FC 65-P d)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.006 0.759</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>FC 65-G d)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.006 0.759</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PTW30013 a)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.010 0.763</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy (MV)</td>
<td>Range of beam qualities</td>
<td>Chamber Type</td>
<td>No. of chambers studied</td>
<td>No. of beam qualities studied</td>
<td>Min ratio @TPR(_{20,10})</td>
<td>Max ratio @TPR(_{20,10})</td>
<td>Mean ratio</td>
<td>Mean TPR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>-------------------------</td>
<td>--------------</td>
<td>-------------------------</td>
<td>-----------------------------</td>
<td>---------------------------</td>
<td>---------------------------</td>
<td>------------</td>
<td>----------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.766</td>
<td>NE 2571</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>PTW30010</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.778</td>
<td>NE 2571</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>PTW30010</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.792</td>
<td>NE 2571</td>
<td>2</td>
<td>2</td>
<td>1.007</td>
<td>0.792</td>
<td>1.012</td>
<td>0.799</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>PTW30010</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IC-70</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.009</td>
<td>0.792</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.804</td>
<td>NE 2571</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1.014</td>
<td>0.804</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)Laboratorio de Ciencias Radiológicas (LCR/UERJ), Rio de Janeiro, Brazil
\(^2\)ESTRO-EQUAL Measuring Laboratory, Service de Physique, Institute Gustave-Roussy, Villejuif, France
\(^3\)Kimmel Cancer Center of Jefferson Medical College, Thomas Jefferson University, Philadelphia, USA & Division of Medical Radiation Physics (TJUP), University of Stockholm-Karolinska Institute, Stockholm, Sweden (KS)
\(^4\)Institute of Oncology, Ljubljana, Slovenia
\(^5\)Radiological Physics & Advisory Division, Radiation Safety Division, Bhabha Atomic Research Centre, Mumbai, India

\(^*)\) If only one participant used particular ionization chamber at the range of beam qualities given in columns (2), (3), then column (11) corresponds to the ratio of absorbed dose to water, \(D_w(\text{TRS 398})/D_w(\text{TRS 277})\) in the range of beam qualities given in columns (2) and (3). If only one beam quality has been used columns (2) and (3) report the used TPR\(_{20,10}\) value and column (11) corresponds to the ratio of absorbed dose to water determined at this beam quality. If more than one participant has used the same chamber type at the same nominal photon beam energy, minimum and maximum values of the ratios of absorbed doses to water are given in columns (7) and (9) and values of TPR\(_{20,10}\) at which these minimum and maximum values of the ratios were obtained, are given in columns (8) and (10) respectively. The indexes used in Table 5.VI to identify the different participants are similar to that used in Table 5.I.
TABLE V.III. COMPARISON OF RATIOS OF ABSORBED DOSES TO WATER DETERMINED FOLLOWING THE RECOMMENDATIONS OF IAEA TRS 398 AND AAPM TG-51 FOR PHOTON BEAM DOSIMETRY USING FARMER-TYPE CHAMBERS WITH AN N_D,W CALIBRATION AT 60Co. RESULTS ARE QUOTIENTS OF ABSORBED DOSES TO WATER, D_w(TRS 398)/D_w(TG-51), GIVEN AS A FUNCTION OF THE CLINICAL BEAM QUALITIES. ALL MEASUREMENTS WERE MADE AT A REFERENCE DEPTH OF 10 CM ACCORDING TO THE EXPERIMENTAL CONDITIONS GIVEN IN TABLE 5.I. THE RESULTS ARE FROM REF [46].

<table>
<thead>
<tr>
<th>Energy [MV]</th>
<th>TRS 398 beam quality TPR_{20,10}</th>
<th>TG-51 beam quality %d(10)_X</th>
<th>Chamber Type</th>
<th>No. of chambers studied</th>
<th>D_w (TRS 398) / D_w (TG-51)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.680</td>
<td>67.4</td>
<td>NE 2571</td>
<td>1</td>
<td>1.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PTW 30001</td>
<td>1</td>
<td>1.000</td>
</tr>
<tr>
<td>18</td>
<td>0.778</td>
<td>80.1</td>
<td>NE 2571</td>
<td>1</td>
<td>1.003</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PTW 30001</td>
<td>1</td>
<td>1.002</td>
</tr>
<tr>
<td>25</td>
<td>0.799</td>
<td>83.0</td>
<td>NE 2571</td>
<td>1</td>
<td>1.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PTW 30001</td>
<td>1</td>
<td>1.000</td>
</tr>
</tbody>
</table>

TABLE V.IV. COMPARISON OF RATIOS OF ABSORBED DOSES TO WATER DETERMINED FOLLOWING THE RECOMMENDATIONS OF IAEA TRS 398 AND DIN 6800-2 CoPS FOR PHOTON BEAM DOSIMETRY USING FARMER-TYPE CHAMBERS WITH N_D,W CALIBRATION AT 60Co. RESULTS ARE QUOTIENTS OF ABSORBED DOSES TO WATER, D_w(TRS 398)/D_w(DIN 6800-2), GIVEN AS A FUNCTION OF THE CLINICAL BEAM QUALITIES. ALL MEASUREMENTS WERE MADE AT A DEPTH OF 5 CM FOR 6 MV PHOTON BEAMS AND AT A DEPTH OF 10 CM FOR 15 MV PHOTON BEAMS ACCORDING TO THE EXPERIMENTAL CONDITIONS GIVEN IN TABLE 5.I. RESULTS ARE FROM REF. [47].

<table>
<thead>
<tr>
<th>Energy [MV]</th>
<th>Beam quality</th>
<th>Chamber Type</th>
<th>No. of chambers studied</th>
<th>D_w (TRS 398) / D_w (DIN 6800-2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.672</td>
<td>PTW 30006</td>
<td>1</td>
<td>1.002</td>
</tr>
<tr>
<td>15</td>
<td>0.765</td>
<td>PTW 30006</td>
<td>1</td>
<td>1.001</td>
</tr>
</tbody>
</table>

5.5.2. Chamber calibrated in high-energy photon beams

Table 5.IX., gives the results of ratios of absorbed doses to water determined using the recommendations of IAEA TRS 398 and experimental and calculated values of k_{Q,Q_o} for NE2571 and Wellhöfer IC-70 chambers [48]. For both these chambers, calibration coefficients in terms of absorbed dose to water at 60Co, 6 and 25 MV photon beams were obtained from the BNM-LNHB and the NPL primary standards laboratories (PSDLs). As can be seen from the table, a differences of up to 0.8% is observed between the two methods of dose determination when an IC-70 chamber is used at a beam quality of TPR_{20,10} = 0.792; on the other hand, the observed difference is within 0.1% when a NE2571 chamber is used. More testing is required to verify the observed difference between IC-70 and NE 2571 chambers as only one IC-70 chamber was used in this study.
Table 5.X. gives the results of ratios of absorbed doses to water, $D_w(\text{TRS 398})_{\text{exp.} k_{Q,Q_o}} / D_w(\text{TRS 398 + calc.} k_{Q,Q_o})$, measured following the recommendations of TRS 398 and experimental values of $k_{Q,Q_o}$ and TRS 277 for the NE 2571 and Wellhöfer IC-70 chambers for various photon beam energies. For TRS 398, the experimental values of $k_{Q,Q_o}$ were obtained using $^{60}$Co as the reference beam quality $Q_o$. It can be seen that the observed differences are chamber dependent and range from 0.4% to 0.9%.

<table>
<thead>
<tr>
<th>Nominal energy</th>
<th>TPR$_{20,10}$</th>
<th>$D_w(\text{TRS 398})<em>{\text{exp.} k</em>{Q,Q_o}} / D_w(\text{TRS 398})<em>{\text{calc.} k</em>{Q,Q_o}}$</th>
<th>$D_w(\text{TRS 398})<em>{\text{exp.} k</em>{Q,Q_o}} / D_w(\text{TRS 277})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{60}$Co</td>
<td>-</td>
<td>NE 2571: 1.000</td>
<td>IC-70: 1.000</td>
</tr>
<tr>
<td>6 MV</td>
<td>0.675</td>
<td>0.999</td>
<td>0.994</td>
</tr>
<tr>
<td>25 MV</td>
<td>0.792</td>
<td>0.999</td>
<td>0.992</td>
</tr>
</tbody>
</table>
5.6. Recommendations

For the most commonly used clinical photon beams (0.605 ≤ TPR_{20,10} ≤ 0.799), the absorbed doses measured following the recommendations of TRS 398 are approximately 1% higher than those obtained with TRS 277 using Farmer type chambers with an N_{D,w} calibration at 60Co. Thus, when a transition is made from TRS 277 to TRS 398, the user is expected to measure a dose that is approximately 1% higher than that measured by TRS 277. Users are advised to check carefully their experimental conditions and relevant calibration coefficients if the ratio of absorbed doses, \( D_w(\text{TRS 398})/D_w(\text{TRS 277}) \), measured by them fall outside of the range \( 1.005 \leq D_w(\text{TRS 398})/D_w(\text{TRS 277}) \leq 1.015 \).

As can be seen from Table 5.VI., the observed difference between TRS 398 and TRS 277 depends on the beam quality and chamber type used. It also depends on the calibration laboratories to which the calibration coefficients of the chambers used for measurements are traceable. Many standards laboratories have changed their standard for air kerma by about 1% since the coordinated research project was completed. Adoption of the new air-kerma calibration standards will bring the agreement between TRS 398 and TRS 277 much closer than the agreement shown in Table 5.VI. and Fig. 13. The user is therefore advised to analyze the influence of the effects of standards on calibration coefficients when analyzing her/his results as she/he is making transition from TRS 277 to TRS 398.

For guidance on discrepancies expected from comparisons between TRS 398 and other protocols such as AAPM TG-51 or DIN 6800-2, the reader is advised to consult the results shown in Tables 5.VII.-VIII. and references cited therein.

In cases where experimental values of \( k_{Q',Q_o} \) are available for high energy photon beams, measurements with NE 2571 and Wellhöfer IC-70 chambers show that the doses determined using TRS 398 are higher than those determined using the TRS 277 by about 1% [see Tables 5.IX. and 5.X.] at clinical photon beam qualities. This is consistent with the situation using calculated values of \( k_{Q',Q_o} \) from TRS 398.
6. EXPERIMENTAL COMPARISON: HIGH-ENERGY ELECTRON BEAMS

6.1. General
This section provides results of the comparison of reference dosimetry (beam calibration) in clinical high-energy electron beams in the energy range \(2.27 \leq R_{50} \leq 8.13\ g\ cm^{-2}\) \((6 \leq E \leq 20\ MeV)\) made by the participants of the CRP E2.40.09. The comparison was performed using the recommendations of TRS 398 and other national and international protocols. The measurements of absorbed dose to water are based upon the use of an ionization chamber that has a calibration coefficient in terms of absorbed dose to water \(N_{D,w,Q_o}\) and air kerma \(N_K\) for a dosimeter in a reference beam of quality \(Q_o\). This reference quality may be either \(^{60}\text{Co}\) gamma radiation or an electron beam quality. In the latter case the dosimeter may be calibrated either directly at a standards laboratory or by cross-calibration in a clinical electron beam.

6.2. Dosimetry equipment

6.2.1. Ionization chambers
Both cylindrical and plane-parallel ionization chambers were used for measurements in high-energy electron beams. The calibration coefficients of these chambers in terms of air kerma, \(N_K\), in a \(^{60}\text{Co}\) beam and in terms of absorbed dose to water, \(N_{D,w,Q_o}\) in a \(^{60}\text{Co}\) and/or high energy electron beam were obtained from various primary as well as secondary standards dosimetry laboratories or by cross-calibration in a clinical electron beam. The reference point of a cylindrical chamber for the purpose of calibration at the standards laboratory and for measurements under reference conditions in the user beam is taken to be on the chamber axis at the centre of the cavity volume. For plane-parallel chambers the reference point is taken to be on the inner surface of the entrance window, at the centre of the window.

6.2.2. Phantoms and chamber sleeves
All measurements of absorbed dose and beam quality were performed in a water phantom. For non-waterproof cylindrical chambers a waterproofing sleeve made of PMMA, not thicker than 1.0 mm was used. The air gap between the chamber wall and the waterproofing sleeve was less than 0.3 mm in all cases. These dimensions conform to the recommendations given in TRS 398. Whenever possible, the same waterproofing sleeve that was used for calibration of the user’s ionization chamber at the standards laboratory was also used for clinical reference dosimetry. In those situations where this was not possible, another sleeve of the same material and of similar thickness was used. All plane-parallel chambers used for measurements were waterproof.

6.3. Beam quality specification
TRS 277 [2], TRS 381 [3] and DIN 6800-2 [34] recommend that the quality of electron beams be specified by the mean energy at the phantom surface \(E_\theta\). On the other hand, the beam quality in TRS 398 [1] and TG-51 [33] is specified by the half-value depth in water \(R_{50}\). This is the depth in water (in g/ cm\(^2\)) at which the absorbed dose is 50% of its value at the absorbed-dose maximum, measured with a constant source-surface-distance (SSD) of 100 cm and a field size at the phantom surface of at least 10 cm x 10 cm for \(R_{50} \leq 7\ g/cm^2\) \((E_\theta \leq 16\ MeV)\) and at least 20 cm x 20 cm for \(R_{50} > 7\ g/cm^2\) \((E_\theta > 16\ MeV)\) [1]. The recommendations of each protocol were strictly followed to measure the beam quality for all electron beams reported here.
6.4. Determination of absorbed dose to water

6.4.1. Experimental method

Table 6.I gives a summary of the experimental details that were used by the members of the CRP for absorbed dose measurements. Table 6.VI. gives a summary of experimental details that were used by one participating institution to measure absorbed doses in water and plastic phantoms.

6.4.2. Absorbed dose determinations in plastic and water phantoms

6.4.2.1. Ionization chambers and phantoms

One waterproof plane-parallel ionization chamber (PPC40, Scanditronix Wellhöfer) was used for absorbed dose measurements in water and plastic phantoms (cream-colored Plastic Water™ [49]. The dimensions of the plastic phantom were 30 x 30 cm² and the slab thickness varied from 1 mm up to 60 mm. The calibration coefficient of the plane-parallel chamber in terms of absorbed dose to water in a 60Co beam was obtained from a secondary standards dosimetry laboratory. For measurements made in a water phantom, the reference point of the chamber was placed at the depth of \( z_{\text{ref}} \). For plastic phantoms, the depth of \( z_{\text{ref,pl}} \) was calculated using Eq. (13) [see Section 3.2.3]. It is at this depth that the reference point of the plane-parallel chamber was placed for measurements made in plastic phantoms.

6.4.2.2 Reference conditions

The reference conditions for determination of absorbed dose to water are given in Tables 6.II., 6.III., 6.IV. and 6.V. for TRS 277 and 381, TRS 398, TG-51 and DIN 6800-2 respectively. All measurements of absorbed doses were performed following the reference conditions recommended in each CoP or protocol. As can be seen from the tables, TG-51 recommends that the reference point of a cylindrical ionization chamber be positioned at the reference depth of measurement \( z_{\text{ref}} \) whereas TRS 398, TRS 277 and DIN 6800-2 CoPs recommend an effective point of measurement approach where the reference point of a cylindrical chamber is positioned at a depth deeper than the reference depth \( z_{\text{ref}} \) by a multiple of the internal radius \( r_{\text{cyl}} \) of the air cavity of the chamber. For plane-parallel chambers, all protocols recommend that the reference point be positioned at the reference depth \( z_{\text{ref}} \) in the phantom. Comparisons of absorbed doses between TRS 398 and TG-51 were performed at the same reference depth \( z_{\text{ref}} \). On the other hand, absorbed doses measured following TRS 398, TRS 277, TRS 381 and DIN 6800-2 were converted to the dose at the depth of \( z_{\text{max}} \) by using the clinical percent depth dose (PDD) data. This is consistent with the recommendations of TRS 398 and TG-51.

6.4.3. Determination of absorbed dose to water under reference conditions

Absorbed doses to water at the reference depth in water were determined following the recommendations of IAEA TRS 277, TRS 381, TRS 398, AAPM TG-51 and DIN 6800-2 protocols. The formalisms and equations for the determination of absorbed dose to water according to these protocols were discussed in Section 3.
<table>
<thead>
<tr>
<th>Institution #</th>
<th>(2^b)</th>
<th>(3^c)</th>
<th>(4^d)</th>
<th>(5^e)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Influence quantity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CoPs used</strong></td>
<td>TRS 381</td>
<td>TRS 381, TRS 277, TG-51</td>
<td>TRS 381</td>
<td>DIN 6800-2</td>
</tr>
<tr>
<td>Plane-parallel chambers used</td>
<td>NACP-02, PPC 40</td>
<td>NACP, PTB Roos, PTW Roos</td>
<td>PPC 40</td>
<td>PTW Roos</td>
</tr>
<tr>
<td>Cylindrical chambers used</td>
<td>NE2571</td>
<td>NE 2571</td>
<td>-</td>
<td>PTW 30006</td>
</tr>
<tr>
<td>Type of calibration</td>
<td>cross-calibration and direct calibration in electron beam</td>
<td>cross-calibration and direct calibration in a (^{60})Co beam</td>
<td>Direct calibration in a (^{60})Co beam</td>
<td>Direct calibration in a (^{60})Co beam</td>
</tr>
<tr>
<td>Reference beam quality (^{60})Co</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Other used calibration beam qualities</td>
<td>Several electron energies</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Calibration coefficient at reference beam quality</td>
<td>(N_{D,w}) and (N_k)</td>
<td>(N_{D,w}) and (N_k)</td>
<td>(N_{D,w}) and (N_k)</td>
<td>(N_{D,w})</td>
</tr>
<tr>
<td>Calibration laboratory that provided traceable calibration coefficients</td>
<td>PSDL NPL, UK</td>
<td>IAEA DOL, SSDL Sweden, ADCL USA</td>
<td>SSDL (IBA), Germany</td>
<td>SSDL (PTW), Germany</td>
</tr>
<tr>
<td>Water phantom</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Beam quality determination</td>
<td>According to TRS 398 and TRS 381</td>
<td>According to TRS 398, TG-51 and TRS 381</td>
<td>According to TRS 398 and TRS 381</td>
<td>according to TRS 398</td>
</tr>
<tr>
<td>Determination of beam quality correction factors (k_{Q,Q_o}^{\text{iso}}) for TRS 398</td>
<td>Calculated and experimental</td>
<td>IAEA spreadsheet</td>
<td>tables from TRS 398 and TRS 381</td>
<td>IAEA spreadsheet</td>
</tr>
<tr>
<td>Determination of correction factors for other CoP</td>
<td>table from TRS 381</td>
<td>IAEA TRS 277/381 spreadsheet</td>
<td>table from TRS 277</td>
<td>formulas from DIN 6800-2</td>
</tr>
<tr>
<td>SSD [cm]</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Depth of measurement [cm]</td>
<td>TRS 398 (z_{ref})</td>
<td>TRS 398 (z_{ref})</td>
<td>TRS 398 (z_{ref})</td>
<td>TRS 398 (z_{ref})</td>
</tr>
<tr>
<td>Field Size at SSD [cm(^2)]</td>
<td>15 x 15</td>
<td>20x20 and 15x15</td>
<td>10x10</td>
<td>15 x 15</td>
</tr>
</tbody>
</table>

1The experimental \(k_{Q,Q_o}^{\text{iso}}\) were provided by the PSDL (NPL, UK);
2Using a directly calibrated plane-parallel chamber and a cross-calibrated \(p_b\) according to DIN 6800-2 is equivalent to a the cross calibration procedure of plane-parallel chambers according to TRS 398
3ESTRO-EQUAL Measuring Laboratory, Service de Physique, Institute Gustave-Roussy, Villejuif, France
4Kimmel Cancer Center of Jefferson Medical College, Thomas Jefferson University, Philadelphia, USA (TJUH) & Division of Medical Radiation Physics, University of Stockholm-Karolinska Institute, Stockholm, Sweden (KS)
5Institute of Oncology, Ljubljana, Slovenia; 6Department of Medical Physics, German Cancer Research Center, Heidelberg, Germany
### TABLE 6.II. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN HIGH-ENERGY ELECTRON BEAMS ACCORDING TO TRS 277 /381

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom material</td>
<td>water</td>
</tr>
<tr>
<td>Chamber type</td>
<td>cylindrical, plane-parallel</td>
</tr>
<tr>
<td>Measurement depth $z_{ref}$</td>
<td>for $E_o/\text{MeV} &lt; 5 : R_{100}$</td>
</tr>
<tr>
<td></td>
<td>$5 \leq E_o/\text{MeV} &lt; 10 : R_{100}$ or 1 cm</td>
</tr>
<tr>
<td></td>
<td>$10 \leq E_o/\text{MeV} &lt; 20 : R_{100}$ or 2 cm</td>
</tr>
<tr>
<td></td>
<td>$20 \leq E_o/\text{MeV} &lt; 50 : R_{100}$ or 3 cm</td>
</tr>
<tr>
<td>Reference point of chamber</td>
<td>for plane-parallel chambers, on the inner surface of the window at its centre,</td>
</tr>
<tr>
<td>Position of reference point of chamber</td>
<td>for cylindrical chambers, on the central axis at the centre of the cavity volume</td>
</tr>
<tr>
<td>Field size [cm$^2$]</td>
<td>$10 \times 10$ for $5 \leq E_o/\text{MeV} &lt; 20$</td>
</tr>
<tr>
<td></td>
<td>$20 \times 20$ for $20 \leq E_o/\text{MeV} &lt; 50$</td>
</tr>
</tbody>
</table>

*a* TRS 381 only

*b* The larger depth should always be chosen

### TABLE 6.III. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN HIGH-ENERGY ELECTRON BEAMS ACCORDING TO TRS 398

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom material</td>
<td>for $R_{50} \geq 4 \text{ g cm}^{-2}$, water</td>
</tr>
<tr>
<td></td>
<td>for $R_{50} &lt; 4 \text{ g cm}^{-2}$, water or plastic</td>
</tr>
<tr>
<td>Chamber type</td>
<td>for $R_{50} \geq 4 \text{ g cm}^{-2}$, plane-parallel or cylindrical.</td>
</tr>
<tr>
<td></td>
<td>For $R_{50} &lt; 4 \text{ g cm}^{-2}$, plane parallel</td>
</tr>
<tr>
<td>Measurement depth $z_{ref}$</td>
<td>$0.6 R_{50} - 0.1 \text{ g cm}^{-2}$</td>
</tr>
<tr>
<td>Reference point of chamber</td>
<td>for plane-parallel chambers, on the inner surface of the window at its centre,</td>
</tr>
<tr>
<td>Position of reference point of chamber</td>
<td>for cylindrical chambers, on the central axis at the centre of the cavity volume</td>
</tr>
<tr>
<td>SSD</td>
<td>100 cm</td>
</tr>
<tr>
<td>Field size at phantom surface [cm$^2$]</td>
<td>$10 \times 10$ or that used for normalization of output factors, whichever is larger</td>
</tr>
</tbody>
</table>
### TABLE 6.IV. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN HIGH-ELECTRON BEAMS ACCORDING TO TG-51 [33]

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom material</td>
<td>water</td>
</tr>
<tr>
<td>Chamber type</td>
<td>plane-parallel or cylindrical</td>
</tr>
<tr>
<td>Measurement depth $z_{ref}$</td>
<td>$0.6 R_{50} - 0.1 \text{ g cm}^{-2}$</td>
</tr>
<tr>
<td>Reference point of chamber</td>
<td>for plane-parallel chambers, on the inner surface of the window at its centre,</td>
</tr>
<tr>
<td></td>
<td>for cylindrical chambers, on the central axis at the centre of the cavity volume</td>
</tr>
<tr>
<td>Position of reference point of chamber</td>
<td>at $z_{ref}$</td>
</tr>
<tr>
<td>SSD</td>
<td>90-110 cm</td>
</tr>
<tr>
<td>Field size at phantom surface [cm²]</td>
<td>10 x 10 for $R_{50} \leq 8.5 \text{ cm}$</td>
</tr>
<tr>
<td></td>
<td>20 x 20 for $R_{50} &gt; 8.5 \text{ cm}$</td>
</tr>
</tbody>
</table>

### TABLE 6.V. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN HIGH-ENERGY ELECTRON BEAMS ACCORDING TO DIN 6800-2 [34]

<table>
<thead>
<tr>
<th>Nominal beam quality</th>
<th>Depth in water [cm]</th>
<th>SSD [cm]</th>
<th>Field size at SSD [cm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>electrons:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1 \text{ MeV} \leq \bar{E} \leq 5 \text{ MeV}$</td>
<td>M$^1$) 100</td>
<td>10 x 10 or 10 cm circular</td>
<td></td>
</tr>
<tr>
<td>electrons:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$5 \text{ MeV} \leq \bar{E} \leq 10 \text{ MeV}$</td>
<td>M; at least 1 100</td>
<td>10 x 10 or 10 cm circular</td>
<td></td>
</tr>
<tr>
<td>electrons:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10 \text{ MeV} \leq \bar{E} \leq 20 \text{ MeV}$</td>
<td>M; at least 2 100</td>
<td>15 x 15 or 15 cm circular</td>
<td></td>
</tr>
<tr>
<td>electrons:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$20 \text{ MeV} \leq \bar{E} \leq 50 \text{ MeV}$</td>
<td>M; at least 3 100</td>
<td>20 x 20 or 20 cm circular</td>
<td></td>
</tr>
</tbody>
</table>

$^1$) M: depth of dose maximum in cm
TABLE 6 VI. SUMMARY OF EXPERIMENTAL DETAILS THAT WERE USED BY ONE PARTICIPATING INSTITUTION TO COMPARE ABSORBED DOSES DETERMINED USING TRS 398 IN WATER AND PLASTIC PHANTOMS.

<table>
<thead>
<tr>
<th>Institution #</th>
<th>1a</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoPs used</td>
<td>TRS 381</td>
</tr>
<tr>
<td>Plane-parallel chamber used</td>
<td>PPC 40</td>
</tr>
<tr>
<td>Type of calibration</td>
<td>direct calibration in a $^{60}$Co beam</td>
</tr>
<tr>
<td>Reference beam quality $^{60}$Co</td>
<td>yes</td>
</tr>
<tr>
<td>Other calibration beam qualities</td>
<td>no</td>
</tr>
<tr>
<td>Calibration factors at reference beam quality</td>
<td>$N_{D,w}$</td>
</tr>
<tr>
<td>Calibration laboratory</td>
<td>SSDL (IBA) Germany</td>
</tr>
<tr>
<td>Water phantom</td>
<td>yes</td>
</tr>
<tr>
<td>Beam quality determination</td>
<td>according to TRS 398</td>
</tr>
<tr>
<td>Determination of beam quality correction factors $k_{Q,Q_0}$ for TRS 398</td>
<td>table from TRS 398</td>
</tr>
<tr>
<td>Plastic phantom</td>
<td>Plastic water$^{TM}$</td>
</tr>
<tr>
<td>SSD [cm]</td>
<td>100</td>
</tr>
<tr>
<td>depth [cm]</td>
<td>$z_{ref}^{b}$</td>
</tr>
<tr>
<td>Field Size at SSD [cm$^2$]</td>
<td>10 x 10</td>
</tr>
</tbody>
</table>

a Institute of Oncology, Ljubljana, Slovenia
b depth in plastic for each beam quality was determined with equation (13)

6.5. Results

6.5.1. Calibration of electron beams using cross-calibrated plane-parallel chambers, TRS 398 vs TRS 381

Figure 14a shows the experimental comparison of dose ratios TRS 398/TRS 381 in electron beams, at the reference depths recommended in TRS 398, for plane-parallel ionization chambers of the type NACP, Roos PTB, Roos PTW, Roos Wellhöfer and Markus PTW [50]. These results have been obtained by cross-calibration of the plane-parallel chambers in a high-energy electron beam against Farmer-type chambers having $N_K$ or $N_{D,w}$ calibrations in a $^{60}$Co beam. The results for the reference Farmer-type chambers are included in the figure (rightmost data points) which, as expected, agree with the dose ratios for the plane-parallel chambers at the highest energy of each data set. The almost constancy of the dose ratios shows how close the basic data in the two protocols are at $z_{ref}$ (TRS 398 [1]), even when the real clinical conditions are taken into account. The differences in absorbed dose in the two protocols are of the order of 0.9%, similar to the case of photon beams. The similarity of the results obtained with different plane-parallel chambers shows that the cross-calibration procedure yields consistent dose determinations for all chambers, and that chamber-to-chamber variations of a given type are almost negligible.
Fig. 14a. Experimental comparison of dose ratios TRS 398/TRS 381 in electron beams at the reference depths recommended in TRS 398, for plane-parallel ionization chambers of the type NACP (squares), Roos PTW and Wellhöfer (upward open and filled triangles), Roos PTB (downward triangles), Markus PTW (diamonds). The dose determinations are made with plane-parallel chambers cross-calibrated in a high-energy electron beam against Farmer-type chambers having ND,w calibrations in $^{60}$Co (rightmost data points). KS data, solid lines; TJUH data, dashed lines.

Fig. 14b. Experimental comparison of dose ratios TRS 398/TRS 381 in electron beams, at the depths of maximum dose, for plane-parallel ionization chambers of the type NACP (squares), Roos PTW and Wellhöfer (upward open and filled triangles), Roos PTB (downward triangles), Markus PTW (diamonds). The dose determinations are made with plane-parallel chambers cross-calibrated in a high-energy electron beam against Farmer-type chambers having ND,w calibrations in $^{60}$Co (rightmost data points). KS data, solid lines; TJUH data, dashed lines.
The strict application of TRS 381 [3], however, requires on most occasions measurements at reference depths different from those recommended in TRS 398 [1], closer to that of the depth of maximum absorbed dose ($R_{100}$ or $z_{\text{max}}$). In Fig 14b the absorbed dose values for TRS 381 have been determined directly at the depths of maximum dose, and these are compared with $D_w(z_{\text{max}})$ of TRS 398 derived from the corresponding $D_w(z_{\text{ref}})$. It is emphasized that the chamber readings $M_{pp}$ and $M_{cyl}$ at $z_{\text{max}}$ and at $z_{\text{ref}}$ are related by the respective percent depth-ionization distributions, and not by the percent depth-dose data as in the transfer of $D_w$ values. The results are very close, but not identical, to those of Fig 14a, and some of the dose ratios fluctuate more than in the comparison at $z_{\text{ref}}$. This is caused by the small variations in the transfer of chamber readings and dose from one depth to another using percent depth-ionization and depth-dose distributions in different accelerators. Again, the results for the different chambers are very similar and the chamber-to-chamber variations of a given type are almost negligible.

6.5.2. Calibration of electron beams using $N_{D,w}$ calibrated plane-parallel chambers, TRS 398 vs TRS 381

Figure 15 shows the comparison of dose ratios TRS 398/TRS 381 in electron beams, at the depths of maximum dose, for NACP and Roos plane-parallel chambers having $N_{D,w}$ calibrations in $^{60}\text{Co}$. The maximum difference between TRS 398 and TRS 381 is of the order of 1% for NACP and Roos PTW commercial chambers; for the Roos PTB prototype the maximum discrepancy is up to 1.5% at the lowest and highest energies. The dose determination at the highest energy made with a NE-2571 cylindrical chamber having a $N_{D,w}$ calibration agrees with that of the NACP chamber within better than 0.2%.

**Fig 15.** Experimental comparison of dose ratios TRS 398/TRS 381 in electron beams, at the depths of maximum dose, for plane-parallel ionization chambers of the type NACP (squares), Roos PTW (upward triangles) and Roos PTB (diamonds). The data for each chamber represent dose determinations made with plane-parallel chambers having $N_{D,w}$ calibrations in $^{60}\text{Co}$ beam.
6.5.3. Calibration of electron beams using $N_{D,w}$ and cross-calibrated plane-parallel chambers, TRS 398 vs TRS 277

Figure 16 shows the experimental comparison of dose ratios TRS 398/TRS 277 in electron beams, at the depths of maximum dose, for cross-calibrated plane-parallel chambers. For the NACP and Roos-type chambers the differences between TRS 398 and TRS 277 range between 0.8% at low electron energies and 1.5% at the highest energy. For the Markus PTW chamber the differences show the largest variation, from −0.8% at low energies up to 1%; this is due to the very crude assumption made in TRS 277 for perturbation factors, where the values for all plane-parallel chambers are considered to be one.

![Figure 16](image)

Fig 16. Experimental comparison of dose ratios TRS 398/TRS 277 in electron beams, at the depths of maximum dose, for plane-parallel ionization chambers of the type NACP (squares), Roos PTW and Wellhöfer (upward triangles), Roos PTB (downward triangles) and Markus PTW (diamonds). The dose determinations are made with plane-parallel chambers cross-calibrated in a high-energy electron beam against Farmer-type chambers having $N_{D,w}$ calibrations in $^{60}$Co beam (rightmost data points). KS data, solid lines; TJUH data, dashed lines.

Figure 17 corresponds to the case of dose ratios TRS 398/TRS 277 in electron beams using $N_{D,w}$ calibrated chambers, at the depths of maximum dose. When $N_{D,w}$ calibrations are used in TRS 398, the results are again chamber dependent and close to the cross-calibration case (within 0.2%) for the NACP chamber; for the Roos chambers they are up to 0.7% higher. A general shift upwards, compared with the previous results for TRS 381, can be observed showing increased differences between TRS 398 and TRS 277 up to 2%. This shift is mainly due to the different stopping-powers in TRS 277 and TRS 381, as perturbation factors are the same for these chambers.
Fig. 17. Experimental comparison of dose ratios TRS 398/TRS 277 in electron beams, at the depths of maximum dose, for plane-parallel ionization chambers of the type NACP (squares), Roos PTW (upward triangles) and Roos PTB (diamonds). The data for each chamber represent dose determinations made with plane-parallel chambers having N\textsubscript{D,w} calibrations in \textsuperscript{60}Co beam.

6.5.4. Calibration of electron beams using N\textsubscript{D,w} calibrated cylindrical chambers, TRS 398 vs TG-51

Figure 18 shows a plot of the ratios TRS 398/TG-51 of the absorbed dose to water D\textsubscript{w} as a function of R\textsubscript{50} for electron beam dosimetry, using Farmer type cylindrical ionization chambers NE 2571 and PTW 30001 with an N\textsubscript{D,w} calibration at \textsuperscript{60}Co. The differences between the two protocols range between 0.2% at low electron energies to 0.6% at the highest energy.

Fig. 18. Experimental comparison of dose ratios TRS 398/TG-51 in electron beams, at the reference depths recommended in TRS 398 and TG-51 for Farmer type ionization chambers. Solid triangles are for NE2571 chamber and the solid squares are for the PTW30001 chamber.
6.5.5. Calibration of electron beams using \( N_{D,w} \) calibrated plane-parallel chambers, TRS 398 vs TG-51

Figure 19 shows a plot of the ratios TRS 398/TG-51 of the absorbed dose to water \( D_w \) as a function of \( R_{50} \) for electron beam dosimetry, using plane-parallel ionization chambers of the type Scanditronix-Wellhöfer NACP and PPC-40 and PTW Markus with an \( N_{D,w} \) calibration at \(^{60}\)Co. For the NACP and the Roos PPC-40 chambers, the differences between the two protocols range from 0.6% to 0.8%. For the Markus chamber the differences lie between 1.8% at the lowest energy to 1.5% at the highest energy.

![Graph showing ratios TRS 398/TG-51 of the absorbed dose to water \( D_w \) at the reference depth \( z_{ref} \) for electron beams as a function of beam quality \( R_{50} \) for Wellhöfer-Scanditronix NACP (solid squares), Roos (PPC-40)(solid diamonds) and PTW Markus (solid triangles) plane-parallel chambers.]

6.5.6. Calibration of electron beams using cross-calibrated plane-parallel chambers, TRS 398 vs TG-51

Figure 20 shows a plot of the ratios TRS 398/TG-51 of the absorbed dose to water \( D_w \) as a function of \( R_{50} \) for electron beam dosimetry, using cross-calibrated plane-parallel ionization chambers of the type Scanditronix-Wellhöfer NACP and PPC-40 and PTW Markus. The plane-parallel chambers were cross-calibrated against a calibrated NE 2571 Farmer type ionization chamber that had an \( N_{D,w} \) calibration at \(^{60}\)Co. For all the chambers, the differences between the two protocols range from 0.3% to 0.7%. For the Markus chamber the differences between the two protocols range from 0.3% to 0.6%. On the other hand, for the NACP and Roos chambers, the difference ranges from 0.6% to 0.7%. These are the expected differences between the two protocols for these chambers.
6.5.7. Calibration of electron beams using a plane-parallel chamber and a cylindrical chamber, TRS 398 vs DIN 6800-2

Figure 21 shows a plot of the ratios TRS 398/DIN 6800-2 of the absorbed dose to water $D_w$ as a function of $R_{50}$ for electron beam dosimetry, using the plane-parallel ionization chamber of the type PTW Roos and the cylindrical chamber PTW 30006. Both chambers had an $N_{D,w}$ calibration at $^{60}\text{Co}$. For all the chambers, the differences between the two protocols range from 0.15% to 0.3%.

Fig. 21. Ratios TRS 398/DIN 6800-2 of the absorbed dose to water $D_w$ at the reference depth $z_{ref}$ for electron beams as a function of beam quality $R_{50}$ for PTW 30006 and PTW Roos plane-parallel chambers. Symbols representing results for various chamber types are given inside the figure. The dose determinations were made with the plane-parallel chamber cross-calibrated in a high-energy electron beam against a Farmer-type chamber having $N_{D,w}$ calibration in $^{60}\text{Co}$ beam (rightmost data points).
6.5.8. Calibration of electron beams using a chamber calibrated in high-energy electron beams

Table 6.VII. (column 3) gives the ratios of absorbed doses to water determined using TRS 398 but with calculated values of $k_{Q_o,Q_o}$ from TRS 398 ($Q_o = ^{60}\text{Co}$) and measured values of $k_{Q_o,Q_o}$ ($R_{50}$ of the reference beam $Q_o$ is chosen to be 3.48 g cm$^{-2}$) obtained from NPL together with TRS 398 for a NACP chamber. Also given in the table (column 4) are the ratios of absorbed doses determined using TRS 381 but with the NACP chamber cross-calibrated against a calibrated NE 2571 chamber in a high-energy electron beam, and measured values of $k_{Q_o,Q_o}$ ($R_{50}$ of the reference beam $Q_o$ is chosen to be 3.48 g cm$^{-2}$) obtained from NPL together with TRS 398 for dose determination. The absorbed dose ratios are presented as a function of electron beam quality $R_{50}$ ranging from 3.63 to 7.76 g cm$^{-2}$. As can be seen from the table, when comparisons are made with TRS 381 using the cross-calibration technique, agreement in absorbed doses between TRS 381 and 398 is within 0.6%. However, differences of up to 2.2% were observed when absorbed doses were determined using measured values of $k_{Q_o,Q_o}$ (obtained from NPL) and calculated values of $k_Q$ (obtained from TRS 398).

TABLE 6.VII. RATIOS OF ABSORBED DOSE TO WATER DETERMINED USING TRS 398 BUT WITH CALCULATED VALUES OF $k_{Q_o,Q_o}$ ($Q_o = ^{60}\text{Co}$) FROM TRS 398 AND EXPERIMENTAL VALUES OF $k_{Q_o,Q_o}$ OBTAINED FROM NPL TOGETHER WITH TRS 398 FOR A NACP CHAMBER AS A FUNCTION OF ELECTRON BEAM QUALITIES. ALSO GIVEN ARE THE RATIOS OF ABSORBED DOSE TO WATER DETERMINED USING TRS 381 AND TRS 398. THE DOSE DETERMINATION FOR TRS 381 IS MADE WITH A NACP CHAMBER CROSS-CALIBRATED AGAINST A CALIBRATED NE 2571 CHAMBER; ON THE OTHER HAND, FOR TRS 398 EXPERIMENTAL VALUES OF $k_{Q_o,Q_o}$ ARE USED FOR D$_w$ DETERMINATION. RESULTS TAKEN FROM REF. [49].

<table>
<thead>
<tr>
<th>$R_{50}$ g.cm$^{-2}$</th>
<th>Nominal energy</th>
<th>$D_w$ (TRS 398)$<em>{calc</em>{Q_o,Q_o}(Q_o = ^{60}\text{Co})}$</th>
<th>$D_w$ (TRS 398)$<em>{exp</em>{Q_o,Q_o}}$</th>
<th>$D_w$ (TRS 381)$_{cross-calibrated-against NE 2571}$</th>
<th>$D_w$ (TRS 398)$<em>{exp</em>{Q_o,Q_o}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.63</td>
<td>9 MeV</td>
<td>0.978</td>
<td></td>
<td>0.999</td>
<td></td>
</tr>
<tr>
<td>4.74</td>
<td>12 MeV</td>
<td>0.979</td>
<td></td>
<td>0.994</td>
<td></td>
</tr>
<tr>
<td>7.76</td>
<td>18 MeV</td>
<td>0.992</td>
<td></td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>

6.5.9. Dose determination in plastic phantoms in high energy electron beams: Comparison of calibrations in water and Plastic Water™ phantoms using TRS 398

Figure 22 shows the results of ratios of absorbed doses to water determined from measurements made in water and Plastic Water™ phantoms as a function of electron beam quality. The absorbed doses were determined using TRS 398 CoP and a PPC 40 ionization chamber. As can be seen from the figure, the doses measured in Plastic Water™ are found to be within 1% of those measured in water for all beam energies. Values of fluence scaling factors $h_{pl}$ for the Plastic Water™ phantom were also determined from these measurements. The results are given in the Table 6.VIII. The average value of the scaling factor is found to be 0.997, in close agreement with the value of 0.998 recommended in TRS 398.
### TABLE 6.VIII. FLUENCE SCALING FACTORS $h_{pl}$ DETERMINED FROM MEASUREMENTS IN PLASTIC WATER AND IN WATER FOR FIVE HIGH-ENERGY ELECTRON BEAMS.

<table>
<thead>
<tr>
<th></th>
<th>6 MeV</th>
<th>9 MeV</th>
<th>12 MeV</th>
<th>15 MeV</th>
<th>18 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{pl}$</td>
<td>0.998</td>
<td>0.996</td>
<td>0.994</td>
<td>0.998</td>
<td>1.001</td>
</tr>
</tbody>
</table>

*Figure 22: Experimental comparison of ratios of absorbed doses to water determined from measurements made in water and Plastic Water™ phantoms as a function of electron beam quality. A Scanditronix-Wellhöfer PPC-40 chamber was used for measurements. The solid line is a linear fit through the data points.*

### 6.6. Recommendations

It has been found that the maximum differences in absorbed dose determination between TRS 398 and the previous Codes of Practice TRS 277 (2nd ed) and TRS 381 are of the order of 1.0%-2%. In all cases, except when a Markus chamber is used in low-energy electron beam dosimetry, TRS 398 yields absorbed doses larger than the previous IAEA recommendations (TRS 381 and TRS 277), being around 1.0% when plane-parallel chambers are cross calibrated. As expected, the case of a Markus chamber shows a very large variation across the entire energy range. Plane-parallel chambers with a $N_{D,w}$ calibration (in $^{60}$Co) yield the maximum discrepancy in absorbed dose, which varies between 1.0% and 1.5% for Roos chambers using TRS 381 and between 1.5% and 2.0% for TRS 277.

Thus, when a transition is made from TRS 277 and TRS 381 to TRS 398, the user is expected to measure an absorbed dose that is approximately 1% - 2% higher than that determined by TRS 277 and TRS 381. Users are advised to check carefully their experimental conditions and relevant calibration coefficients if the ratios of absorbed doses, $D_w$(TRS 398)/$D_w$(other CoP), measured by them fall outside of the range shown in Figs. 14-22. When comparing user measured dose ratios with those shown in Figs. 14-22, particular attention should be paid to the combination of beam energy, chamber type and protocol used for dose determination.
When accurate chamber positioning in water is not possible or when no waterproof chamber is available, the use of the plastic phantoms is permitted for beam calibration at beam qualities $R_{50} < 4 \text{ g/cm}^2$. Data measured in Plastic Water™ show that when the recommendations of TRS 398 are followed, absorbed doses measured in plastic phantom are within 1% of those measured in a water phantom.
7. EXPERIMENTAL COMPARISON: LOW-ENERGY KILOVOLTAGE X RAY BEAMS

7.1. General
This section provides a comparison of reference dosimetry (beam calibration) in low-energy X ray beams with beam qualities specified by half-value layers of up to 3 mm of aluminium and generating potentials of up to 100 kV. The comparison was performed at one institution (Laboratório de Ciências Radiológicas (LCR/UEIRJ), Rio de Janeiro, Brazil) using the recommendations of TRS 398 and other national and international protocols. The determinations of absorbed dose to water were based upon a set of calibration coefficients in terms of absorbed dose to water $Q_{w, D, Q}$ and in terms of air kerma $N_{k, Q}$.

7.2. Dosimetry equipment

7.2.1. Ionization chambers
A PTW 23342 and a NE 2532/3C chambers, recommended for use in low energy kV X ray beams in TRS 398, were used for the present measurements. The PTW 23342 chamber has been used as a secondary standard and has calibration coefficients in terms of air kerma provided by the IAEA and PTB Laboratories, and in terms of absorbed dose to water provided by the PTB. The $N_{k, Q}$ and $N_{D, w, Q}$ coefficients for the NE 2532/3C field chamber were determined through cross-calibration against the PTW 23342 secondary standard in three qualities of a standards laboratory. The $N_{D, w, Q}$ calibration coefficients derived from air kerma coefficients have been determined for these qualities for the secondary standard and the field chamber. The reference point of measurement of the chambers is taken to be at the centre of the outside surface of the chamber window.

7.2.2. Phantoms and chamber sleeves
All the measurements for the absorbed dose determination following TRS 398 and using the chambers PTW 23342 and NE 2532/3C were performed in a PMMA phantom. Its total thickness was 6.6 cm and the extension behind the chamber was 5.15 cm. The total lateral dimension of this phantom was 13 cm. TRS 398 recommends that the phantom should extend in the beam direction by at least 5 g/cm$^2$ and in the lateral direction at least far enough beyond the reference field size used to ensure that the entire primary beam exits through the rear face of the phantom.

7.3. Beam quality specification
In some air kerma-based protocols, such as TRS 277 [2] and IPEMB [38], the beam quality is characterized by the first half value layer (HVL). Sometimes, as in the case of DIN [40] and NCS [39], the radiation quality is characterized by the first HVL in aluminium and the tube voltage. TRS 398 [1] also characterizes the beam quality by the first HVL. The HVL is defined as the thickness of an absorber, usually aluminium in this range of energy, which reduces the air kerma rate of a narrow beam at a reference point distant from the absorbing layer to 50% compared with air kerma rate for the non-attenuated beam.
7.4. Determination of absorbed dose to water

7.4.1. Experimental method

Figure 23 shows the calibration coefficients provided by PTB \((N_{K,Q}^{\text{ref } \text{PTB}} \text{ and } N_{D,w,Q}^{\text{ref } \text{PTB}})\) and IAEA \((N_{K,Q}^{\text{ref } \text{IAEA}}, \text{ IAEA})\) for the secondary standard chamber PTW 23342.

![Graph](image)

*Fig. 23. Calibration coefficients in terms of air kerma (IAEA and PTB) and absorbed to water (PTB) for the secondary standard PTW 23342 (s/n 1199).*

Tables 7.I. and 7.II. show the calibration coefficients at the laboratory qualities for the PTW 23342 secondary standard chamber and the NE 2532/3C field chamber, respectively.

**TABLE 7.I. CALIBRATION COEFFICIENTS FOR THE PTW 23342 SECONDARY STANDARD IONIZATION CHAMBER.**

<table>
<thead>
<tr>
<th>Beam quality</th>
<th>(N_{K,Q}^{\text{ref } \text{IAEA}}) from IAEA (Gy/nC)</th>
<th>(N_{K,Q}^{\text{ref } \text{PTB}}) from PTB (Gy/nC)</th>
<th>(N_{D,w,Q}^{\text{ref } \text{PTB}}) from PTB (Gy/nC)</th>
<th>(N_{K,Q}^{\text{ref } \text{IAEA}}) from (N_{K,Q}^{\text{ref } \text{PTB}}) PTB (Gy/nC)</th>
<th>(N_{D,w,Q}^{\text{ref } \text{PTB}}) from (N_{K,Q}^{\text{ref } \text{PTB}}) PTB (Gy/nC)</th>
<th>(N_{D,w,Q}^{\text{ref } \text{PTB}}/N_{K,Q}^{\text{ref } \text{PTB}}) from PTB (Gy/nC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard uncertainty ((u_c), %)</td>
<td>0.6</td>
<td>0.65</td>
<td>1.4</td>
<td>2.2</td>
<td>2.2</td>
<td>2.6</td>
</tr>
<tr>
<td>T8 (0.24 mm Al - 25kV)</td>
<td>1.034</td>
<td>1.039</td>
<td>1.107</td>
<td>1.116</td>
<td>1.121</td>
<td>1.013</td>
</tr>
<tr>
<td>T9 (0.17 mm Al - 30kV)</td>
<td>1.037</td>
<td>1.044</td>
<td>1.107</td>
<td>1.108</td>
<td>1.116</td>
<td>1.008</td>
</tr>
<tr>
<td>T11 (1.02 mm Al - 50kV)</td>
<td>1.010</td>
<td>1.021</td>
<td>1.106</td>
<td>1.110</td>
<td>1.122</td>
<td>1.014</td>
</tr>
</tbody>
</table>
Column 7 of Table 7.I. shows that the calibration coefficients $N_{D,w,Q}^{ref-PTB}$ determined from the values $N_{K,Q}^{ref-PTB}$ are in good agreement with the direct values provided by PTB, considering that the uncertainties given by PTB for $N_{D,w,Q}^{ref-PTB}$ are of 1.4%. There is a tendency for the $N_{K}$-derived values to be slightly higher than the direct calibration coefficients supplied by PTB.

### TABLE 7.II. CALIBRATION COEFFICIENTS FOR THE NE 2532/3C FIELD CHAMBER.

<table>
<thead>
<tr>
<th>Beam quality</th>
<th>$N_{K,Q}^{field-IAEA}$ (Gy/nC)</th>
<th>$N_{K,Q}^{field-PTB}$ (Gy/nC)</th>
<th>$N_{D,w,Q}^{field-PTB}$ (Gy/nC)</th>
<th>$N_{K,Q}^{field-IAEA}$ from $N_{D,w,Q}^{IAEA}$ (Gy/nC)</th>
<th>$N_{K,Q}^{field-PTB}$ from $N_{D,w,Q}^{PTB}$ (Gy/nC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T8 (0.24 mm Al – 25kV)</td>
<td>1.076</td>
<td>1.082</td>
<td>1.144</td>
<td>1.153</td>
<td>1.159</td>
</tr>
<tr>
<td>T9 (0.17 mm Al – 30kV)</td>
<td>1.069</td>
<td>1.076</td>
<td>1.135</td>
<td>1.137</td>
<td>1.144</td>
</tr>
<tr>
<td>T11 (1.02 mm Al – 50kV)</td>
<td>1.040</td>
<td>1.052</td>
<td>1.140</td>
<td>1.145</td>
<td>1.157</td>
</tr>
<tr>
<td>Standard uncertainty ($u_c,%$)</td>
<td>0.66</td>
<td>0.70</td>
<td>1.4</td>
<td>2.2</td>
<td>2.3</td>
</tr>
</tbody>
</table>

### 7.4.2. Reference conditions

The reference conditions for the determination of absorbed dose to water are given in Tables 7.III. and 7.IV. for TRS 277 and TRS 398, respectively. All measurements were performed following the reference conditions recommended in each protocol.

### TABLE 7.III. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER OF AN IONIZATION CHAMBER ‘FREE IN AIR’ IN LOW-ENERGY KILOVOLTAGE X RAY BEAMS ACCORDING TO TRS 277 [2].

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam quality</td>
<td>0.03 mm Al $\leq$ HVL $&lt; 2$ mm Al</td>
</tr>
<tr>
<td>Chamber type</td>
<td>plane-parallel</td>
</tr>
<tr>
<td>Reference point of measurement</td>
<td>front surface of the plane-parallel chamber</td>
</tr>
<tr>
<td>SSD</td>
<td>usual treatment distance</td>
</tr>
<tr>
<td>Field Size</td>
<td>3 cm x 3 cm or 3 cm diameter</td>
</tr>
</tbody>
</table>
TABLE 7.IV. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN LOW-ENERGY KILOVOLTAGE X RAY BEAMS ACCORDING TO TRS 398 [1].

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam quality</td>
<td>HVL ≤ 3mmAl</td>
</tr>
<tr>
<td>Phantom material</td>
<td>Water equivalent plastic or PMMA</td>
</tr>
<tr>
<td>Chamber type</td>
<td>Plane parallel for low-energy X rays</td>
</tr>
<tr>
<td>Measurement depth ( z_{ref} )</td>
<td>Phantom surface</td>
</tr>
<tr>
<td>Reference point of the chamber</td>
<td>At the centre of the outside surface of the chamber window or additional build up foil if used.</td>
</tr>
<tr>
<td>SSD</td>
<td>Usual treatment distance as determined by the reference applicator.</td>
</tr>
<tr>
<td>Field size</td>
<td>3 cm x 3 cm, or 3 cm diameter, or as determined by the reference applicator.</td>
</tr>
</tbody>
</table>

To maintain consistency in characterization of beam quality, the absorbed doses to water for the air kerma based protocols - DIN, NCS and IPEMB - were determined using the same reference conditions as those given in TRS 277. As low-energy X ray beams in each \( N_K \)-based protocol are characterized by different values of HVL and kV, extrapolation or interpolation of the \( B \) and \( \left( \frac{\mu_{w,\text{air}}}{\rho} \right)_{w,\text{air}} \) values were needed. Table 7.V. shows the qualities that each protocol referred to as the low-energy X rays and the HVL ranges of given \( B \) and \( \left( \frac{\mu_{w,\text{air}}}{\rho} \right)_{w,\text{air}} \) values. TRS 277 [2] and DIN [40] recommend a field size of 3 cm diameter or 3cm x 3cm. The IPEMB [38] recommends a field size of 7cm diameter or 7cm x 7cm and NCS [39] recommends a field of 4 cm diameter or 4cm x 4cm. Because both IPEMB and NCS give data for a field of 3 cm diameter or 3cm x 3 cm, all the comparisons of absorbed dose to water presented in this publication were done to a field size of 3cm diameter.

TABLE 7.V. HVL AND KILOVOLTAGE RANGES FOR LOW ENERGY X RAYS GIVEN IN EACH AIR KERMA BASED PROTOCOL AND EXTRAPOLATION DATA USED IN THIS REPORT.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Beam Quality</th>
<th>Range of Given Values (mm Al)</th>
<th>Extrapolation range for B values (mm Al)*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HVL (mm Al)</td>
<td>Potentials (kV)</td>
<td>( B )</td>
</tr>
<tr>
<td>TRS 277</td>
<td>0.03 – 2</td>
<td>10 – 100</td>
<td>0.1 – 4</td>
</tr>
<tr>
<td>DIN</td>
<td>0.03 – 4.4</td>
<td>10 – 100</td>
<td>0.07 – 4.4 (15 – 100kV)</td>
</tr>
<tr>
<td>IPEMB</td>
<td>1 – 8</td>
<td>50 – 160</td>
<td>1 – 8 (50 – 160kV)</td>
</tr>
<tr>
<td>NCS</td>
<td>1.04 – 4.28</td>
<td>50 - 100</td>
<td>0.1 – 4</td>
</tr>
</tbody>
</table>

*The B values extrapolated for the IPEMB protocol are given in [51].
7.4.3. Determination of absorbed dose to water under reference conditions

Absorbed doses to water were determined following the recommendations of the TRS 398, TRS 277, DIN, NCS and IPEMB protocols. The equations for dose determination are given in section 3.3.

7.5. Results

7.5.1. Absorbed dose to water calibration coefficients obtained from $N_{K,Q}$ in low-energy X ray beams

The experimental ratios of the dose at the phantom surface in low-energy X ray beams between TRS 398 and other protocols are summarized in Table 7.VI.

<table>
<thead>
<tr>
<th>Beam quality</th>
<th>Chamber Type</th>
<th>$D_w$/($D_x$ (TRS 398))</th>
<th>$D_w$/($D_x$ (IPEMB))</th>
<th>$D_w$/($D_x$ (DIN))</th>
<th>$D_w$/($D_x$ (NCS))</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1 (29kV - 0.15mm Al)</td>
<td>PTW 23342</td>
<td>1.042</td>
<td>1.044</td>
<td>1.044</td>
<td>1.024</td>
</tr>
<tr>
<td></td>
<td>NE 2532/3C</td>
<td>1.023</td>
<td>1.025</td>
<td>1.025</td>
<td>1.005</td>
</tr>
<tr>
<td>H2 (50kV - 0.75mm Al)</td>
<td>PTW 23342</td>
<td>1.032</td>
<td>1.027</td>
<td>1.036</td>
<td>1.026</td>
</tr>
<tr>
<td></td>
<td>NE 2532/3C</td>
<td>1.021</td>
<td>1.017</td>
<td>1.025</td>
<td>1.016</td>
</tr>
<tr>
<td>H3 (90kV - 0.95mm Al)</td>
<td>PTW 23342</td>
<td>0.987</td>
<td>0.982</td>
<td>0.987</td>
<td>0.979</td>
</tr>
<tr>
<td></td>
<td>Field: 3cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H4 (100kV - 2.50mm Al)</td>
<td>PTW 23342</td>
<td>1.004</td>
<td>1.004</td>
<td>1.004</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>Field: 3cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7.5.2. Absorbed dose to water calibration coefficients directly provided by PTB in low energy X ray beams

Table 7.VII gives the results of absorbed dose ratios at the phantom surface in low-energy X ray beams between TRS 398 and other protocols.

Figure 24 shows the comparison between absorbed doses to water determined with TRS 398, using the $N_{D,w,Q}$ provided by PTB and the ones determined in the laboratory\(^8\) with $N_K$-based protocols for the PTW 23342 secondary standard chamber.

---

\(^8\) Laboratorio de Ciencias Radiológicas (LCR/UERJ), Rio de Janeiro, Brazil
TABLE 7.VII. COMPARISON BETWEEN ABSORBED DOSES TO WATER OBTAINED WITH TRS 398, USING $N_{D,w,Q}$ CALIBRATION COEFFICIENTS GIVEN BY PTB, AND WITH AIR KERMA BASED PROTOCOLS FOR LOW-ENERGY X RAY BEAMS ($N_K$ FROM PTB).

<table>
<thead>
<tr>
<th>Beam quality</th>
<th>Chamber Type</th>
<th>$D_w$ (TRS 398)</th>
<th>$D_w$ (TRS 277)</th>
<th>$D_w$ (TRS 398)</th>
<th>$D_w$ (TRS 398)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1 (29kV - 0.15mm Al)</td>
<td>PTW 23342</td>
<td>1.034</td>
<td>1.035</td>
<td>1.035</td>
<td>1.016</td>
</tr>
<tr>
<td>Field: 3cm</td>
<td>NE 2532/3C</td>
<td>1.015</td>
<td>1.017</td>
<td>1.017</td>
<td>0.998</td>
</tr>
<tr>
<td>H2 (50kV - 0.75mm Al)</td>
<td>PTW 23342</td>
<td>1.018</td>
<td>1.014</td>
<td>1.022</td>
<td>1.013</td>
</tr>
<tr>
<td>Field: 3cm</td>
<td>NE 2532/3C</td>
<td>1.007</td>
<td>1.003</td>
<td>1.011</td>
<td>1.002</td>
</tr>
<tr>
<td>H3 (90kV - 0.95mm Al)</td>
<td>PTW 23342</td>
<td>0.973</td>
<td>0.968</td>
<td>0.972</td>
<td>0.965</td>
</tr>
<tr>
<td>Field: 3cm</td>
<td>PTW 23342</td>
<td>0.992</td>
<td>0.991</td>
<td>0.991</td>
<td>0.987</td>
</tr>
</tbody>
</table>

Figure 24. Absorbed dose ratios TRS 398/TRS 277 (squares), TRS 398/IPEMB (circles), TRS 398/DIN (triangles) and TRS 398/NCS (diamonds) obtained with the PTW 23342 secondary standard. The filled symbols correspond to TRS 398 using the $N_{D,w,Q}$ directly given by PTB while the open symbols correspond to TRS 398 using $N_{D,w,Q}$ determined from $N_K$ (PTB).
7.6. Recommendations

The differences between the $N_{D,w,Q}$ coefficients determined from $N_K$ in a standards laboratory and the $N_{D,w,Q}$ coefficients directly provided by PTB varied between 0.8% and 1.4%. When TRS 398 was used with $N_{D,w,Q}$ determined from $N_K$ a maximum difference in absorbed dose of 4.4% was found with the IPEMB and DIN protocols. The maximum difference was of 4.2% with TRS 277, and of 2.6% with NCS.

When TRS 398 was used with a direct $N_{D,w,Q}$ provided by PTB (Table 7.VII.), the maximum difference in absorbed dose was of 3.6%, and this occurred for the NCS protocol. The maximum difference with the IPEMB and DIN protocols was of 3.5%, and with TRS 277 it was of 3.4%. As shown in the tables above, the observed differences between TRS 398 and TRS 277 (and other $N_K$-based protocols) depend on the beam quality. This occurs because of the beam quality variation of $B$ and $[(\mu_{en}/\rho)_{w,air}I^\text{free\_air}_{Q_w}]_{Q_w}$ given by each protocol. The difference also depends on the standards laboratory to which the user chamber is traceable. In a SSDL without standards of absorbed dose to water but with air kerma standards traceable to PTB, calibration coefficients in terms of absorbed dose to water derived from $N_K$ are expected to be about 1% higher than the $N_{D,w,Q}$ coefficients directly provided by PTB. At present PTB is the only PSDL that can provide direct calibration coefficients in terms of absorbed dose to water.

Considerable variations were found for absorbed dose determinations made in clinical kV X ray beams along an extended time period. The variations were caused by the rather large fluctuations of the clinical generators, compared with those for a calibration laboratory generator. Because of this finding, it is concluded that absorbed dose to water coefficients derived from existing $N_K$ should preferably be obtained in standards laboratories, and not at the hospitals. Users are advised to consider carefully their calibration beam qualities and relevant calibration coefficients at the time of considering the results presented here in order making the transition from their current $N_K$-based protocol to TRS 398.
8. EXPERIMENTAL COMPARISON: MEDIUM-ENERGY KILOVOLTAGE X RAY BEAMS

8.1. General
This section provides comparison of reference dosimetry (beam calibration) in medium energy kilovoltage X ray beams with beam qualities specified by half-value layers greater than 2 mm of aluminium and generating potentials higher than 80 kV. The comparison was performed at one institution (ESTRO-EQUAL Measuring Laboratory, Service de Physique, Institute Gustave-Roussy, Villejuif, France) using the recommendations of TRS 398 and other national and international protocols. The determinations of absorbed dose to water are based upon calibration coefficients in terms of absorbed dose to water $N_{D,w,Q}$ derived from calibration coefficients terms of air kerma $N_K$ for an ionization chamber in a series of kV beams of quality $Q$.

8.2. Dosimetry equipment

8.2.1. Ionization chambers
A Farmer type ionization chamber NE 2571 was used in this study. Table 8.1 shows values of calibration coefficients $N_K$ for six medium-energy kilovoltage X ray beams provided by a standards laboratory (Netherlands Meetinstituut, NMi) for the chamber employed in the present study. Also given in the table are values of absorbed dose to water calibration coefficients $N_{D,w,Q}$ that were derived from the air kerma calibration coefficients according to Eq. 55 given in TRS 398 (Appendix I) [1].

<table>
<thead>
<tr>
<th>Beam number</th>
<th>Kilovoltage Generating Potential, kV</th>
<th>Added filtration (mm)</th>
<th>First HVL (mm Cu)</th>
<th>$N_K$ (mGy/ nC)</th>
<th>Expanded Uncertainty (k = 2)</th>
<th>$N_{D,w,Q}$ (mGy/ nC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N80</td>
<td>80 kV</td>
<td>3.9 Al + 2.0 Cu</td>
<td>0.59</td>
<td>41.42</td>
<td>± 1.2%</td>
<td>44.58</td>
</tr>
<tr>
<td>N100</td>
<td>100 kV</td>
<td>3.9 Al + 5.0 Cu</td>
<td>1.11</td>
<td>41.5</td>
<td>± 1.6%</td>
<td>45.00</td>
</tr>
<tr>
<td>N120</td>
<td>120 kV</td>
<td>3.9 Al + 5.0 Cu + 1.0 Sn</td>
<td>1.72</td>
<td>41.31</td>
<td>± 1.2%</td>
<td>45.25</td>
</tr>
<tr>
<td>N150</td>
<td>150 kV</td>
<td>3.9 Al + 2.5 Sn</td>
<td>2.36</td>
<td>41.37</td>
<td>± 1.2%</td>
<td>45.30</td>
</tr>
<tr>
<td>N200</td>
<td>200 kV</td>
<td>3.9 Al + 2.0 Cu + 3.0 Sn + 1.0 Pb</td>
<td>4</td>
<td>41.62</td>
<td>± 1.2%</td>
<td>46.32</td>
</tr>
<tr>
<td>T18</td>
<td>250 kV</td>
<td>1.0 Al + 2.8 Cu</td>
<td>2.94</td>
<td>41.16</td>
<td>± 1.2%</td>
<td>46.32</td>
</tr>
</tbody>
</table>

It was not possible to have the chamber calibrated at the same combinations of kV and HVL as those of the clinical beams used for comparisons; therefore calibration coefficients have been obtained for beams with lesser and greater HVLs and the desired values were derived by interpolation.
8.2.2. **Phantoms and chamber sleeves**

All measurements were performed in a water phantom using a 0.5 mm thick waterproofing sleeve made of PMMA. The air gap between the chamber wall and the waterproofing sleeve was less than 0.3 mm. These dimensions are consistent with the recommendations given in TRS 398. The same waterproofing sleeve that was used for calibration of the user’s ionization chamber at the standards laboratory was also used for clinical reference dosimetry.

8.3. **Beam quality specification**

The usual quantities used are the kilovoltage generating potential (kV) and the half-value layer (HVL). The beam quality index has traditionally been characterized by the first HVL and this is the beam quality index used in TRS 398 [1].

In medium-energy X ray beams, both aluminium and copper are used to determine the HVL. For the data presented in this chapter only copper has been used. The HVL is defined as the thickness of an absorber which reduces the air kerma rate of a narrow X ray beam at a reference point distant from the absorbing layer to 50%, compared with the air kerma rate for a non-attenuated beam.

At half the distance between the X ray target and the chamber a collimating aperture that reduces the field size to just enough to encompass the whole of the chamber were used for beam quality measurements. Filters added for the HVL measurement were placed close to the aperture in combinations of thickness that span the HVL thickness to be determined. The filter thickness that reduces the air kerma rate to one half the air kerma rate for a non-attenuated beam was obtained by interpolation.

8.4. **Determination of absorbed dose to water**

8.4.1. **Reference conditions**

Absorbed dose to water for the medium energy kilovoltage X ray beams were determined at 2 g/cm² depth in a water phantom. Reference conditions for dose determination with TRS 398 are listed in Table 8.II.

8.4.2. **Determination of absorbed dose to water under reference conditions**

Absorbed doses to water were determined following the recommendations of TRS 398 [1] and TRS 277 [2], NCS [39], DIN [40] and IPEMB [38] Codes of Practice. The equations for dose determination are given in section 3.4.
TABLE 8.II. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN MEDIUM-ENERGY X RAY BEAMS ACCORDING TO TRS 398 [1].

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom material</td>
<td>water</td>
</tr>
<tr>
<td>Beam quality</td>
<td>HVL &gt; 2mm Al</td>
</tr>
<tr>
<td>Chamber type</td>
<td>cylindrical</td>
</tr>
<tr>
<td>Measurement depth ( z_{\text{ref}} )^a</td>
<td>2 g/cm²</td>
</tr>
<tr>
<td>Reference point of the chamber</td>
<td>on the central axis at the centre of the cavity volume</td>
</tr>
<tr>
<td>Position of the reference point of the chamber</td>
<td>At the measurement depth ( z_{\text{ref}} )</td>
</tr>
<tr>
<td>SSD</td>
<td>usual treatment distance (^b)</td>
</tr>
<tr>
<td>Field Size</td>
<td>10 cm x 10 cm or determined by the reference applicator (^c)</td>
</tr>
</tbody>
</table>

\(^a\) \( z_{\text{ref}} \) is the reference depth in the phantom at which the reference point of the chamber is positioned.

\(^b\) If applicators of different SSD are used, then the one with the greatest SSD should be chosen as the reference applicator.

\(^c\) When the X ray machine has an adjustable rectangular collimator, a 10 cm x 10 cm field should be set. Otherwise, if the field is defined by fixed applicators, a reference applicator of comparable size should be chosen.

### 8.5. Results

Table 8. III. gives the ratios of absorbed dose to water values for medium-energy kilovoltage X ray beams determined with TRS 398 to the values determined with TRS 277, IPEMB, DIN and NCS Codes of Practice. The measurements were made with the NE 2571 ionization chamber placed at a depth of 2 g/cm² in a water phantom. The reference conditions as described in Table 8.II. were applied for other Codes of Practice. For the determination of absorbed doses to water according to TRS 398, values of \( N_{D,w,Q} \) were calculated from \( N_K \) values at different beam energies using Eq. 55 of TRS 398 (Table 8.I). Absorbed doses to water were then determined from the equation \( D_{w,Q} = M_Q N_{D,w,Q} \). As can be seen from Table 8.III., absorbed doses determined following TRS 398 are within 0.4% of those determined following TRS 277. When compared with the absorbed doses determined using the IPEMB, DIN and NCS CoPs, the doses determined with TRS 398 are found to be within the range 0.995 ≤ \( D_w \) (TRS – 398)/\( D_w \) (International protocols) ≤ 1.011.

**TABLE 8.IV. COMPARISON OF RATIOS OF ABSORBED DOES TO WATER DETERMINED FOLLOWING THE RECOMMENDATIONS OF IAEA TRS 398, TRS 277, IPEMB, DIN AND NCS COPS FOR MEDIUM-ENERGY KILOVOLTAGE X RAY BEAMS USING A FARMER-TYPE NE 2571 CHAMBER RESULTS ARE QUOTIENTS OF ABSORBED DOES TO WATER, \( D_w \) (TRS – 398)/\( D_w \) (International protocols), GIVEN AS A FUNCTION OF THE CLINICAL BEAM QUALITIES.**

<table>
<thead>
<tr>
<th>Machines</th>
<th>kV</th>
<th>Filter (mm Cu)</th>
<th>HVL (mm Cu)</th>
<th>( D_{w,(TRS 398)} )</th>
<th>( D_{w,(TRS 398)} )</th>
<th>( D_{w,(TR 277)} )</th>
<th>( D_{w,(IPEMB)} )</th>
<th>( D_{w,(DIN)} )</th>
<th>( D_{w,(NCS)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Philips</td>
<td>200</td>
<td>0.2</td>
<td>0.5</td>
<td>1.000</td>
<td>1.011</td>
<td>1.000</td>
<td>1.000</td>
<td>1.005</td>
<td></td>
</tr>
<tr>
<td>Philips</td>
<td>225</td>
<td>0.5</td>
<td>1.03</td>
<td>0.996</td>
<td>0.995</td>
<td>0.997</td>
<td>0.995</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Philips</td>
<td>250</td>
<td>1.0</td>
<td>1.78</td>
<td>0.998</td>
<td>0.996</td>
<td>0.999</td>
<td>1.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
8.6. Recommendations

For medium energy kilovoltage X ray beams, the ratios of absorbed doses to water $D_w(\text{TRS 398})/D_w(\text{TRS 277})$, $D_w(\text{TRS 398})/D_w(\text{IPEMB})$, $D_w(\text{TRS 398})/D_w(\text{DIN})$, and $D_w(\text{TRS 398})/D_w(\text{NCS})$ were determined by irradiating a NE2571 ionization chamber at a depth of 2 g/cm$^2$ and using the reference conditions given in TRS 398 in table 8.II. for other CoPs. For the TRS 277, IPEMB, DIN and NCS CoPs, the absorbed doses were determined using the air kerma calibration coefficient of the NE2571 chamber obtained from standards laboratory and the formulations given in Section 3.4. For the determination of absorbed doses to water according to TRS 398 values of $N_{D,w,Q}$ were calculated from $N_K$ values at different beam energies using Eq.55 of TRS 398. Absorbed dose ratios $D_w(\text{TRS 398})/D_w(\text{TRS 277})$ are found to range from 0.996 to 1.000 in the energy range shown in Table 8.III. On the other hand, the ratios of absorbed doses to water between TRS 398 and IPEMB, TRS 398 and DIN and TRS 398 and NCS CoPs are found to lie in the range $0.995 \leq D_w(\text{TRS 398})/D_w(\text{International protocols}) \leq 1.011$. When a transition is made from using these protocols to TRS 398, these results should be used as the guidance.
9. EXPERIMENTAL COMPARISON: PROTON BEAMS

9.1. General
This section provides a comparison of reference dosimetry (beam calibration) in proton beams with energies in the range from 100 MeV to 155 MeV. The comparison was performed at one institution (Loma Linda Medical Center Proton Therapy Facility, Loma Linda California) using the recommendations of TRS 398 [1] and ICRU 59 [35]. The measurements of absorbed dose to water are based upon the use of an ionization chamber that has a calibration coefficient in terms of absorbed dose to water $N_{D,w,Q_o}$ and air kerma $N_k$ in a reference beam of quality $Q_o$, where $Q_o$ is $^{60}$Co.

9.2. Dosimetry equipment

9.2.1. Ionization chambers

Only cylindrical ionization chambers were used for measurements in proton beams as ICRU 59 did not provide recommendations for plane-parallel chambers. The calibration coefficients of the chambers in terms of air kerma and absorbed dose to water in a $^{60}$Co beam were obtained from various secondary standards dosimetry laboratories or by cross-calibration in a $^{60}$Co beam. The reference point of a cylindrical chamber for the purpose of calibration at the standards laboratory and for measurements under reference conditions in the user beam is taken to be on the chamber axis at the centre of the cavity volume.

9.2.2. Phantoms and chamber sleeves

All measurements were done in a water phantom and the chambers were used with the standard sleeves that conformed to the recommendations given in TRS 398.

9.3. Beam quality specification

Beam quality, (residual range), was determined according to the recommendations of TRS 398 and listed in the last row of Table 9.I. Range in water to the 10% depth dose level at the distal fall-off was used to specify beam quality for ICRU 59.

<table>
<thead>
<tr>
<th>TABLE 9.I. PROTON BEAM PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Accelerator energy, MeV</td>
</tr>
<tr>
<td>Aperture size [cm]</td>
</tr>
<tr>
<td>90% to 90% modulation width [cm]</td>
</tr>
<tr>
<td>Range (R) in water to distal 10% dose level [cm]</td>
</tr>
<tr>
<td>Depth (D) of measurements in water [cm]</td>
</tr>
<tr>
<td>Residual range (R-D) [cm]</td>
</tr>
</tbody>
</table>

(*) to provide a uniform dose across the chamber, the end of the snout was removed increasing the field size.
9.4. Determination of absorbed dose to water

9.4.1. Experimental method

Table 9.II. gives a summary of the experimental details that were used by the CRP participants for absorbed dose measurements.

TABLE 9.II. SUMMARY OF EXPERIMENTAL DETAILS THAT WERE USED BY THE PARTICIPATING INSTITUTION TO COMPARE TRS 398 TO ICRU 59

<table>
<thead>
<tr>
<th>CoPs used</th>
<th>ICRU 59</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cylindrical chambers used</td>
<td>NE 2571, PTW 30001, Exradin T1, Capintec PR06</td>
</tr>
<tr>
<td>Reference beam quality $^{60}$Co</td>
<td>yes</td>
</tr>
<tr>
<td>Other calibration beam qualities</td>
<td>cross-calibration in a $^{60}$Co beam</td>
</tr>
<tr>
<td>Calibration coefficients at reference beam quality</td>
<td>$N_{D,W}$ and $N_{K}$</td>
</tr>
<tr>
<td>Calibration laboratory that provided traceable calibration coefficients</td>
<td>IAEA DOL, ADCL UW (USA)</td>
</tr>
<tr>
<td>Water phantom</td>
<td>yes</td>
</tr>
<tr>
<td>Beam quality determination</td>
<td>according to TRS 398 and ICRU 59</td>
</tr>
<tr>
<td>Determination of beam quality correction factors for TRS 398</td>
<td>spreadsheet from TRS 398</td>
</tr>
<tr>
<td>Determination of correction factors for other CoP</td>
<td>tables from ICRU 59</td>
</tr>
</tbody>
</table>

9.4.2. Reference conditions

Dose measurements were done following the reference conditions given in each protocol and the comparisons were done under identical conditions.

TABLE 9.III. REFERENCE CONDITIONS FOR THE DETERMINATION OF ABSORBED DOSE TO WATER IN PROTON BEAMS ACCORDING TO TRS 398 AND ICRU 59.

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Reference value or reference characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom material</td>
<td>water</td>
</tr>
<tr>
<td>Chamber type</td>
<td>cylindrical</td>
</tr>
<tr>
<td>Measurement depth $z_{ref}$</td>
<td>center of SOBP: 10.27 g cm$^{-2}$ (155 MeV), 1.42 g cm$^{-2}$ (100 MeV)</td>
</tr>
<tr>
<td>Reference point of chamber</td>
<td>for cylindrical chambers: on the central axis at the centre of the cavity volume at the measurement depth $z_{ref}$ at the depth of center of SOBP</td>
</tr>
<tr>
<td>Field size [cm$^2$]</td>
<td>14 x 14 (155 MeV), diameter 5 cm (100 MeV)</td>
</tr>
</tbody>
</table>

9.4.3. Determination of absorbed dose to water under reference conditions

The formalism and the dose equations for determination of absorbed dose to water under reference conditions with TRS 398 and ICRU 59 are given in Section 3.
9.5. Results

Table 9.IV. summarizes the results of ratios of absorbed doses to water, \( D_w(\text{TRS 398})/D_w(\text{ICRU 59}) \), determined following the recommendations of TRS 398 and ICRU 59. The value of \( D_w(\text{ICRU 59})_{N_{D,w}} \) used in column 5 of Table 9.IV. was determined using the \( N_{D,w} \) formalism recommended in ICRU 59. On the other hand, the value of \( D_w(\text{ICRU 59})_{N_{K}} \) used in column 6 was determined using the \( N_{K} \) based formalism.

TABLE 9.IV. ABSORBED DOSES TO WATER RATIOS IN PROTON BEAMS \( D_w(\text{TRS 398})/D_w(\text{ICRU 59}) \) DETERMINED FOLLOWING THE RECOMMENDATIONS OF TRS 398 AND ICRU 59. ALL MEASUREMENTS WERE MADE USING REFERENCE CONDITIONS GIVEN IN TABLE 9.III.

<table>
<thead>
<tr>
<th>Energy [MeV]</th>
<th>Residual range, cm</th>
<th>Chamber Type</th>
<th>No. of chambers studied</th>
<th>( D_w(\text{TRS 398}) ) ( D_w(\text{ICRU 59})<em>{N</em>{D,w}} )</th>
<th>( D_w(\text{TRS 398}) ) ( D_w(\text{ICRU 59})<em>{N</em>{K}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.40</td>
<td>NE 2571</td>
<td>1</td>
<td>1.011</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PTW 30001</td>
<td>1</td>
<td>1.000</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Capintec PR06</td>
<td>1</td>
<td>1.006</td>
<td>0.993</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exradin T1</td>
<td>1</td>
<td>0.976</td>
<td>0.995</td>
</tr>
<tr>
<td>155</td>
<td>3.52</td>
<td>NE 2571</td>
<td>2</td>
<td>1.009</td>
<td>0.996</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PTW 30001</td>
<td>1</td>
<td>1.000</td>
<td>1.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Capintec PR06</td>
<td>1</td>
<td>1.005</td>
<td>0.994</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exradin T1</td>
<td>1</td>
<td>0.978</td>
<td>0.998</td>
</tr>
</tbody>
</table>

As discussed in ref. [52] the origin of the differences between dose determinations using ICRU-59 and TRS 398 stems from the values assigned to the components of the two recommendations: the proton \( W_{\text{air}} \) value, the proton stopping powers, humidity effects, and the chamber perturbation factors:

a) The ratio of \( W_{\text{air}} \) values, protons to \( ^{60}\text{Co} \), differs by 2.3% mostly due to the procedure to determine a mean value for protons from the experimental data available; about 0.6% of the difference is due to the conceptually different use of \( W_{\text{air}} \)-values for humid air (ICRU-59) versus dry air (TRS 398).

b) The use in TRS 398 of the more accurate fluence-averaged stopping power ratios, which include nuclear interactions and secondary electron production, results in a difference of 0.5%.

Both protocols recommend that chamber perturbation factors in proton beams be taken as unity, but TRS 398 includes perturbation factors for \( ^{60}\text{Co} \) in the denominator of the beam quality correction factor, \( k_Q \). When these components are taken into account, the expected differences in \( k_Q \) values would vary between -2.4% and +1.1% for Exradin T1 and NE 2571 respectively. Following the similar analysis given in ref. [52] it can be shown, that some of the recommended factors in the air kerma based formalism counteract, thus providing better agreement of results obtained with TRS 398 and ICRU 59 [air kerma based formalism] than with TRS 398 and ICRU 59 [absorbed dose-to-water formalism].
9.6. Recommendations

When a transition is made from ICRU 59 [air kerma formalism] to TRS 398 the user is expected to measure a dose ratio that is approximately within 1% of unity for most ionization chambers. When a transition is made from ICRU 59 [absorbed dose-to-water formalism] to TRS 398 the user is expected to measure a dose that may be up to 1.1% higher and approximately 2.4% lower depending on the ionization chamber used. The maximum differences are expected for the Exradin T1 ionization chambers.
10. EXPERIMENTAL COMPARISON: HEAVY-ION BEAMS

10.1. General
This section provides a comparison of reference dosimetry (beam calibration) in carbon beams with energies in the range of 100 to 250 MeV/u and is based upon a calibration coefficient in terms of absorbed dose to water $N_{D,w,Q_0}$ for a dosimeter in a reference beam of quality $Q_0$, where $Q_0$ is $^{60}$Co gamma rays. The comparison was performed at the GSI carbon beam therapy facility using the recommendations of TRS 398 [1] and a CoP developed at the DKFZ [36].

10.2. Dosimetry equipment

10.2.1. Ionization chambers
For measurements in the carbon beam, four cylindrical ionization chambers calibrated in terms of absorbed dose to water in a $^{60}$Co beam were used. Of the four chambers, three Farmer type chambers were calibrated at the PTW secondary standard dosimetry laboratory. The fourth chamber, an Exradin T1, was calibrated by the IAEA Dosimetry Laboratory.

10.2.2. Phantoms and chamber sleeves
Measurements were performed either in plastic or water phantoms. The plastic phantom used for the measurements in the plateau (entrance) region of the Bragg peak consists of a plate made of the water equivalent material RW-3, manufactured by PTW for the corresponding chambers. Additional plates from PMMA with varying thickness were used to bring the chamber at a reference depth. Measurements in water were performed in a PTW mini water phantom. The reference point of the chamber was positioned at the water equivalent depth as specified in the table 10.I. Only waterproof chambers were used in the water tank and no additional chamber sleeves were used.

10.3. Beam quality specification
Beam quality was specified according to TRS 398. All measurements were performed with a beam of fully stripped carbon ions ($A=12, Z=6$), using the active energy variation method of GSI. The only materials in the beam are: the exit window of the beam line, the beam monitor chambers and a so-called mini-ripple filter. The total amount of material in the beam before it enters the phantom amounts to 1.71 mm of water. The field sizes were generated with the active raster scanning method, using a beam width (FWHM) of 6 mm and a scanner step size of 2 mm. The spacing of the Bragg peaks for the generation of a SOBP was 3 mm. The other beam quality parameters are given in Table 10.I.

<table>
<thead>
<tr>
<th>TABLE 10.I. CARBON ION BEAM PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Accelerator energy, MeV/u</td>
</tr>
<tr>
<td>Lateral field size [cm]</td>
</tr>
<tr>
<td>Modulation depth (90% to 90%) [cm]</td>
</tr>
<tr>
<td>Center of SOBP [cm]</td>
</tr>
<tr>
<td>Depth of measurement in water [cm]</td>
</tr>
</tbody>
</table>
10.4. Determination of absorbed dose to water

10.4.1. Experimental method

Table 10.II. gives a summary of the experimental details that were used for absorbed dose measurements.

<table>
<thead>
<tr>
<th>Used CoPs</th>
<th>CoP of DKFZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used cylindrical chamber</td>
<td>PTW 30001, PTW 30002, PTW 30006 Exradin T1</td>
</tr>
<tr>
<td>Reference beam quality $^{60}$Co</td>
<td>yes</td>
</tr>
<tr>
<td>Other calibration beam qualities</td>
<td>none</td>
</tr>
<tr>
<td>Calibration coefficients at reference beam quality</td>
<td>$N_{D,w}$</td>
</tr>
<tr>
<td>Calibration laboratory that provided traceable calibration coefficients</td>
<td>SSDL, PTW, IAEA DOL</td>
</tr>
<tr>
<td>Water phantom</td>
<td>yes – SOBP region, plastic in plateau region</td>
</tr>
<tr>
<td>Beam quality determination</td>
<td>according to TRS 398</td>
</tr>
<tr>
<td>Determination of beam quality correction factors $k_{Q,Q_0}$ for TRS 398</td>
<td>spreadsheet from TRS 398</td>
</tr>
<tr>
<td>Determination of correction factors for other CoP</td>
<td>tables from CoP DKFZ</td>
</tr>
</tbody>
</table>

10.4.2. Reference conditions

The reference conditions in CoP used at DKFZ [36] differ substantially from the conditions proposed in TRS 398. The main reason for this is that at GSI an active variation of energies is used, in combination with beam scanning. The resulting SOPB changes its modulation depth at every scan point. Moreover due to the biological modelling, the various SOPBs at different scan points exhibit a different slope depending on the depth. Therefore a calibration of the beam monitors in the SOBP region was avoided. Instead, an energy dependent calibration in the entrance region for a number of energies was performed and a calibration curve for all energies was obtained.

The following differences can be summarized with respect to the reference conditions recommended in TRS 398:

- a plastic phantom rather than a water phantom is used;
- the reference depth is chosen to be in the plateau of a monoenergetic Bragg peak instead of the centre of a SOBP;
- the calibration is dependent on the initial particle energy;
- a field size of 5 cm x 5 cm rather than 10 cm x 10 cm is used
- for cylindrical chambers the effective point of measurement is 0.72 times the radius deeper than $z_{ref}$, as compared to 0.75 times the radius in TRS 398.
All other conditions like chamber type and reference point of the chamber are same as in TRS 398 [1]. To enable a comparison with reference condition more similar to the TRS 398, a second set of reference conditions were used, which is specified in Table 10.III.

### Table 10.III. Reference Conditions for the Determination of Absorbed Dose to Water in Carbon Beam.

<table>
<thead>
<tr>
<th>Influence quantity</th>
<th>Plateau region</th>
<th>SOBP region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantom material</td>
<td>RW-3</td>
<td>PMMA+RW-3 or Water</td>
</tr>
<tr>
<td>Chamber type</td>
<td>cylindrical</td>
<td>cylindrical</td>
</tr>
<tr>
<td>Water equivalent depth $z_{ref}$ cm</td>
<td>0.7</td>
<td>12.0</td>
</tr>
<tr>
<td>Reference point of chamber</td>
<td>on the central axis at the centre of the cavity volume</td>
<td>on the central axis at the centre of the cavity volume</td>
</tr>
<tr>
<td>Position of reference point of chamber</td>
<td>0.72 times the radius deeper than $z_{ref}$</td>
<td>0.72 times the radius deeper than $z_{ref}$</td>
</tr>
<tr>
<td>Field size [cm²]</td>
<td>5 x 5</td>
<td>5 x 5</td>
</tr>
</tbody>
</table>

### 10.4.3. Determination of absorbed dose to water under reference conditions

The formalism used to determine the dose according to the CoP used at DKFZ is described in section 3.5.3, and the application of TRS 398 for ions is described in section 3.5.1.

### 10.5. Results

Measurements were made following the recommendation given in TRS 398 and in the CoP used at DKFZ for carbon beams. Table 10.IV gives the results obtained in the entrance region of a monoenergetic Bragg peak using a plastic phantom. Table 10.V gives the results obtained at the SOBP in a plastic phantom (column 5) and in a water phantom (column 6), respectively.

Table 10.IV. Ratios $D_{\alpha}(\text{TRS 398})/D_{\alpha}(\text{CoP-DKFZ})_{\text{plateau}}$ of absorbed doses to water in carbon beams determined by following the recommendations of TRS 398 and the DKFZ CoP under the reference conditions defined in Table 10.III. (Data presented are for measurements made in a plastic phantom).

<table>
<thead>
<tr>
<th>Energy [MeV/u]</th>
<th>Depth of measurement, cm</th>
<th>Chamber Type</th>
<th>No. of chambers studied</th>
<th>$D_{\alpha}(\text{TRS 398})/D_{\alpha}(\text{CoP-DKFZ})_{\text{plateau}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>0.705</td>
<td>PTW 30001</td>
<td>1</td>
<td>1.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PTW 30002</td>
<td>1</td>
<td>0.988</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PTW 30006</td>
<td>1</td>
<td>0.992</td>
</tr>
</tbody>
</table>
TABLE 10.V. RATIOS $D_w(\text{TRS 398})/D_w(\text{CoP DKFZ})_{SOBP}$ OF ABSORBED DOSES TO WATER IN CARBON BEAMS DETERMINED BY FOLLOWING THE RECOMMENDATIONS OF TRS 398 AND THE DKFZ CoP UNDER THE REFERENCE CONDITIONS DEFINED IN TABLE 10.III. THE LAST COLUMN IS COMPARISON AT THE SOBP, IN WATER

<table>
<thead>
<tr>
<th>Energy [MeV/u]</th>
<th>Depth of measurement, cm</th>
<th>Chamber Type</th>
<th>No. of chambers studied</th>
<th>$D_w(\text{TRS 398})$</th>
<th>$D_w(\text{CoP-DKFZ})_{SOBP}$</th>
<th>$D_w(\text{TRS 398})/D_w(\text{CoP-DKFZ})_{SOBP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>209.5 –267.2</td>
<td>12.0</td>
<td>PTW 30001</td>
<td>1</td>
<td>1.004</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PTW 30002</td>
<td>1</td>
<td>1.004</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PTW 30006</td>
<td>1</td>
<td>1.005</td>
<td>1.005</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Exradin T1</td>
<td>1</td>
<td>0.972</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The differences in numerical values of correction factors are discussed in details in ref. [53]. The relative deviation of the numerical value of $k_Q$ for the Farmer chamber (PTW30001) given in the CoP of DKFZ and in TRS 398 is only 0.3%. This small difference, however, results from a cancellation of differences in the $W_{air}$-value and the perturbation factor $p_{60\psi_{60}}$.

The value of $p_{60\psi_{60}} = 0.982$ in the TRS 398 is dominated by the value of the displacement correction of 0.988, while the combined wall and central electrode perturbation factor is equal to 0.994 (the cavity perturbation factor is unity). The value of $p_{60\psi_{60}} = 0.994$ in the CoP of DKFZ does not include a displacement correction. Another difference between TRS 398 and the approach of CoP DKFZ has taken is in the handling of saturation corrections [53]. The measurements in GSI scanned carbon beam match better with the conditions for a continuous beam rather than for a pulsed scanned beam.

The differences in doses determined with both CoPs are below 0.5% for the PTW Farmer type chambers, where the slightly smaller value of $k_Q$ in the TRS 398 is partially compensated by a larger value for $p_{sat}$. The difference for the Exradin T1 chamber is nearly 3%, which is due to the different values for $p_{60\psi_{60}}$ (0.992 in [31] vs. 1.005 in TRS 398).

10.6. Recommendations

As can be seen from Table 10.IV and 10.V, the observed differences between TRS 398 and COP DKFZ results depend on the chamber type. The expected difference for Farmer type chambers is less than 1%. The maximum differences are expected for the Exradin T1 ionization chambers.

The reference conditions for heavy ion beams in TRS 398 are established for the measurements in water at the centre of a SOBP. This is suitable for a facility with the passive range modulation, but not for an active modulation system, for which the shape of the SOBP differs at each scan spot of each patient. Furthermore, the SOBP is a superposition of a finite number of fixed energy beams with different intensities and owing to the discrete energies and variations in the intensities, such SOBP is never absolutely continuous and reproducible. Furthermore, the dosimetric uncertainties in the SOBP, with its mixture of energies and low and high LET components, are larger than in the entrance region. Therefore the measurements in a plastic material in the entrance region of the depth dose are more suitable for an active beam delivery system.
APPENDIX A. EXAMPLE OF UNCERTAINTY ANALYSIS FOR ABSORBED DOSE TO WATER CALIBRATION FOR $^{60}$Co

The overall aim of this appendix is to help the user in the analysis and reporting of measurement uncertainty. The essential uncertainty components are introduced in the context of a measurement procedure and a series of numerical values. A worked example is illustrated in Table A1. Although efforts have been made to provide realistic values based on experience, readers should not use any values given in this example unless they are consistent with their own experience.

A.1. Measurement procedure

For this example, it is assumed that the SSDL reference chamber and measuring assembly were calibrated by the IAEA two years previously, and the SSDL checked its stability by weekly measurements using the stability check source device. The reference and user chambers are held in the water phantom using a jig that positions the chambers to within 0.1 mm of the reference depth, and their position checked using a telescope. The chamber orientation (with the mark on the chamber) is checked visually. The ambient humidity is measured with a traceably calibrated humidity meter and found to lie within the range 20% to 70% relative humidity, over which the humidity correction is constant to within 0.1%. In all measurements with both the reference and user ionisation chambers, the chamber is allowed to settle for at least 10 minutes in the water phantom (temperature stabilisation), the chamber polarising potential is verified and the chamber given a dose of about 4 Gy before the first reading is made. The leakage and radiation-induced leakage currents are found to be less than 0.1% of the current during measurements. Ten readings are taken keeping the source exposed. Ionisation measurements are subject to acceptance criteria on the standard deviation of the readings and on their rate of drift. The standard deviation is less than 0.1% for the reference instrument and less than 0.2% for the user instrument; the rate of drift is less than 0.05%.

**Step 1:** Measurements are made with the reference standard dosimeter, following TRS 398 [1], to determine absorbed dose rate to water under reference conditions in a water phantom at the time of calibration. The reference instrument has a resolution of 0.01% or better.

**Step 2:** Measurements are made with the user instrument following TRS 374 [28], for calibration by substitution. The resolution of the user instrument may not match that of the reference standard, and is here taken to be 0.1%.

The $^{60}$Co unit is of the type where the source is moved to the fully shielded position between measurements with different chambers, and so an allowance is made in the analysis for variations in the source position from one chamber measurement to another. The collimator setting is fixed throughout the calibration procedure.

Corrections to the readings with the reference and user instruments are based on measurements with the same barometer and thermometer.

A.2. Model equation

In the first step, the absorbed dose to water rate is determined with the reference instrument according to the equation:
In the second step, the calibration coefficient of the user’s instrument is obtained according to:

\[ D_w = N_{D,w}^{\text{ref}} M_{\text{corr}}. \]  \hspace{1cm} (A1)

Where:

\[ N_{D,w}^{\text{ref}} \] is the calibration coefficient for absorbed dose to water of the reference instrument (determined at a PSDL or the IAEA)

\[ N_{D,w}^{\text{user}} \] is the absorbed dose to water calibration coefficient of the user instrument

\[ D_w \] is the absorbed dose to water rate determined with the reference instrument

\[ k_{\text{source}} \] is a correction for the effect of a change in source position (see 11.3.1. in Influence quantities)

and

\[ M_{\text{corr}} = M_{\text{raw}} k_{TP} k_{\text{dist}} k_{\text{other}} \]  \hspace{1cm} (A3)

is the reading obtained with either the reference chamber or the user chamber (already corrected for influence quantities). Where:

\[ M_{\text{raw}} \] is the mean value of the readings taken after the instrument settled

\[ k_{TP} \] is a factor to correct for departure of air density from reference conditions

\[ k_{\text{dist}} \] is a factor to correct for deviation of chamber position (depth in phantom) from the reference position

\[ k_{\text{other}} \] is a factor including all the corrections whose uncertainties are too small to consider individually in the uncertainty budget, because they are estimated to be much less than 0.1%.

\[ k_{\text{other}} \] is given by

\[ k_{\text{other}} = k_{\text{elec}} k_{\text{ion}} k_{\text{leak}} k_{p} k_{\text{pol}} k_{Q} k_{\text{chi}} k_{p} k_{\text{hom}} \]  \hspace{1cm} (A4)

where:
\( k_{\text{elec}} \) is the calibration coefficient of the measuring assembly, in case the chamber and measuring assembly are calibrated separately,

\( k_{\text{fin}} \) is a factor to correct for non-linearity of the measuring assembly sensitivity,

\( k_s \) is a factor to correct for the lack of saturation due to recombination,

\( k_{\text{leak}} \) is a factor to correct for leakage current (possibly converted from an additive correction),

\( k_p \) is a factor to correct for any departure of humidity from the reference condition, 50% relative humidity,

\( k_{\text{pol}} \) is a factor to correct for any departure of the reading due to changing the polarizing voltage from its value at calibration,

\( k_Q \) is a factor to correct for any change in beam quality from the calibration beam quality,

\( k_{\text{rot}} \) is a factor to correct for any misalignment (rotation, tilt) of the chamber in use,

\( k_{fs} \) is a factor to correct for departure of the field size from the reference condition, and

\( k_{\text{hoen}} \) is a factor to correct for radial non-homogeneity of the beam.

Combining the equations (A1), (A2) and (A3) gives:

\[
N_{\text{user}}^\text{ref} = k_{\text{source}} N_{D,w}^\text{ref} \frac{M_{\text{ref}}^\text{ref}}{M_{\text{user}}^\text{ref}} k_{\text{TP}}^\text{ref} k_{\text{dist}}^\text{ref} k_{\text{other}}^\text{ref}. \tag{A5}
\]

By replacing \( k_{\text{TP}} \) by the explicit expression in terms of temperature and pressure one obtains

\[
N_{\text{user}} = k_{\text{source}} N_{D,w}^\text{ref} \frac{M_{\text{user}}^\text{ref}}{M_{\text{raw}}^\text{ref}} \left( \frac{273.15 + T_{\text{ref}}^\text{ref}}{273.15 + T_{\text{user}}^\text{ref}} \right) \frac{p_{\text{user}}^\text{ref}}{p_{\text{ref}}^\text{ref}} k_{\text{dist}}^\text{ref} k_{\text{other}}^\text{ref}. \tag{A6}
\]

Replacing each \( k_{\text{dist}} \) by the expression:

\[
k_{\text{dist}} = 1 + \alpha_D \delta d \tag{A7}
\]

where:

\( \alpha_D \) is the gradient of the normalized depth dose curve at the reference depth

\( \delta d \) is the deviation in chamber positioning from the reference depth

The ratio \( \frac{k_{\text{dist}}^\text{ref}}{k_{\text{dist}}^\text{user}} \) appearing in eq. (A6) reduces (in first order) to:
\[
\frac{K_{\text{ref}}}{K_{\text{user}}} = 1 + \alpha_D (\delta d_{\text{ref}} - \delta d_{\text{user}}).
\]  
(A8)

Finally the model equation takes the form:

\[
N_{D,w}^{\text{user}} = k_{\text{source}} N_{D,w}^{\text{ref}} \frac{M_{\text{raw}}^{\text{ref}}}{M_{\text{raw}}^{\text{user}}} \left( \frac{273.15 + T_{\text{ref}}}{273.15 + T_{\text{user}}} \right) \frac{p_{\text{user}}^{\text{ref}}}{p_{\text{ref}}^{\text{user}}} (1 + \alpha_D (\delta d_{\text{ref}} - \delta d_{\text{user}})) \frac{k_{\text{other}}^{\text{ref}}}{k_{\text{user}}^{\text{ref}}}
\]  
(A9)

The overall uncertainty of \( N_{D,w}^{\text{user}} \) is obtained from the component uncertainties that arise from the influence quantities on the right hand side of Eq. (A9) in the following Table A1. For \(^{60}\text{Co}\) radiation, the gradient \( \alpha_D \) has a negligible uncertainty and enters only as a sensitivity coefficient for the deviations in chamber positioning. The values of the quantities used for calculating the calibration coefficient of the user’s instrument are also given in the table. The values provided in this table apply only to this example and must, of course, be replaced by values arising in practice. They are included here for the purpose of illustration only.
TABLE A1 UNCERTAINTY ANALYSIS – $^{60}$Co ABSORBED DOSE CALIBRATION

<p>| #  | Quantity, source of uncertainty                          | Value of quantity | Expanded uncertainty $U_i$ | Uncertainty type | Confidence level | Coverage factor $k$ | Standard uncertainty $u_i$ | Sensitivity coefficient $c_i$ | Uncertainty component $|c_i u_i|$ | Effective degrees of freedom $\nu_{ij}$ |
|----|----------------------------------------------------------|-------------------|-----------------------------|------------------|------------------|--------------------|---------------------------|-----------------------------|-----------------------------|----------------------------------|
| 1  | correction for change in source position                | 1                 |                             |                  |                  |                    |                           |                             |                             |                                  |
| 2  | change in source position                               | 0.12%             | Type B                      | 68%              | 1.00             | 0.12%              | 1.41                      | 0.16%                       | 20                           |
| 3  | calibration coefficient for the reference instrument    | 1.021E+08 Gy/C     |                             |                  |                  |                    |                           |                             |                             |                                  |
| 4  | uncertainty of calibration at IAEA                      | 0.4%              | Type B                      | 68%              | 1.00             | 0.4%               | 1.00                      | 0.40%                       | 50                           |
| 5  | stability of the reference instrument                    | 0.3%              | Type B                      | 100%             | 1.73             | 0.173%             | 1.00                      | 0.173%                      | 8                             |
| 6  | raw reading of the reference instrument                  | 1.6687E-09 C      |                             |                  |                  |                    |                           |                             |                             |                                  |
| 7  | raw reading of the instrument to be calibrated          | 3.7659E-09 C      |                             |                  |                  |                    |                           |                             |                             |                                  |
| 8  | uncertainty of the mean reading                         | 0.10%             | Type A                      | 68%              | 1.00             | 0.10%              | 1.00                      | 0.10%                       | 9                            |
| 9  | uncertainty of the mean reading                         | 0.20%             | Type A                      | 68%              | 1.00             | 0.20%              | 1.00                      | 0.20%                       | 9                            |
| 10 | resolution of the instrument                            | 0.10%             | Type B                      | 100%             | 1.73             | 0.058%             | 1.00                      | 0.058%                      | 50                           |
| 11 | temperature during reference measurement                | 23.4 °C           |                             |                  |                  |                    |                           |                             |                             |                                  |
| 12 | resolution of the thermometer                           | 0.1 K             | Type B                      | 100%             | 1.73             | 0.247%             | 0.08                      | 0.019%                      | 1000                         |
| 13 | temperature during user measurement                     | 23.4 °C           |                             |                  |                  |                    |                           |                             |                             |                                  |
| 14 | resolution of the thermometer                           | 0.1 K             | Type B                      | 100%             | 1.73             | 0.247%             | 0.08                      | 0.019%                      | 1000                         |
| 15 | pressure during reference measurement                   | 101.3 kPa         |                             |                  |                  |                    |                           |                             |                             |                                  |</p>
<table>
<thead>
<tr>
<th>#</th>
<th>Quantity, source of uncertainty</th>
<th>Value of quantity</th>
<th>Expanded uncertainty</th>
<th>Uncertainty type</th>
<th>Confidence level</th>
<th>Coverage factor</th>
<th>Standard uncertainty</th>
<th>Sensitivity coefficient</th>
<th>Uncertainty component</th>
<th>Effective degrees of freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>resolution of the barometer</td>
<td></td>
<td>0.1 kPa</td>
<td>Type B</td>
<td>100%</td>
<td>1.73</td>
<td>0.056%</td>
<td>0.27</td>
<td>0.015%</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>pressure during user measurement</td>
<td></td>
<td>101.3 kPa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>resolution of the barometer</td>
<td></td>
<td>0.1 kPa</td>
<td>Type B</td>
<td>100%</td>
<td>1.73</td>
<td>0.056%</td>
<td>0.27</td>
<td>0.015%</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>reference chamber positioning (depth)</td>
<td></td>
<td>0 mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>deviation in chamber depth in phantom</td>
<td></td>
<td>0 mm</td>
<td>Type B</td>
<td>100%</td>
<td>2.00</td>
<td>0 mm</td>
<td>0.50 %/mm</td>
<td>0.00%</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>user chamber positioning (depth)</td>
<td></td>
<td>0 mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>deviation in chamber depth in phantom</td>
<td></td>
<td>0.2 mm</td>
<td>Type B</td>
<td>95%</td>
<td>2.00</td>
<td>0.1 mm</td>
<td>0.50 %/mm</td>
<td>0.05%</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>other influence quantities during reference measurement</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>other influence quantities during user measurement</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>calibration coefficient of user instrument</td>
<td></td>
<td>4.524E+07 Gy/C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>uncertainty of the calibration coefficient</td>
<td></td>
<td>1.0%</td>
<td>Combined</td>
<td>95%</td>
<td>2.00</td>
<td>0.5232%</td>
<td></td>
<td></td>
<td>88</td>
</tr>
</tbody>
</table>
A.3. Notes on influence quantities and sources of uncertainty

Influence quantities are those quantities that are not subject of the measurement, but yet influence the quantity under measurement (e.g., air pressure, ageing and zero drift of dosimeter, beam quality, dose rate, field size etc.).

In calibrating a dosimeter, as many influence quantities as practicable should be kept under control. However, many influence quantities cannot be controlled (e.g. air pressure or dose rate in $^{60}$Co gamma radiation); the corresponding effects should be taken into account by applying appropriate factors.

In either case, the incomplete knowledge about the values of influence quantities and their impact on the final result must be considered in the uncertainty analysis.

For practical reasons, one should choose a value (limit) for the smallest uncertainty to be considered in the uncertainty analysis. All effects whose uncertainty is smaller than this (reasonably selected) limit would be ignored in the uncertainty budget. Nevertheless, these uncertainties that are below the fixed limit should be evaluated and documented. In this report, the limit for relative standard uncertainties to be considered in the uncertainty budget is 0.1%.

A.3.1. Correction for change in source position

The uncertainty was estimated from a series of measurements of air kerma rate made on a previous occasion, in which the reference chamber was left in place and the source was repeatedly exposed. The standard deviation of the results was calculated and the uncertainty obtained was dominated by the Type A contribution from variations in the source position, and has an effective number of degrees of freedom of about 20. In the present context, this influence quantity makes a contribution to the overall uncertainty of type B: the source is exposed once for the reference measurement and once for the user measurement. Therefore this uncertainty enters twice, and the sensitivity of the overall calibration to the change in source position has a sensitivity coefficient equal to $\sqrt{2}$.

A.3.2. Calibration coefficient for the reference instrument

- The uncertainty stated on the calibration certificate from the IAEA is 0.4% with a coverage factor $k = 1$, corresponding to a confidence level of approximately 68%. The effective number of degrees of freedom (50) corresponds to a “good” estimate of this uncertainty.

- Measurements with the stability check source device over an extended period show that the relative change of the calibration coefficient is less than 0.3% (100% coverage). It is assumed that this is a “rough” estimate, and so the effective number of degrees of freedom has been set to 8.
A.3.3. Raw reading of the reference instrument

Ten readings were taken, and the standard deviation obtained [30]. This standard deviation is used in Table A1. The number of effective degrees of freedom in this approach is one less than the number of readings.

A.3.4. Raw reading of the instrument to be calibrated

- Ten readings were taken, and the standard deviation obtained. [30] This standard deviation is used in Table A1. The number of effective degrees of freedom in this approach is one less than the number of readings.
- The resolution of the user instrument is taken into account (type B).

A.3.5. Temperature and pressure measurements

The same thermometer is used for the temperature measurements for the reference and user ionisation measurements, and so its calibration cancels in the ratio of temperatures, provided that these temperatures are not vastly different. The temperature sensed, i.e. that of the mercury in the glass bulb of the thermometer which is placed inside the water phantom, will not be significantly different from that of the air in the chamber cavity and the effect of this difference on the overall uncertainty is neglected. Typically, the sensed temperature will not change over the course of readings taken with either reference or user instrument, and so a Type A uncertainty does not arise. However, this means that the Type B uncertainty arising from the thermometer resolution must be included for both measurements. We assume no correlation between the two. Similar considerations apply to the pressure measurements.

A.3.6. Chamber positioning (depth)

This calibration is based on a measurement of absorbed dose rate with the reference instrument, at the position of the chamber’s reference point. The chamber should be placed so that it is close to the reference depth in the water phantom. In the second step, one must place the user chamber so that its reference point is at the same position, where the dose rate has been measured. In this approach, the contribution to the overall uncertainty arises only from the deviation of the user chamber position from that of the reference chamber. The deviation of the reference chamber position from the reference depth has a negligible effect on the overall result.

The uncertainty in depth is expressed in mm. A change in depth affects the chamber response by an amount proportional to the gradient of the depth dose curve, $\alpha_d$, which is the sensitivity coefficient, in % per mm. Its value should be obtained from the normalised depth dose curve, which has been measured for the beam used for the calibration.

---

9 Another approach is possible in laboratories that have extensive records of measurements with reference instruments. It is possible to extract from these data a mean value for this standard deviation, i.e. an average over many measurements equivalent to the one made here, and would mean that the effective number of degrees of freedom would be much larger.
A.3.7. Other influence quantities

The correction factors $k_{\text{other}}^\text{ref}$ and $k_{\text{other}}^\text{user}$ in the model equation (A9) include all those correction factors (cf. Eq. A4) whose uncertainty was checked to be less than 0.1% and therefore was neglected in the uncertainty budget.

Of the factors included in $k_{\text{other}}$, we mention explicitly the measuring assembly calibration and saturation.

It is assumed that the reference instrument displays charge (in coulombs) and that the displayed value needs no further correction ($k_{\text{elec}}^\text{ref} = 1.0$). The user instrument also displays charge (in coulombs); the calibration coefficient is expressed in Grays per displayed charge value, ($\text{Gy/µC}$). Therefore $k_{\text{elec}}^\text{user} = 1.0$.

Initial ion recombination is likely to be essentially the same for all absorbed dose rates likely to be encountered in practice with non-pulsed beams. Therefore chamber readings are neither corrected for lack of saturation during calibration nor during use. The absorbed dose to water calibration coefficients (both from the PSDL/IAEA and the one obtained here) are derived from and apply to readings that have not been corrected for ion recombination effects. In this way, measured absorbed dose values correctly account for ion recombination, and $k_{\text{elec}}^\text{ref} = k_{\text{elec}}^\text{user} = 1.0$.

The values of the other corrections included in $k_{\text{other}}$ (cf. Eq. A4) are also assumed to be equal to 1.0. So values of $k_{\text{other}}^\text{ref}$ and $k_{\text{other}}^\text{user}$ are 1.0, and the uncertainties are neglected.

A.4. Calibration coefficient for the user instrument

The calibration coefficient for the user instrument is obtained by evaluating the model equation (Eq.A9) directly. For the values given in this example (Table A1) the result is

$$N_{\text{K}}^\text{user} = 4.524 \times 10^{-7} \frac{\text{Gy}}{\text{C}}.$$

The calculation of the uncertainty proceeds in stages. For each source of uncertainty, the standard uncertainty $u_i$ and sensitivity coefficient $c_i$ are obtained and their product gives the corresponding uncertainty component $|c_i u_i|$. These components are summed in quadrature to give the combined standard uncertainty of the result. The effective number of degrees of freedom for this uncertainty is calculated according to the Welch-Satterthwaite formula [22] from the uncertainty components and effective degrees of freedom for each influence quantity. The final values are rounded appropriately in the result, but not at any intermediate stages of the analysis.

The combined standard uncertainty $u_c \left( N_{\text{K},\text{D}}^\text{user} \right) = 0.52\%$ has been multiplied by a coverage factor $k = 2$ to obtain an expanded uncertainty $U_{\text{eff}} = 1.0\%$. This expanded uncertainty has a confidence probability of 95%, which has been calculated from the effective number of degrees of freedom $\nu_{\text{eff}} = 88$. 
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APPENDIX B. CALIBRATION PROCEDURE USED AT THE LNHB

The Laboratoire National Henri Becquerel (LNHB), the French PSDL, participated as an agreement holder in the framework of the CRP E2.10.04. Under the CRP, the LNHB calibrated nine ion chambers for the participants of the CRP E2.10.04 for high-energy photon beams. The calibrations are traceable to the dosimetry references\(^\text{10}\) for the high-energy X ray beams [18] and are based on an aggregated values of \(k_Q\) determined with ionisation chambers (without taking into account the electrode effect) and with Fricke dosimeters (taking crudely into account the radiation chemical yield variation). The characteristics of the beams used at the LNHB are given in Tables B.I.-B.II. The reference instruments used by LNHB and the calibrated chambers are given in the Table B.III.

### TABLE B.I. CHARACTERISTICS OF THE BEAMS USED FOR THE CALIBRATIONS.

<table>
<thead>
<tr>
<th>Nature of the beam</th>
<th>High-energy Xray beam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of the calibration beams</td>
<td>6 MV</td>
</tr>
<tr>
<td>(TPR_{t0}^{20})</td>
<td>0,675 (0,680)*</td>
</tr>
<tr>
<td>Pulse frequency (Hz)</td>
<td>200</td>
</tr>
</tbody>
</table>

### TABLE B.II. CHARACTERISTICS OF THE \(^{60}\text{Co}\) GAMMA BEAM USED FOR CALIBRATION.

<table>
<thead>
<tr>
<th>Type of machine</th>
<th>Cirus C5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of the beam</td>
<td>(^{60}\text{Co})</td>
</tr>
<tr>
<td>Absorbed dose to water rate at the reference point (mGy/s) during the whole calibration period</td>
<td>20.2 - 19.1</td>
</tr>
</tbody>
</table>

### TABLE B.III. REFERENCE INSTRUMENTS USED BY THE LNHB.

<table>
<thead>
<tr>
<th>Instruments of the LNHB</th>
<th>High-energy X rays</th>
<th>(^{60}\text{Co})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrometers used with the ionisation chambers:</td>
<td>Keithley 642 # 458065</td>
<td>Keithley 642 n° 371821</td>
</tr>
<tr>
<td>External capacity</td>
<td>51042 pF</td>
<td>63534 pF</td>
</tr>
<tr>
<td>Electrometer used for the monitoring:</td>
<td>Keithley 6517 # 0583839 external capacity 63534 pF</td>
<td></td>
</tr>
<tr>
<td>TOP ionization chamber:</td>
<td>NE 2571 # 2343</td>
<td></td>
</tr>
<tr>
<td>External monitoring ionisation chamber</td>
<td>PTW M23344 # 707</td>
<td></td>
</tr>
</tbody>
</table>

\(^{10}\) The dosimetry reference for high-energy photon beams was at the development stage during the time frame of the CRP and thus considered as preliminary.
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