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Abstract 

 

Thermal analyses of dry storage systems use margins in their design basis input assumptions to ensure the peak 

cladding temperature does not exceed an established regulatory limit. Due to these margins, a best-estimate understanding of 

the thermal behavior of the dry storage system is generally not available from these design licensing basis models. The 

development of accurate best-estimate thermal models with uncertainty quantification can lead to a more efficient use of 

storage, transportation, and ultimate disposal systems. A thermal modeling benchmarking project included the Electric 

Power Research Institute (EPRI), U.S. Nuclear Regulatory Commission, U.S. Department of Energy (DOE), U.S. National 

Laboratories, vendors, and utilities to assess the accuracy of best-estimate models through experimental and validation 

efforts. This paper describes the joint round robin aimed at further assessing the accuracy of best-estimate simulations. A 

total of four model submissions to this double-blind benchmark are compared with temperature measurement data acquired 

by the DOE/EPRI High Burnup (HBU) project. For this project, actual HBU pressurized water reactor spent fuel assemblies 

were stored in a bolted conductive dry storage system with thermocouples placed inside the guide tubes. The thermal 

analysis results were collected, and comparisons made to the benchmark measurement data. Results highlight the importance 

of developing a refined assessment of key uncertainty terms in modeling solutions, including decay heat calculations and 

internal gaps impacting the conduction of heat. 
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1. INTRODUCTION 

Dry storage systems are typically designed and licensed to ensure that the structures, systems, and 

components (SSC) of the proposed dry storage system meet their intended important to safety (ITS) functions 

over the licensed term of operation.  In general, the SSCs ITS functions are broken down into several technical 

categories [1]: 

 

— Confinement: Reasonably maintain confinement of radioactive material  

— Subcriticality: Maintain the stored spent nuclear fuel in a subcritical state 

— Retrievability: Storage systems designed to allow retrieval of the stored spent fuel 

— Radiation Shielding: Protect workers and public against direct radiation doses and releases of 

radioactive material and minimize the dose from normal operations and from any off-normal or 

accident conditions 

— Structural Integrity: Structural components designed to accommodate combined normal, off-normal, 

and accident loads while preserving recoverability 

— Thermal: Heat-removal systems that ensure the spent fuel or other ITS SSCs remain functional during 

loading, short-term operations, and storage. 

 

This paper focuses on the thermal analyses of dry storage systems that ensure the peak cladding 

temperature limits of loaded spent fuel in dry storage does not exceed the established regulatory limits. 

Currently, design licensing basis thermal models use bounding assumptions and engineering margins to account 

for various uncertainties in the data and analysis methodology. This approach may lead to excessive 

requirements for fuel cooling times in spent fuel pools, reduced capacity of dry storage systems to store high-

burnup fuel, and operational limitations to reduce dose to workers. Moreover, bounding approaches could lead 

models to predict excessive dry storage canister external surface temperatures, resulting in potentially non-

conservative estimates for chloride-induced stress corrosion cracking susceptibility [2]. To overcome this 

limitation, vendors typically develop additional thermal models to provide conservative inputs for estimating 

chloride-induced stress corrosion cracking [3]. As a result, identifying, quantifying, and ranking the 

uncertainties associated with the inputs for the thermal models and fuel performance for peak cladding 

temperature (PCT) limits could provide insights that increases safety by reducing the number of storage and 

transport operations which could also reduce dry storage, transportation, and disposal costs through increased 

storage efficiencies.  Furthermore, this effort could also increase operational flexibilities, facilitate earlier used 

fuel storage and transportation, and the potential to support risk-informed dry storage and aging management 

activities.  The development of accurate best-estimate thermal models with uncertainty quantification can lead to 

a more efficient and effective use of storage, transportation, and ultimate disposal systems.   

Research studies on best-estimate model development are documented in the literature using 

computational fluid dynamics (CFD) or subchannel analysis codes [4,5,6]. A thermal modelling program was 

established through the Electric Power Research Institute (EPRI) Extended Storage Collaboration Program 

(ESCP) with the U.S. Department of Energy (DOE), Sandia National Laboratory, Pacific Northwest National 

Laboratory, Oak Ridge National Laboratory, U.S. Nuclear Regulatory Commission (NRC), dry cask vendors, 

other research organizations, utilities, and EPRI. The first phase of the program was completed with the 

NRC/DOE Boiling Water Reactor (BWR) Dry Cask Simulator project [7]. The project acquired temperature 

data inside an instrumented and electrically-heated prototypic BWR test assembly placed into a storage basket 

and a cylindrical pressure vessel. The experimental data were collected with the purpose of enabling CFD model 

validation. 

This paper focuses on the second phase of the EPRI ESCP thermal modelling program, in which a round 

robin led by EPRI was performed on a loaded bolted metallic conductive dry storage system. The goal of the 

project was to assess the model uncertainties and ultimately increasing the accuracy of thermal simulation 

approaches to a real-world loaded cask.  This paper provides the results of a double-blind benchmark study 

comparing measured temperature data, acquired from a dry storage system loaded with high burnup spent 

nuclear fuel, to modelling temperature predictions. Round robins are useful tools to evaluate the reliability of 

models in complex applications [8]. Because the benchmark is double-blind, no data are exchanged between 

modelers and measurement results except for official inputs, allowing evaluations of modelling uncertainty 
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while excluding the potential for confirmation bias. The measurement data were obtained from the DOE/EPRI 

High Burnup (HBU) project and used a TN-32B dry storage system instrumented with thermocouples and 

loaded with used, high burnup pressurized water reactor (PWR) fuel at the North Anna Power Station.  

The next section describes the configuration of the HBU project system and provides an overview of 

benchmark input data. Then, benchmark submissions are briefly described, and results are compared with 

measurement data. Observations are finally made on results, commenting on the observed positive offset of 

modelled internal temperature with respect to measured data. 

2. BENCHMARK DESCRIPTION 

In the DOE HBU project, an Orano TN-32B dry storage system was loaded with high-burnup used 

nuclear fuel at the North Anna Power Station in Virginia, United States. The system was instrumented with 

internal thermocouples placed inside a guide tube in each of 7 fuel assemblies selected out of the total 32 

assemblies loaded in the system. Custom lances were used to insert 9 K-type thermocouples per each guide tube 

(9×7 = 63 total thermocouples) while maintaining a pre-determined axial spacing between them. 

Instrumentation was inserted using 7 custom penetrations drilled into the system’s lid as shown in Fig. 1. Lead 

blankets were placed over the holes on the closed lid for radiation shielding. 

 

      
 

FIG. 1. Modification to the lid to allow for the insertion of 7 thermocouple lances. 

The left picture is courtesy of Dominion Energy. 

 

In addition to the internal measurements, external temperature acquisitions were performed on the 

external surface using an infrared (IR) gun. To acquire readings, the gun was pointed at pre-determined marks 

that were made on the surface. Those locations are distributed over a 3×5 array, as illustrated in Fig. 2(a). 

 

  
 

FIG. 2 (a) External temperature reading positions; (b) cask loading map. 

b) a) 
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The internal and external temperature readings are the focus of this benchmark. Temperature 

measurements were made during system draining, drying, and storage, but the benchmark only focuses on the 

last part, i.e., storage in a decontamination pit at the plant site. The modelers and the measurement vendor 

evaluated the temperatures independently and submitted their results to EPRI around the same date for analysis 

to ensure the validity of the double-blind approach. Measurements were recorded for about 13 days, during 

which temperature readings were confirmed to reach a statistically stationary behaviour, justifying steady-state 

numerical modelling. 

As part of the round-robin problem statement, modelers were asked to use the proprietary geometry of 

the TN-32B system and were provided information about the surrounding environment and loaded fuel, 

including the external temperature. Modelers were asked to all use the same inputs, although model assumptions 

and methods could vary. Using the same inputs allows separation of model uncertainty from input sensitivity. 

Sensitivity was analysed by previous studies [6,9] which concluded that model results are strongly sensitive to 

decay heat, external temperature, and internal gaps. The first two parameters have been provided precisely to 

modelers as part of the input information. However, internal gap sizes were generally taken from the final safety 

analysis report (FSAR) design basis model and tended to predict higher temperatures (open gaps rather than 

closed). Additional evaluation of the gap condition uncertainty has been performed after completion of the 

round robin study; these results are likely to be presented and/or published separately by individual modelers. 

Ambient temperature was measured with thermocouples and determined to be 23.9 °C by averaging the 

measured temperature history. The ambient temperature had a day-night fluctuation range of about ±6 °C. 

Decay heat input data were provided in the form of a per-assembly power and a general axial distribution curve. 

Both inputs were determined using a best-estimate, highly accurate method developed by the Oak Ridge 

National Laboratory. The original design basis heat load for the system was calculated as 36.96 kW, which was 

then refined to 32.934 kW for an amended license. The 32.934 kW heat load is about 8% higher than the 30.456 

kW heat load developed for the round robin inputs. The system was loaded with 32 PWR assemblies each with 

17 x 17 rods and high-burnup fuel. The assembly types are based on different Westinghouse or AREVA 

designs, specifically: LOPAR, NAIF, NAIF/P+Z, and AMBW. Relevant non-proprietary features of those fuel 

assemblies were provided to modelers. A loading map of the assemblies inside the dry storage system was also 

given to the modelers as shown in Fig. 2(b). The map contains relevant details such as: assembly identifier, fuel 

type, cladding material, average burnup, initial enrichment, number of irradiation cycles, years since reactor 

discharge as of 11/7/2017, and decay heat. The loading map also marks the presence of a thermocouple lance or 

poison rods (indicated as ―poison rod assembly‖, PRA) in some of the assemblies. 

3. SUBMISSIONS 

The benchmark received 4 submissions of simulation results from 3 different organizations. The 

submissions are identified using anonymous labels S1 through S4, as shown in Table 1. 

 

TABLE 1.  SUMMARY OF SUBMISSIONS 

 

Submission Method Software 

S1 Finite volume CFD ANSYS Fluent 

S2 Finite volume CFD STAR-CCM+ 

S3 Subchannel COBRA-SFS 

S4 Thermal finite element analysis ANSYS APDL 

 

As noted in Table 1, model results were obtained using 3 different solution methods, i.e., finite volume 

CFD, thermal finite element analysis (FEA), and subchannel analysis, and all different pieces of software. Such 

a variety of simulation tools supports an evaluation of modelling error being free from code-specific or method-

specific considerations. 
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4. RESULTS 

4.1. Uncertainties 

Plots presenting results in this work show error bars for the measured data values. The measurement 

uncertainty σmeas is determined as the sum in quadrature of two values. The first is a sensor uncertainty, σsen, i.e. 

the measurement uncertainty at a known position. The second is a locational uncertainty, σloc, i.e. a measurement 

uncertainty component due to uncertainty about the location where the measurement is made. 

 

      (    
      

 )                (1) 

 

For internal thermocouple readings, sensor uncertainty is determined using the ISO/IEC 98-3 standard as 

1.4°C plus 0.3% of the measured value in °C, valid in the range of temperatures of this work with a 95% 

confidence and a normal distribution. Locational uncertainty is determined using a range of ±1/4 inches to 

account for uncertainty in the position of TCs in the lance and of the lance in the guide tube. This spatial 

uncertainty is multiplied by the local average axial temperature gradient.  

For external IR gun measurements, sensor uncertainty is determined from the IR gun user manual, which, 

in the temperature range of interest in this work, specifies a fixed value of 2°F (1.1°C). Locational uncertainty 

relates to the finite size of the circles on which the IR gun was pointed. By inspection of Fig. 2(a) along with dry 

cask pictures, the spatial uncertainty due to circle size is estimated as ±3/8 inches. This spatial uncertainty is 

combined with axial temperature gradients using the same method adopted for internal temperatures. 

Although data were measured for the 13 days of system residence in the decontamination pit at the plant, 

representative steady-state values for the last two days of system residence are presented here. Error bars for the 

measurement results do not include terms accounting for daily temperature fluctuations, which varied by less 

than 1°C in measured temperature over the two-day period considered. 

Additionally, calculated uncertainty range values were provided with the submission S1 results. The 

values were calculated according to the ASME V&V 20 [10] approach and using a first-order sensitivity 

analysis. The uncertainty range values were received before the S1 modelers obtained the measured data, so 

they were produced in a blind fashion. 

4.2. Internal temperature results 

The benchmark comparisons between simulation results and measured data for internal temperature 

profiles are shown in Fig. 3. The figure compares thermocouple data and modeler submission predictions for 

three of the seven instrumented fuel assemblies. Results are presented both on a regular temperature scale and 

using temperature differences with respect to measured data. Deviation plots for both internal and external 

temperatures use error propagation to determine error bars.  

 

Measurement-deviation error bars are calculated as:  

 

(      
 )

 

                (2) 

 

 while deviation error bars for S1 modelling results as: 

 

 (     
     

 )                (3)

               

 All modelling results predict quasi-parabolic temperature distributions replicating qualitatively the 

shapes observed in the measured data. However, 248 out of 252 submitted base-case simulation points predict 

greater temperatures than the measurements. About half of the extremities of the error bars for submission S1 

encompass experimental data. 

Most of the base-case simulation data points exceed the measured data by 20 °C or more. Observations 

can be made regarding plots showing deviations from the measurement data, as presented at the right of Fig. 3. 

A trend appears for the base case of submissions S1 and S4 showing a deviation from the measured values that 
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increases almost linearly from the top to the bottom of the system, frequently reaching 50-95 °C of deviation 

between model results and measurements. The cause for this slope in deviation plots is most likely related to 

modelling details, e.g., geometry including internal gap sizes, fluid mechanics treatments, and boundary 

conditions. It is also noted that the results from submission S4 are in most cases higher by at least 25 °C with 

respect to those from the other modelers. This offset will be discussed in Section 4.3 by observing trends in 

external temperatures. 

Overall, deviations between base-case modelling results and measured data are all much greater than the 

measurement error bars. A detailed analysis of daily temperature variations, which result in a measured range of 

less than 1°C as discussed in Section 4.1, would not justify the observed deviation, which exceeds in most cases, 

20°C and is single-sided toward higher modelling values. The cause of this bias is mainly attributable to the 

model. In other words, using the nomenclature in Section 1 of ASME V&V 20 [10], the error in the model 

solution value is expected to be much larger than the experimental error. 

4.3. External temperature results 

Results for external temperatures on the cask surface are shown in Fig. 4. Similar to the approach used 

for internal temperature results, temperature scales are shown in plots in the left part of the figure and deviations 

from the measured data in the right part. Data are organized based on the 3 columns on the system’s surface 

illustrated in Fig. 2(a).   

Most base-case data points for submissions S1 and S2 are very close to the measured data – in most cases 

within 5°C, and S1 error bars encompass experimental uncertainty ranges. Results from S3 show slightly higher 

temperatures than S1 and S2, but still low deviations from measured data – in most cases smaller than 10°C. On 

the other hand, submission S4 shows a significant positive offset from the measured data between about 20 and 

48°C.  A model description obtained from modeler S4 indicates that the deviation may derive from strongly 

conservative choices made in the treatment of heat transfer between the system’s surface and the room. The 

positive offset for S4 has a magnitude similar to that observed for S4 in internal temperatures, pointing to a 

potential causality. 

In principle, external temperatures can be determined with the sole knowledge of the ambient 

temperature, decay heat, heat distribution, and heat transfer coefficient. The accuracy of submissions S1 through 

S3, achieved without the strongly conservative assumptions of S4, conveys a substantial level of confidence 

about the accuracy of two key input parameters to which models are known to be very sensitive [6,9], i.e. decay 

heat and ambient temperature. 
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FIG. 3. Temperature results at positions of internal thermocouples for 3 example assemblies, namely number 14, 2, and 28. 

5. CONCLUSIONS AND DISCUSSION 

Results of a conductive dry storage system thermal modelling round robin are presented in this report, 

comparing four submitted best-estimate simulation results with measured temperature data from the DOE/EPRI 

HBU project. As the benchmark was double-blind, measurement data and model results have been submitted to 

a third party simultaneously. The four submitted modelling results were obtained using three different 

simulation methods (finite volume CFD, thermal finite element analysis, and subchannel analysis) and four 

different software packages (ANSYS FLUENT, STAR-CCM+, COBRA-SFS, and ANSYS-APDL). The 
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diversity of approaches enables a comparison providing valuable information on modelling uncertainty. 

Although uncertainties in modelling results were not requested in the benchmark, one modeler, S1, has 

quantified and submitted those values along with the base-case results. 

Modelling results and measured data for the system’s external wall are generally consistent with each 

other, except for one submission, which used conservative assumptions for external boundary conditions. The 

similarity between model and measurement at this location provides confidence on the accuracy of benchmark 

inputs to which simulations are known to be sensitive, namely decay heat and ambient temperature. Uncertainty 

bars for S1 model results encompass the uncertainty range for external measured data. 

On the other hand, internal temperature profiles in base-case model submissions show a positive offset 

by about 20-100°C with respect to measured data, despite overall distributions resembling the data. An observed 

additional offset in submission S4 may be a result of the conservative external boundary conditions used by that 

submission. A slope in plots of temperature deviation is also observed for submissions S1 and S4 base cases 

with the error increasing from top to bottom. This slope is believed to derive from modelling treatments for 

boundary conditions and fluid mechanics. For internal temperatures, about half of the S1 uncertainty bars 

encompass the uncertainty range of measured data at the extremities of the range. 

These observations on internal results, along with the high sensitivity of results to input data observed by 

modelers, lead to an appreciation of the importance of input uncertainty relative to physical model and 

numerical uncertainty. The observed offset of base-case results often appears to be much larger than the 

deviation between results from different models that did not use conservative external boundary conditions (i.e., 

S1, S2, and S3). 

A preliminary analysis of the causes of the offset in internal temperature results suggests that among all 

sources of input sensitivity for the system considered in this exercise, the size of internal gaps inside the system 

might have been a major cause of deviation. In fact, a discussion with the modelers made after the release of 

results has highlighted that significant changes in thermal modelling results toward lower temperatures arise 

when one or more gaps are closed, which is a condition plausible to occur in multiple system locations 

simultaneously due to basket movement, thermal expansion, realistic conditions of gravity, etc. The condition of 

the gap between the canister and the basket and other uncertainty components could be assessed by future 

research that may follow along and refine the techniques that have been used by modeler S1 to determine the 

uncertainty in modelling results. 

Overall, the benchmark has been successful in identifying useful paths to be followed by future work to 

develop accurate best-estimate models with uncertainty quantification. The exercise has confirmed that models 

used for system design and licensing, while conservative, result in positive deviations, for the internal 

temperature, of around 25-100°C relative to measured values from the benchmark. Additionally, a positive 

deviation of about 90°C was found between the 318°C value for PCT calculated for the revised system licensing 

basis and the maximum measured internal temperatures (which generally correspond to PCT values). 
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FIG. 4. Results at external thermocouple positions. 

6. FUTURE ACTIVITIES 

The results presented in this paper have created interest in the international community to conduct a 

similar round robin to assess the uncertainties of the thermal models.  As a result, the EPRI ESCP International 

Subcommittee is developing an international thermal modelling round robin using the data and information from 

the Phase II – High Burnup Cask Project.  The international round robin will not be a double-blind study since 

the results are published here, but, the value would be to assess the uncertainties in the inputs and models for 
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further evaluation in a manner that is as blind as possible to avoid confirmation bias.  For additional 

information, please contact the author for further details. 

An expert elicitation through the Phenomena Identification and Ranking Table (PIRT) process could be 

employed by NRC, DOE, National Labs, EPRI, vendors, and utilities to identify, quantify, and rank the 

uncertainties with the thermal models and regulator limits on fuel performance during storage operations. NRC 

has used this process in the past [12-21] to provide an independent expert assessment to support regulatory 

decision-making, technology and/or methodology development that could focus the research and development 

needs such as additional testing or model benchmarking.  This process has been shown to be an effective tool to 

accelerate the integration of new methodologies and advanced technologies into the nuclear industry. 

Furthermore, the PIRT results can provide guidance for the initial development of a methodology or technology 

where regulatory guidance does not currently exist.  The PIRT methodology uses a deterministic technical 

approach to focus on a specific issue by identifying and ranking all plausible phenomena such as input 

assumptions for thermal modeling and the NRC ISG-11 Rev, 3 PCT regulatory limits. Regulatory bodies could 

then use the PIRT results to develop a more durable and appropriate regulatory instrument while vendors or 

other stakeholders could develop topical reports for NRC to review to provide an alternative methodology that 

ensures the fuel remains intact during short and long-term storage operations. Efforts have begun to initiate 

PIRTs on uncertainty quantification and ranking for both thermal models and the fuel performance limits. 
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