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Abstract
EdF has designed some provisions to improve the reliability of human interventions: an increased number of training simulators, management of the quality of interventions, implementation of human factor consultants on each site, improvement in user documentation, development of communication practices, etc. However, despite efforts made in the right direction, the complexity of human behaviour and organisations make it obligatory to follow up the efficacy of these provisions over time in order to ensure that they produce the expected results on work practices. The in-depth analysis by IRSN of events that are significant for safety shows that experience feedback from incidents constitutes a real opportunity to ensure this follow-up. It also highlights the difficulty for licensees to define the temporal context of investigations to carry out, analysing errors committed more in depth and identifying ensuing problems. This article shows that these difficulties are the result of inappropriate methodologies and a lack of skills and availability to carry out the analysis. Finally, it shows that the incident leads to defensive behaviour among those participating in the system that blocks the compilation of information and limits the relevance of analyses.
1. Introduction

Tchernobyl 26 April 1986, AZF 21 September 2001, Columbia 1 February 2003…. The occurrence of accidents in risk systems shows the difficulty, indeed the impossibility of foreseeing, given their diversity, all future user situations and of preventing the associated failure modes. This impossibility results from the complexity and relative instability over time of the organisations and technologies involved. Finally, the reliability of the system is based on the capacity of man, who participates as close as possible to materials and procedures, to adapt and manage unforeseen failures. Experience feedback shows that this capacity is limited. For example, during the Three Mile Island accident of 28 March 1979 that led to the partial melting of the uranium core of the nuclear reactor, operators persisted in believing, based on indications provided by the control console, that the pressuriser discharge valve was closed, while it was not.   

Provisions should be implemented in order to continuously scrutinise the behaviour of these systems and detect as early as possible, drifts in behaviour or excessive demands made on human capacity. These provisions should enable meeting two major requirements:

· he need to go more into depth into the identification of failed work situations and scenarios that are the precursor of serious accidents whose consideration has not been enabled by design studies, 

· and consequently, the need to go further into depth into the evaluation of technical, human and organisational defence lines, improving them and/or limiting the consequences of their failure. 

In the nuclear field, the order of 10 August 1984 relating to the quality of design, construction and use of nuclear plants require to declare "significant anomalies or incidents in the shortest time possible" and analysing them more in-depth (reference [1], section 13). However, the repetition of similar significant events shows that the use of experience feedback is a complex process whose performances do not always meet expectations. For example, the Three Mile Island accident "nearly occurred" twice before: once in Switzerland in 1974 and once in the Davies-Besse reactor in Ohio in 1977. Similarly, the Challenger (1986), Zeebrugge (1987), King's Cross (1987) and Bohpal (1984) accidents were all preceded by warnings that were neglected (reference [2], p288). In this context, this article tackles methodological, organisational and cultural factors that are susceptible of limiting the results produced by experience feedback.

2. Analysis of the incident from the point of view of human and organisational factors

The analysis of an incident from the point of view of human and organisational factors aims to understand its genesis and its progress in order to prevent the repetition of similar situations. The analysis of incidents from the point of view of human and organisational factors is broken down into three principal stages. Each one is dealt with below in this article: compilation of data, analysis of errors and the definition of corrective actions.

2.1. Compilation and formatting of data

The compilation of data is the first stage in the investigation of errors and identification of their causes. From then on, it is important that the context chosen does not exclude a priori any eventuality among possible causes. Once this demand is enacted the question is asked of knowing how to limit the field of investigation. According to Reason (1990), "There are no well-defined rules to restrict such retrospective research...[Generally,] the time taken for retrospective investigation varies: from approximately two years for Three Mile Island to nine years for the Challenger accident. The specified length of the period to consider depends on the particular history of each accident and available sources. In fact, the choice of starting point remains quite arbitrary" (reference [2], p258). In depth analyses of significant events carried out by IRSN show that nuclear licensees adopt a temporal context of analysis that too often does not consider decisions or errors committed within the design of equipment and of working documents or whithin the preparation of activities. 

2.2. Analysis of errors 

Following the Tchernobyl catastrophe, the initial information provided by Russian officials caused the entire blame for the accident to fall upon the operators since they insisted on violations of control rules. Analysis of root causes of the accident revealed that these rules were neither clear nor understood and that the main causes of the catastrophe were design of the facility, shortage of safety studies as well as weakness in technical specifications and resulting training. This analysis highlights two types of error: active errors (those whose "effects are felt almost immediately"), and latent errors (those whose "disastrous consequences may remain dormant for a long time in the system and only manifest by combining with other factors to highlight the deficiency in system defences" (reference [2], p239). In general we notice that analysis of active errors by nuclear licensees is satisfactory but this is not the case for latent errors. This shortcoming in particular tends to cause a feeling of fear or lack of legitimacy that is felt by analysts (often the persons committing active errors: operators, field agents...) in relation to authors of latent errors (often engineers, designers, decision makers...).

«There is a strong tendency to defensiveness and secrecy among top managers who feel that event analysis may point a finger at their decisions and actions» (reference [3], p3). Everything occurs as if the incident had triggered an internal crisis, arousing feelings of uncertainty and mistrust that are sufficiently strong as to lead to defensive behaviour: play acting, standardization of the incident, lying, non-disclosure, failing to admit the mistake...… «the natural feelings of guilt, fear and anger engendered by accident and disaster encourage people to respond in that mode [traditional judicial approach], even when they are not standing before a judge» (reference [3], p8). Reason (1990) highlights that the "occurrence of catastrophes in facilities built by man inevitably leads to a search for culpability" (reference [2]).

Finally, the efficacy of experience feedback is also to do with the capacity of the system to identify and process resulting malfunctions or "weak signals". As much as it appears necessary, implementation of this approach leads to difficulties. For example, the "weak" character of signals considered and the absence of the capitalisation tool enabling analysis of their recurrence may lead the analyst to underestimate their importance. Furthermore, the non-deterministic character of human behaviour may lead the analyst to wrongly consider that the resulting malfunction is the result of chance. Generally, the capacity of the system to detect weak signals is essentially to do with the means allocated to analysis (capitalisation tools, benchmark indicators, methods, skills) with the aim sought after by authors of incident reports and the recurrent difficulty for analysts to question and evolve their own explanatory model of human behaviour (in French nuclear reactors, human factor specialists are frequently associated with analysts for the execution of this stage). These factors arise principally from the culture of experience feedback and from organisational choices made by decision makers in this field.

2.3. Definition of corrective and preventive actions 

The Convention on Nuclear Safety states that analyses carried out by licensees involve the "justification of provisions that may be necessary for additional control, repair or modification of user conditions" (reference [4], section 13). We observe that respect for this demand presents discrepancies among licensees leading to frequent incoherences among the causes identified and corrective actions proposed. For example, analysis of the distribution of preventive actions proposed in the incident reports drawn up by EdF highlights a significant proportion of actions relating to documentation (correction of operating ranges, specifications on the role of each one...) and training of actors (information, recall...) while errors too often result from faults related to the organisation of activities (planning, preparation, coordination) and communication. Since we are unable to foresee the errors analysed, these incoherences are, on the contrary, such that they introduce new risks related for example to an abundance in documentation.

3. Conclusions 

In this article, the incident is considered as the revelation of preventive needs that no provision up to now has enabled meeting. The identification and processing of these involve comprehension of the process according to which errors are linked and combined, identification of factors causing the errors and definition of necessary improvements to prevent similar situation. Implementation of this approach constitutes an act of analysis and makes it necessary to take into consideration a certain number of minimum requirements that include the following: necessary impartiality on the part of the analyst, methodological indicators, skills and sufficient availability.

These provisions, however necessary they may be, do not take into account the collective dimension of the approach, which is the source of significant bias. Indeed, dealing with incident is at first an act of analysis, through interviews with actors of the incident, and also an act of communication of an incident report within the organisation and towards external organisms (regulator body…). Now, as this article shows, once the incident occurs, it is a source of internal crisis that leads to the development of fears and defensive behaviour that is damaging to the compilation of information: standardization of the incident, lying, non-disclosure, play acting, refusal to admit the mistake...

The analysis of these difficulties shows the importance of the sense given by each one of the hierarchical levels, to the approach to analyse the incident with human and organisational components. In its report on the safety culture (INSAG 4, reference [5]), the IAEA highlights that when errors are committed, they are considered less as a subject of concern as a source of lessons that can be learnt. Consequently, the IAEA recommends encouraging individuals to highlight and correct imperfections in their own work in order to assist others as well as themselves to prevent future problems (p13). 15 years after their publication, it seems that the recommendations of this report are still as relevant today. 
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